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Abstract

Conversational recommender systems (CRSs)
capture a user preference through a conversa-
tion. However, the existing CRSs lack captur-
ing comprehensive user preferences. This is
because the items mentioned in a conversation
are mainly regarded as a user preference. Thus,
they have limitations in identifying a user pref-
erence from a dialogue context expressed with-
out preferred items. Inspired by the charac-
teristic of an online recommendation commu-
nity where participants identify a context of
a recommendation request and then comment
with appropriate items, we exploit the Reddit
data. Specifically, we propose a Contrastive
Learning approach for Injecting Contextual
Knowledge (CLICK) from the Reddit data
to the CRS task, which facilitates the capture
of a context-level user preference from a dia-
logue context, regardless of the existence of
preferred item-entities. Moreover, we devise
a relevance-enhanced contrastive learning loss
to consider the fine-grained reflection of mul-
tiple recommendable items. We further de-
velop a response generation module to gener-
ate a persuasive rationale for a recommenda-
tion. Extensive experiments on the benchmark
CRS dataset show the effectiveness of CLICK,
achieving significant improvements over state-
of-the-art methods.

1 Introduction

Recommender systems help users find potential
items of interest in the rapidly expanding pool
of candidates. To do so, the recommender sys-
tems aim to accurately identify user preferences.
Thus, traditional recommender systems (Guo et al.,
2020) utilize click or purchase data to obtain user
preferences. However, such traditional approaches
lack dynamically modeling user preferences since
the data has a temporal validity and does not of-
fer a diverse clue to user information. Conversa-
tional recommender system (CRS) is a research
area that overcomes the limitation of the traditional

User I am stressed out from work today.
So, I’m looking for a mindless movie.

RecommenderYou must be exhausted!
Have you ever watched “21 Jump Street”?
It is so much fun.

Oh wait, I have a little son 
who wants to watch a movie together.

Then, I recommend “Yes Man”.
It’s a family movie. Your son also will like it.

Recommender

Hello, how are you today? Recommender

User

Figure 1: An example of a user-recommender conver-
sation for movie recommendations. The important in-
formation for a recommendation is written in red, and
the recommended items are written in blue.

recommender systems by capturing users’ interests
through natural conversation. The conventional
CRSs (Chen et al., 2019; Ma et al., 2021; Zhou
et al., 2020a) mainly derive a user preference from
item-entities, which appear in a conversation and
exist in a knowledge graph (KG). However, users
often express their preferences without preferred
items. For example, in Figure 1, the user depicts
his/her requirement (a mindless movie), feeling
(stressed), and situation (with a little son). In or-
der for an accurate recommendation of a movie
(Yes Man) to be derived, the recommender must
capture that the user wants those characteristics
of a movie, "a movie to watch when stressed", "a
mindless movie" and "a movie to watch with a lit-
tle son". Therefore, merely depending on item-
entities for user preference identification is insuf-
ficient. We argue that a dialogue context also pro-
vides a user preference, regardless of the existence
of item-entities.

Motivated by the characteristic of an online rec-
ommendation community where participants iden-
tify a context of a recommendation request and
then comment with appropriate items, our method
exploits the Reddit data to extract the contextual
knowledge that enables inferring a preferred item
in a KG from a recommendation request. Thus,
we propose a Contrastive Learning approach for
Injecting Contextual Knowledge (CLICK), which
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captures not only the entity-level preference de-
rived from mentioned entities but also identifies the
context-level preference from a dialogue context
by utilizing both a KG and Reddit data.

However, the different modality between recom-
mendable item-entities in a KG and request texts
in the Reddit data hinders CLICK from learning
contextual knowledge. Thus, we alleviate the dif-
ferent modalities via contrastive learning to align
the pairs of a recommended item-entity and a re-
quest text. Moreover, different from the conven-
tional contrastive learning that classifies the pairs
into only positive or negative, our distinction is
to consider the relative relevance among positive
pairs. For example, if a seeker asks a recommenda-
tion community for a movie to watch when feeling
down, several movies can be recommended. While
some movies are related to many participants, oth-
ers may be referenced by a few people. Thus, to
reflect differing relativity of multiple recommend-
able items from a request, we design a relevance-
enhanced contrastive learning loss function. Con-
sequently, leveraging the learned contextual knowl-
edge, CLICK makes accurate recommendations
based on the user preferences extracted from both
entity- and context-level perspectives. In the re-
sponse generation task, we develop a response gen-
erator that produces a suitable explanation with a
recommended item based on a captured require-
ment from a dialogue context.

Our contributions are summarized as follows:
(1) We propose the knowledge injection method
that facilitates the inference of a recommendable
item based on a dialogue context in order to iden-
tify a comprehensive user preference. (2) We de-
sign the relevance-enhanced contrastive learning
loss that promotes the fine-grained reflection of
positive pairs according to the relevance. (3) We
further develop a contextual knowledge-enhanced
recommender module and a response generation
module, which captures a comprehensive user pref-
erence and produces an explanation based on a
user’s needs, respectively. (4) The proposed model
outperforms baselines, especially regardless of the
existence of item-entities in a user utterance.

2 Related Work

2.1 Conversational Recommender Systems

CRS (Gao et al., 2021) allows obtaining user pref-
erences through dynamic interaction, overcoming
the limitations of traditional recommender systems

(Guo et al., 2020) that are heavily dependent on
static interaction history. The research area can
be broadly categorized into two groups: template-
based and natural language-based CRSs. Template-
based methods (Deng et al., 2021; Lei et al., 2020;
Zhou et al., 2020d) interact with a user, following
a slot-filling approach. Although many template-
based CRSs have been proposed, they suffer from
producing inflexible response due to the inherent
template scheme.

On the other hand, natural language-based CRS
(Chen et al., 2021; Zhou et al., 2020c) allows users
to depict their needs in a free text. Such approaches
focus on how to extract knowledge from external
data (e.g., historical data, KGs, and review data)
and how to utilize the knowledge to capture a user
preference and generate a persuasive response since
the CRS benchmark dataset contains repetitive and
limited utterances. Following the stream of CRS
research, Zhou et al. (2020b) utilize historical in-
teraction data to enhance a sequence of preferred
items. Chen et al. (2019) and Zhou et al. (2020a)
exploit KGs to capture user preferences with men-
tioned entities. Ma et al. (2021), Moon et al. (2019),
and Zhou et al. (2021) leverage explicit reasoning
on a KG based on the mentioned entities. Lu et al.
(2021) and Zhou et al. (2022) utilize review data
to enrich insufficient item information over a KG.
However, despite the diverse use of external data,
the current methods still lack capturing a user’s
needs depicted in a free text since they identify
preferences mainly with mentioned item-entities
that exist in a KG. To resolve the limitation, we pro-
pose a contrastive learning approach for injecting
knowledge into the CRS task by utilizing textual
recommendation data (Reddit) and a KG. Thus, our
approach captures user preferences from both men-
tioned entities and a dialogue context, taking full
advantage of CRS in which users can express their
preferences freely in natural language.

2.2 Contrastive Learning

Another line that motivates our work is contrastive
learning, which is a dominant approach in self-
supervised learning. Especially in multi-modal
scenarios, contrastive learning (Oord et al., 2018)
plays a vital role in refining feature representation.
It aims at forcing representations to have a smaller
distance between positive pairs and a greater dis-
tance between negative pairs than the positive ones.
Due to the efficacy of contrastive learning strategy,
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[REQUESTING] Suggest me a movie to watch when depressed
▲32, “Up”, It feels like a warm hug after a hard day.
▲27, “ The Pursuit Of Happiness”, The true story gives -

glimmers of hope and survival. 

. . .

Request  𝒒𝒒 :   Suggest me a movie to watch when depressed
Item-Suggestion  𝒔𝒔 :   “Up”
Relevance-score  𝒗𝒗 :   32
Rationale  𝒕𝒕 :   It feels like a warm hug after a hard day

Reddit Data 𝐷𝐷

Request  𝒒𝒒 :   Suggest me a movie to watch when depressed
Item-Suggestion  𝒔𝒔 :   “The Pursuit Of Happiness”
Relevance-score  𝒗𝒗 :   27
Rationale  𝒕𝒕 :   The true story gives glimmers of hope and survival Contextual Knowledge Injection Learning to Explain Recommendation

Request 𝑞𝑞

Item
Embedding 𝑛𝑛𝑠𝑠

Item-Suggestion 𝑠𝑠

Response

KG-Encoder

Text-Encoder

BERT

FC
N

Request Context 
Embedding ℎ𝑐𝑐𝑐𝑐

Request 
Embedding ℎ𝑞𝑞

Response
Generator

Utterance Type
(Recommendation)

Relevance-reflected
Attract

Knowledge Graph 𝐺𝐺
Item 𝑠𝑠

Figure 2: The pre-training stage of CLICK which consists of two encoders and a response generator.

it has been widely used in various research fields
such as multilingual text-to-video search (Huang
et al., 2021), visual pre-training (Yuan et al., 2021),
and other domains (Xia et al., 2021; Zolfaghari
et al., 2021). Especially, in recent research on CRS,
Zhou et al. (2022) adopt contrastive learning to
fuse multi-type external data. Likewise, we re-
fine our multi-type external data representations
by contrastive learning. However, different from
the existing contrastive learning loss, we further de-
vise relevance-enhanced contrastive learning loss to
consider multiple recommendable items, of which
each has a different relative relevance.

3 Pre-training for Contextual Knowledge
Injection

We introduce the training scheme of CLICK that
follows a two-stage mechanism: 1) a pre-training
stage for the contextual knowledge injection and
2) a fine-tuning stage for the conversational recom-
mendation task.

In the two stages, we utilize DBpedia (Bizer
et al., 2009) as a KG, following the existing CRSs
(Chen et al., 2019; Zhou et al., 2020a; Ma et al.,
2021; Zhou et al., 2022) that take advantage of
KGs to capture user preferences based on factual
information such as objects, concepts, and rela-
tionships among them. The KG is defined as
G = {(e1, r, e2)|e1, e2 ∈ E, r ∈ R}, where a
fact (e1, r, e2) consists of relation r from entity e1
to entity e2 from entity set E and relation set R.

The Reddit data (Penha and Hauff, 2020) is
leveraged to learn the contextual knowledge that
facilitates the inference of a preferred item from
a user utterance. The Reddit data is denoted as
D = {(q, s, v, t)} , where q is a seeker’s request
text to receive a recommendation, s is an item-

suggestion by a recommender, v is a relevance
score of the item-suggestion, and t is an optional
rationale for the item-suggestion. We describe the
details of the Reddit dataset in Section 5.1.

In the pre-training stage, our approach infuses
the contextual knowledge from Reddit data into a
KG-encoder and a text-encoder by training them
via a devised contrastive learning loss. Then, a re-
sponse generator is pre-trained to equip the ability
to generate an explanation for a recommendation
based on the recognized needs. The pre-training
stage of CLICK is described in Figure 2.

3.1 Contextual Knowledge Injection

Following previous studies (Zhou et al., 2020a; Ma
et al., 2021), we encode the KG to obtain the rep-
resentations of entities via R-GCN (Schlichtkrull
et al., 2018) that considers neighborhoods under
the specific relation type and direction. The rep-
resentation of item-entity s from the KG-encoder
is denoted as ns. Then, we employ BERT (Devlin
et al., 2019) and a fully-connected layer FCN to
encode a request text q that contains the seeker’s
needs (more details in Appendix A.1). The request
embedding hq is obtained as:

hq = FCN(BERT (q)). (1)

Next, the above two encoders are pre-trained via
a contrastive learning loss, which promotes align-
ment of the multi-modality originating from the
KG and text. That way, the text encoder is encour-
aged to effectively infer a preferred item from a
request. Moreover, different from a conventional
contrastive learning loss that classifies the pairs into
only positive or negative, we build the relevance-
enhanced contrastive learning to reflect multiple
recommendable items with a relative relevance as
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follows:

Lrel = −log
∑

s∈S

ex(simq,s−vq,s)

ex(simq,s−vq,s) +
∑

S′ ex
(simq,s′ )

,

(2)

where vq,s indicates the relevance score correspond-
ing to the number of "Upvote" about the item sug-
gestion s from the request q in positive set S, S′

is a negative set, sim means cosine similarity be-
tween the item representation vector ns and the
request representation vector hq that the above two
encoders produce respectively, and ex(x) is expo-
nential of x. The proposed loss function is able to
attract positive pairs in proportion to the relevance
score vq,s while repelling the negative pairs. Then
the pre-trained encoders are utilized to capture a
comprehensive user preference from a user utter-
ance depicted regardless of the presence of entities.

3.2 Learning to Explain Recommendation
At this stage, the response generator is pre-trained
to generate a recommendation response of the three
utterance types (question, recommendation, chit-
chat). The recommendation response should con-
tain a recommended item and a rationale for the
recommendation based on a captured user need.
Thus, we adopt GPT-2 (Radford et al., 2019) as
a response generator and feed a suggested item s
and the utterance type (recommendation) to a token
embedding layer of GPT-2. The first layer of the
decoder A1 then conducts self-attention with the
token embeddings. Next, having obtained the re-
quest context embedding hct from the text-encoder
(only BERT ), cross-attention is conducted in the
next decoder block to generate the explanation for
the item-suggestion based on the needs extracted
from the request of a seeker. The cross-attention
layer of the decoder can be summarized as:

A2 = FFN(MultiHead(OA1 , hct, hct)), (3)

where the multi-head attention layer
MultiHead(Q,K, V ) takes query Q, key
K and value matrix V as input, and OA1 is the
output of the first decoder layer A1. The response
generator is pre-trained to generate the rationale
t for the item-suggestion s conditioned on the
request q and the utterance type ut via maximum
likelihood estimator (MLE) generation loss:

Lexr = −
J∑

j=0

log p(tj |t<j , q, s, ut). (4)

Contextual Knowledge-enhanced Recommendation

Context-enhanced Response Generation
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Figure 3: The fine-tuning stage of CLICK utilizing
the pre-trained encoders and response generator for the
conversational recommendation task.

4 Fine-tuning for Conversational
Recommendation Task

In this section, the fine-tuning strategy of CLICK
for the CRS task is introduced. Figure 3 illustrates
the working flow of CLICK, leveraging the two pre-
trained encoders and response generator from the
pre-training stage. CLICK consists of two key com-
ponents: (1) contextual knowledge-enhanced rec-
ommender module, which even understands user’s
needs from a dialogue context, and (2) context-
enhanced response generation module, which gen-
erates a persuasive response based on a captured
user preference. Prior to introducing the details
of the fine-tuning scheme, we formulate a conver-
sation history C = {x1, y1, ..., xc}, where xi is a
user utterance, and yi is a system utterance at turn-i.
The goal of CLICK is to recommend a proper item
sc and generate the system response yc, understand-
ing the conversation history C.

4.1 Contextual Knowledge-enhanced
Recommendation

The pre-trained text-encoder is leveraged to iden-
tify context-level user preference (e.g., a movie
to watch when feeling down) that could not be
captured with mentioned entities. In detail, the
conversation history C is fed to the text-encoder,
and we obtain the context-level user preference as
pcl = FCN(BERT (C)).

Next, we utilize mentioned entities to identify
entity-level user preference (e.g., a movie like
Yes-Man). In our implementation, we conduct
cross-attention with a context-level user preference
and entities, being different from the previous ap-
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proaches that ignore the relative importance among
mentioned entities based on a dialogue context.
Thus, the cross-attention score is denoted as:

α = softmax(q · kT/
√
dk),

q = pcl ·Wq, k = ne ·Wk,
(5)

where Wq,Wk are weight metrices, ne is an entity
embedding from the mentioned entities N (C), and
the context-level user preference pcl is from the
text-encoder. Then, we obtain the entity-level user
preference pel as follows:

pel = α ·N (C), (6)

Then, we adopt a gate mechanism to obtain the
final user preference pc at c-th turn by combining
the entity-level and context-level user preferences
as follows:

pc = β · pel + (1− β) · pcl,
β = σ(Wgate · [pel; pcl]),

(7)

where Wgate is a weight matrix, and [; ] indicates
the concatenation operator. Consequently, we con-
duct the inner product of user preference pc and the
representation nm of item m to predict the match-
ing score:

ẑ(c,m) = pc · n>m. (8)

The recommender module is fine-tuned with a
cross-entropy loss as:

Lrec = −
C∑

c=1

M∑

m=1

[zcm · log ẑ(c,m)

− (1− zcm) · log (1− ẑ(c,m))], (9)

where zcm is the true label.

4.2 Context-enhanced Response Generation
Prior to generating a response, at each turn, CLICK
determines the type of an utterance (question, rec-
ommendation, chit-chat) given a dialogue context.
Following Ma et al. (2021), we regard the determi-
nation of utterance’s type as a 3-way classification
problem:

Pr(yutc |C) = softmax(W 2
ut ·ReLU(W 1

ut ·hct)),
(10)

where hct is a dialogue context embedding from
the BERT. We thus formulate the determination
loss as:

Lut = − logPr(yutc |x1, y1, ..., xc), (11)

where yutc is the true label of utterance type.
After obtaining the dialogue context embedding,

the utterance type, and the recommended item, we
utilize such to generate a persuasive response that
contains a recommended item under the controlled
type of an utterance. Compared to an implicit way
of response generation in CRSs (Chen et al., 2019;
Zhou et al., 2021), which lacks the ability to in-
clude a recommended item in the generated re-
sponse, the explicit way of response generation
by Ma et al. (2021) feeds the recommended item
and the utterance type as input into the response
generator, which guarantees the inclusion of the
item under the controlled response type. However,
the explicit approach hinders generating a response
based on a dialogue context. Thus, different from
Ma et al. (2021), we further infuse the dialogue con-
text implicitly into the response generator with the
cross-attention mechanism to generate a response
containing an identified dialogue context.

In the same manner as the pre-training process
of the response generator, an utterance type and a
recommended item is fed to the token embedding
layer. The first layer of the decoder conducts self-
attention with the token embeddings. Then, we
enforce the module to generate a response based on
the user’s needs via the cross-attention mechanism
with the dialogue context embedding hct, which is
identical to the one in Equation 3. We formulate
the response generation loss as:

Lgen = −
U∑

u=0

log p(yu,c|y<u,c, C, sc, utc), (12)

where U is the length of a target response, yu,c is
a generated u-th token of system response, C is a
conversation history, and sc is the recommended
item at c-th turn. utc indicates the type of utter-
ance. Additionally, the implementation details are
in Appendix A.2.

5 Experimental Setup

5.1 Dataset

REDIAL is a benchmark CRS dataset released by
Li et al. (2018). It was constructed through Ama-
zon Mechanical Turk (AMT). The AMT workers
play the role of a seeker/recommender. In daily talk,
a seeker explains his/her tastes about movie and
asks for movie suggestions. A recommender tries
to understand the tastes and recommends movies.
Accordingly, it consists of 10,006 conversations
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Model Standard Setting No Mentioned Item Setting Diversity
R@1 R@10 R@50 R@1 R@10 R@50

REDIAL 2.3 13.2 29.7 – – – 5.8
KBRD 3.0 15.8 33.8 1.5 5.1 12.2 11.2
KGSF 3.9 18.3 37.8 2.6 9.7 20.1 12.2
CR-Walker 4.0 18.7 37.6 2.4 10.2 19.8 14.9
C2CRS 5.2 22.9 40.7 2.1 8.9 18.3 13.9

GPT-2 2.3 14.5 31.5 1.6 7.9 16.3 9.9
GPT-2 (+Reddit) 2.5 15.2 32.1 1.9 8.5 17.1 11.1
BERT 3.0 15.3 34.4 1.9 8.7 17.5 10.3
BERT (+Reddit) 3.2 16.9 35.2 2.1 9.2 18.3 11.8
BART 3.3 17.1 36.3 2.1 9.0 18.0 11.4
BART (+Reddit) 3.6 18.3 37.5 2.3 9.5 18.9 12.7

CLICK 5.5 23.8 43.2 3.5 14.9 28.9 18.3
w/o relevance 5.3 23.1 41.1 3.3 13.2 26.7 16.9
w/o pre-training 4.2 19.2 38.1 2.5 10.0 20.3 14.7

Table 1: Overall performance comparison on the recommendation task.

containing 182,150 utterances and 51,699 movies.
We set the training, validation, and test sets as a
ratio of 8:1:1. Reddit is utilized as the textual rec-
ommendation data collected by Penha and Hauff
(2020). Following the domain of a benchmark CRS
dataset (REDIAL), we use the MovieSuggestions
subreddit, which is a movie recommendation com-
munity. In the community, a seeker asks for a
recommendation, and recommenders give sugges-
tions with a rationale. Participants in the commu-
nity consent to the suggested items with the "Up-
vote" button which is regarded as a relevance score.
Knowledge Graph consists of 30,471 entities, 12
relations, and 392,682 triples extracted from DBpe-
dia (Bizer et al., 2009) and MovieLens, following
Ma et al. (2021). Additionally, the entities in utter-
ances are linked to DBpedia nodes.

5.2 Baselines

We compared CLICK to the following five CRS
baselines: (1) REDIAL (Li et al., 2018) is pro-
posed with the CRS benchmark dataset. The
model consists of an auto-encoder recommender
and an RNN-based response generator. (2) KBRD
(Chen et al., 2019) utilizes a KG to identify
user preferences from mentioned entities. The
transformer-based response generator uses a user
representation as vocabulary bias. (3) KGSF (Zhou
et al., 2020a) incorporates word-oriented and entity-
oriented KGs to capture user preference. (4) CR-
Walker (Ma et al., 2021) proposes tree-structured
reasoning on a KG, which effectively utilizes back-
ground knowledge. It adopts GPT-2 to generate
a response by feeding dialogue acts. (5) C2CRS

(Zhou et al., 2022) leverages a KG and a review
data for enriching the context information. It con-
ducts data semantic fusion via contrastive learning.
The response generator fuses the information from
a KG and a review data.

Additionally, three pre-trained language models
(PLMs) were tested for a fair comparison on the
same data. In table 1 and 2, (+Reddit) indicates
a PLM pre-trained on the Reddit data. The three
models are as follows: GPT-2(Radford et al., 2019),
BERT(Devlin et al., 2019), and BART(Lewis et al.,
2020). The training details of PLMs are in Ap-
pendix A.3.

6 Experimental Results

6.1 Evaluation on Recommendation

We adopted Recall@k to measure how many pre-
dicted items were included in the set of preferred
items (Standard Setting). Moreover, we compared
the performance under the setting where there were
no mentioned item-entities in a dialogue context
(No Mentioned Item Setting). This setting aims to
evaluate how well the models identify a user pref-
erence from a dialogue context without mentioned
item-entities. We also evaluated recommendation
diversity (Diversity), defined as the proportion of
distinct recommendations.

6.1.1 Performance Comparison
Table 1 shows the experimental results on recom-
mendation task. Standard Setting: KBRD, KGSF,
and CR-Walker performed better compared to RE-
DIAL by capturing user preference based on enti-
ties in KGs. Compared to the baselines, C2CRS
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Model Automatic Evlauation Human Evaluation

BLEU Dist-2 Dist-3 Dist-4 Flu. Rel. Info.

REDIAL 0.229 0.215 0.247 0.234 2.03 1.97 1.67
KBRD 0.231 0.281 0.376 0.438 2.18 2.19 1.98
KGSF 0.239 0.320 0.432 0.519 2.31 2.21 2.12
CR-Walker 0.271 0.361 0.493 0.573 2.54 2.37 2.31
C2CRS 0.251 0.339 0.455 0.538 2.42 2.29 2.19

GPT-2 0.247 0.352 0.474 0.521 2.35 2.01 2.04
GPT-2 (+Reddit) 0.261 0.359 0.481 0.536 2.39 2.09 2.02
BART 0.249 0.354 0.486 0.528 2.37 2.07 2.12
BART (+Reddit) 0.262 0.357 0.492 0.539 2.38 2.17 2.11

CLICK (ours) 0.308 0.380 0.521 0.598 2.60 2.63 2.58
w/o gen. cross-att 0.296 0.371 0.510 0.589 2.58 2.51 2.47
w/o gen. pre-training 0.289 0.364 0.503 0.583 2.53 2.45 2.44
w/o pre-training 0.281 0.359 0.497 0.579 2.48 2.39 2.40

Table 2: Overall performance comparison on the response generation task

recommended appropriate items by incorporating a
KG and a review data. In contrast, CLICK achieved
the best results by effectively modeling comprehen-
sive user preference from entity-level and context-
level. Another observation is from the compari-
son with PLMs. Although the PLMs showed im-
pressive performances, the improvement by utiliz-
ing the Reddit data was lower than ours. Thus,
it proved that CLICK efficiently extracted contex-
tual knowledge from Reddit data and exploited
it for recommendation. No Mentioned Item Set-
ting: To further demonstrate the CLICK’s ability
of capturing a context-level user preference, we
compared the baselines on this setting. KGSF
and CR-Walker performed relatively better than
other baselines due to the utilized word-oriented
KG allowing the recognition of diverse words in a
conversation. We noted that CLICK showed best
performances even when there were no mentioned
item-entities. This is because the contextual knowl-
edge extracted from the Reddit data provided a
significant clue to a user’s needs. More details are
covered in Appendix A.4. Diversity: CLICK rec-
ommended diverse items compared to all the base-
lines. The improvement was derived from our strat-
egy of modeling user preference in a fine-grained
means, considering both mentioned entities and a
dialogue context.

6.1.2 Ablation Study

Pre-training with the relevance-enhanced con-
trastive learning loss is an essential design in our
method to infer a preferable item from a user ut-
terance. Thus, we assessed the effects of CLICK
with two variants, (1) w/o relevance: standard con-

trastive learning loss (Oord et al., 2018) was used,
(2) w/o pre-training: CLICK was only trained on
REDIAL dataset without being pre-trained with
the Reddit data. As shown in Table 1, the perfor-
mance of CLICK w/o relevance was lower since it
did not consider the relative relevance that helped
the model to learn a fine-grained representation.
CLICK w/o pre-training provided the evidence for
the pre-training stage of learning the contextual
knowledge. Besides, it showed a decline in di-
versity since it did not capture a fine-grained user
preference with the contextual knowledge that pro-
motes various recommendations.

6.2 Evaluation on Response Generation
BLEU (Papineni et al., 2002) and Dist-N (Li et al.,
2016) were adopted to measure the word-level cor-
respondence and diversity of responses. We further
conducted a human evaluation. Five human annota-
tors evaluated 100 generated responses on fluency,
relevancy, and informativeness ranging from 0 to 3.
The average score of each metric is reported.

6.2.1 Performance Comparison
Table 2 shows the experimental results on response
generation task. Automatic Evaluation: The re-
sult proved that our method generated a better qual-
ity response with diverse words. Such improve-
ments are derived from the explicit feeding of a
recommended item and an utterance type into a
response generator and the implicit injection of
a context via a cross-attention mechanism. Hu-
man Evaluation: The responses generated from
C2CRS, KGSF, and KBRD are inclined to con-
tain safe responses that are broadly adequate for
any situation, such as "I have not seen that one".
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This issue was reflected as the lower score on rele-
vancy and informativeness compared to CR-Walker.
While CR-Walker generated a meaningful response
with an explanation for a recommendation, CLICK
achieved the best performance on all human evalua-
tions. Especially, the better relevancy and informa-
tiveness demonstrated the efficacy of our response
generator incorporating a dialogue context via the
cross-attention.

6.2.2 Ablation Study
The ablation study wass conducted with the follow-
ing three variants of CLICK, (1) w/o gen. cross-
att: we removed the cross-attention mechanism
incorporating a dialogue context. (2) w/o gen. pre-
training: we only pre-trained the recommender
module except for the response module, (3) w/o
pre-training: we trained the CLICK on REDIAL
dataset without pre-training. As shown in Table
2, we observed a significant decrease when the
proposed strategies were removed. It proved that
these strategies contributed to improving the per-
formance of response generation. We noted that
the cross-attention mechanism and the pre-training
scheme of the response generator affected gener-
ating a relevant and informative response. More-
over, the w/o pre-training case brought a further
decline in all metrics, indicating the usefulness of
the pre-training strategy or generating informative
responses using diverse words.

6.3 Case Study

A qualitative analysis of three cases is shown in Ta-
ble 3. Case 1, there are no mentioned item-entities.
Given the user utterance, KGSF recommended
"Black Panther" that is suggested frequently in the
CRS dataset regardless of a specific situation. Thus,
it did not seem to capture the user’s needs (comfort-
ing movie) precisely. Likewise, CR-Walker asked a
question since it did not identify the needs exactly.
In contrast, our model recommended a proper item
with a rationale based on the captured needs. Case
2 is a common case in the CRS dataset, which ex-
plicitly expresses the user’s taste. Therefore, all
baselines and CLICK generated a proper recom-
mendation. Especially, CLICK provided a suitable
explanation, understanding that the user wants com-
edy. Case 3 includes multiple entities and a specific
situation where the recommended movie should be
enjoyable for little girls. We observed that all base-
lines suggested action movies, concentrating on the
genre prevailing in the dialogue context. Here, the

recommender should understand that the user is
looking for a kids’ movie, such as "The Princess
and The Frog" besides action movies. In constrast,
our model grasped the relatively important entity
among mentioned entities based on the dialogue
context. Consequently, our model’s recommen-
dation and rationale are well-grounded on users’
needs.

[Case 1]
Recommender: hello how are you today?
User: I’m feeling pretty down tonight so I’d like to watch a comforting movie.
KGSF: Have you ever seen “Balck Panther”?
CR-Walker: What type of movie do you like?
Ours: What about "Mamma Mia!”? It’s a comforting movie.
Human: I recommend “The Secret Life of Walter Mitty”, It’s so satisfying.

[Case2]
Recommender: hello what kind of movie do you like?
User: I’m in the mood for a good comedy like "Get Smart"
KGSF: Have you ever seen “Jumanji”?
CR-Walker: “Happy Gilmore” is a really good comedy. It’s my favorite adam sandler movie.
Ours: Have you ever seen “Men in Black”? It has funny story.
Human: You should watch “Spy”. I liked the humor of the actress.

[Case3]
Recommender: Hello! Could you let me know any movies you liked?
User: I like action movies like “John Wick ” or “Die Hard 4.0”,

but today I’m looking for something similar to “The Princess and the Frog”.
I have little girls who want to watch a movie.

KGSF: Have you seen “Black Panther”?
CR-Walker: I recommend “Taken”. It’s a really good movie with lots of action!
Ours: What about “Tangled”. It’s a fairytale movie. Little girls will love it.
Human: Then, I recommend “Frozen”. Becasue littile girls like it.

Table 3: A qualitative analysis of three cases. The base-
lines, CLICK(ours), and human generate a response
based on the given dialogue context. The important in-
formation for a recommendation is written in red, and
the mentioned item-entities in a KG are written in blue.

7 Conclusions and Future Work

In this paper, we proposed the contextual knowl-
edge injection via contrastive learning to capture
a comprehensive user preference from a dialogue
context. Utilizing the extracted contextual knowl-
edge, CLICK not only precisely captures the pref-
erence on mentioned entities but also identifies the
user’s needs in a dialogue context. Moreover, the
relevance-enhanced contrastive learning loss en-
ables the contextual knowledge to reflect the ac-
ceptance degree of recommendations. We further
developed the context-enhanced response gener-
ator to provide a persuasive explanation. Lastly,
experimental results on the benchmark dataset con-
firmed the effectiveness of CLICK on providing
appropriate recommendations, as well as generat-
ing high-quality responses.

In future work, we will explore a CRS with a rec-
ommendation dialogue strategy of actively asking
questions to elicit a user taste instead of passively
communicating with a user.
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Limitations

In this section, we summarized the limitations of
our study as follows:

• The training and test experiments are con-
ducted on the setting where the mentioned
entities are aligned to a knowledge graph in
the same manner as other CRSs. In a practical
use, Named Entity Recognition (NER) task is
needed, and entity linking is also required to
align the entities to a KG.

• This work only conducts experiments on the
movie domain and does not generalize to other
domains since the benchmark CRS dataset is
limited to the movie domain. Benchmark CRS
datasets on various domains need to be pub-
lished, and experiments on multiple domains
are required to support a complete and objec-
tive study.
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A Appendix

A.1 The Pipeline between BERT and FCN in
Text-Encdoer

The output of BERT is an embedding vector of a
CLS token containing the meaning of the entire
sentence. And the embedding vector is input into
FCN .
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A.2 Implementation Details
We implemented CLICK with Pytorch1 and trained
it on an NVIDIA RTX 3090. We set the embedding
size of the KG-encoder (R-GCN)2 to 128, and the
depth of aggregating neighbors as 1. We used pre-
trained BERT3 and GPT-24 to intialize the models’
parameters. The hidden size of BERT in the text-
encoder is set to 768, and the hidden size of the
response generation module (GPT-2) is identically
set to 768. When obtaining the embedding of a
context-level user preference from the text-encoder,
we utilized a 128× 768 fully-connected layer. We
normalized the relevance scores from 0.25 to 0.5
for a stable convergence. We used Adam optimizer
(Kingma and Ba, 2015) with a learning rate of
1e-4 and a weight decay of 1e-3. The batch size
of pre-training and fine-tuning is set to 32. The
computational cost is 3 hours and 1 hour per 1
epoch for pre-training and fine-tuning, respectively.

A.3 PLMs Details
The PLMs with (+Reddit) are pre-trained on Reddit
dataset and fine-tuned on REDIAL dataset. And
the representation of the last token that a PLM
generates is used for recommendation.

A.4 No Mentioned Item Setting
We utilized a special entity (None entity) in the
same manner as other CRSs (KGSF, CR-Walker,
and C2CRS) that utilize KGs. Thus, CLICK and
other CRSs can be executed under any case. For
example, at the first turn of the conversation in
Figure 1, there is no mentioned entity. Thus,
None entity is assigned as mentioned entities N (C)

in Equation 6. Meanwhile, the text-encoder of
CLICK is pre-trained with Reddit data to infer
recommendable items (e.g., 21JumpStreet, Mad-
Max:FuryRoad, etc.) from the request context
where a user gets stressed or requires mindless
movies. The gate mechanism in Equation 7 then
emphasizes a context-level user preference pcl ob-
tained from the pre-trained text-encoder than an
entity-level user preference pel in the case of no
mentioned entities. Thus, the user embedding con-
centrated on the context-level user preference pcl
enables CLICK to recommend 21JumpStreet from
the user’s first utterance in Figure 1.

1https://pytorch.org/
2https://github.com/pyg-team/pytorch_geometric
3https://huggingface.co/bert-base-uncased
4https://huggingface.co/gpt2

1885


