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Abstract

Despite the success of Transformer models in
vision and language tasks, they often learn
knowledge from enormous data implicitly and
cannot utilize structured input data directly. On
the other hand, structured learning approaches
such as graph neural networks (GNNs) that in-
tegrate prior information can barely compete
with Transformer models. In this work, we aim
to benefit from both worlds and propose a novel
Multimodal Graph Transformer for question an-
swering tasks that requires performing reason-
ing across multiple modalities. We introduce a
graph-involved plug-and-play quasi-attention
mechanism to incorporate multimodal graph
information, acquired from text and visual data,
to the vanilla self-attention as effective prior. In
particular, we construct the text graph, dense re-
gion graph, and semantic graph to generate ad-
jacency matrices, and then compose them with
input vision and language features to perform
downstream reasoning. Such a way of regu-
larizing self-attention with graph information
significantly improves the inferring ability and
helps align features from different modalities.
We validate the effectiveness of Multimodal
Graph Transformer over its Transformer base-
lines on GQA, VQAv2, and MultiModalQA
datasets.

1 Introduction

A myriad of complex real-world tasks require both
prior knowledge and reasoning intelligence (Yi
et al., 2018a; Ilievski and Feng, 2017). These
days, vision-and-language reasoning tasks such as
as vision question answering (VQA) (Antol et al.,
2015) and multimodal question answering (Multi-
ModalQA) (Talmor et al., 2021) post further needs
for integrating structured info from different input
modalities and thus perform reasoning. Towards
this, two questions yield: What is the best way to
integrate prior knowledge and reasoning compo-
nents from multiple modalities in a single model?
How would such an integration lead to accurate
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Figure 1: Overview of Multimodal Graph Transformer.
It takes visual features, text features, and their corre-
sponding generated graphs as inputs. The generated
graph is first converted to an adjacency matrix to induce
the mask matrix G. The modified quasi-attention score
in the Transformer is computed to infer the answer. In
the formular, G is the graph-induced matrix constructed
by concatenating adjacency matrices both from the vi-
sion and the language end. Ĝ is the trainable bias. The
input features from different modalities are fused along
with graph info to perform downstream reasoning.

models, while being more computationally efficient
and allowing for significantly more interpretabil-
ity? Such questions are important to address when
scaling reasoning systems to real-world use cases.

These years, there are a spectrum of methods in
the literature exploring different ways of integrat-
ing structured prior information. Graph neural net-
works (GNNs) (Wu et al., 2020), have been widely
used in representation learning on graphs. Some
experts tried to investigate the embedding of the
structured information by resorting to them. How-
ever, GNNs are inefficient (Wu et al., 2020) and
they can barely compete with Transformer mod-
els. Besides, most GNNs are designed to learn
node representations on fixed and homogeneous
graphs. Thereby, it is suboptimal to operate GNNs
on vision-and-language tasks such as visual ques-
tion answering (VQA), where graphs encountered
in these problems (e.g. scene graphs) can be more
complex; Alternatively, knowledge graphs (KGs),
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such as Freebase (Bollacker et al., 2008), represent
world-level factoid information of entities and their
relations in a graph-based format, surfaced these
years. They have been successfully used in vision
and language applications including VQA (Marino
et al., 2019). However, they have not been dedi-
cated to be applied to our scenario, more concretely,
we aim at filling the gap of capturing prior knowl-
edge in Transformer models.

To mitigate deficiencies of the existing meth-
ods, this paper proposes a novel plug-and-play
graph-involved Transformer-based method for mul-
timodal question answering tasks. Our method
is Multimodal Graph Transformer in the sense
that it is built upon the well-established Trans-
former (Vaswani et al., 2017a) backbone, albeit
with several key fundamental differences. First,
we introduce a systematic scheme to convert text
graphs, dense region graphs, and semantic graphs
from vision and language tasks to adjacency ma-
trices to use in our method. Second, instead of
directly computing the attention score, we learn the
newly proposed quasi-attention score with graph-
induced adjacency matrices live at its heart, to sig-
nify the importance of learning relative importance
as a highly effective inductive bias for computing
the quasi-attention score. Third, different from pre-
vious Transformer methods, where self-attention
are fully learned from data, we switch gears to
introduce the graph-structured information in the
self-attention computation to guide the training of
Transformers as shown in Figure 1.

The main contributions are summarized below:

• We propose a novel Multimodal Graph Trans-
former learning framework that combines mul-
timodal graph learning from unstructured data
with Transformer models.

• We introduce a modular plug-and-play graph-
involved quasi-attention mechanism with a
trainable bias term to guide the information
flow during training.

• The effectiveness of the proposed methods is
empirically validated on GQA, VQA-v2, and
MultiModalQA tasks.

2 Related Works

2.1 Multimodal question answering

Visual Question Answering (VQA)(Antol et al.,
2015) has been a prominent topic in the field of

multimodal question answering, garnering signifi-
cant attention and advancing significantly since the
introduction of the first large-scale VQA dataset
byAntol et al. (2015). To answer VQA questions,
models typically leverage variants of attention to
obtain a representation of the image that is rele-
vant to the question (Andreas et al., 2016; Yang
et al., 2015; Xu and Saenko, 2016; Fukui et al.,
2016; Lu et al., 2016). A plethora of works (Liang
et al., 2021; Hudson and Manning, 2018; Yi et al.,
2018b; Xiong et al., 2016; Kim et al., 2018; Teney
et al., 2017a) have attempted to enhance the rea-
soning capability of VQA models, with Teney et al.
(2017a) proposing to improve VQA using struc-
tured representations of the scene contents and
questions. They developed a deep neural network
that leverages the structure in these representations
and builds graphs over scene objects and question
words. The recent release of MultiModalQA (Tal-
mor et al., 2021), a dataset that demands joint rea-
soning over texts, tables, and images, has received
widespread attention. However, similar to VQA,
existing MultiModalQA methods have not fully
utilized structured information from the input con-
cepts. To address this, we propose a combination of
multimodal graph learning and Transformer mod-
els to improve question answering across inputs
from multiple different modalities.

2.2 Attention mechanisms

The attention mechanism (Xu et al., 2015a,b; De-
vlin et al., 2018), has dramatically advanced the
field of representation learning in machine learning.
The attention mechanism is introduced in Vaswani
et al. (2017b) and widely used in language tasks
(i.e., abstract summarization (Xu et al., 2020)), ma-
chine translation (Bahdanau et al., 2014), reading
comprehension (Dai et al., 2020), question answer-
ing (Min et al., 2019), etc. Zhang et al. (2020)
proposes using syntax to guide the text modeling
by incorporating explicit syntactic constraints into
attention mechanisms. Meanwhile, it has seen in-
creasing application in multimodal tasks (Li et al.,
2020; Nam et al., 2017; Lu et al., 2016), where
it is usually used for learning of interactions be-
tween multiple inputs. Following their success,
multimodal Transformer models (Chen et al., 2019;
Hu et al., 2020; Sun et al., 2019) have also shown
impressive results on several vision-and-language
tasks. Yun et al. (2019) proposes Graph Trans-
former Networks (GTNs) that can generate new
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graph structures and learn effective node represen-
tation on the new graphs in an end-to-end fashion.
Different from these works, our work incorporates
graph information from different modalities into
the Transformer to improve the reasoning ability.

2.3 Exploiting graphs in multimodal
reasoning

Considering that graph priors can transfer com-
monalities and mitigate the gap between visual and
language domains, researchers explore how to use
graphs (Teney et al., 2017b; Yu et al., 2020) prop-
erly in both tasks. In recent years, many classes of
GNNs have been developed for both tasks which
are divided into two approaches: spectral (Bruna
et al., 2013) and non-spectral methods (Chen et al.,
2018). Graphs can also be transferred into latent
variables by GCN (Yang et al., 2019a; Yao et al.,
2018), which can be directly utilized by models.
However, the need for aligning graph priors from
different modalities to do reasoning limits the use
of graph priors. Our work addresses this problem
via the graph-involved quasi-attention mechanism.

2.4 Pretraining

Pretrained models in computer vision (Simonyan
and Zisserman, 2014; He et al., 2016) and NLP (De-
vlin et al., 2018; Yang et al., 2019b; Liu et al.,
2019), have achieved state-of-the-art performances
in many downstream tasks (Thongtan and Phien-
thrakul, 2019; White et al., 2017; Karpathy and
Fei-Fei, 2015; Lee et al., 2018; Ren et al., 2015b).
Other pretrained models such as VLBERT (Lu
et al., 2019; Sun et al., 2019) and ViLT (Kim et al.,
2021) also demonstrate their effectiveness on down-
stream vision-language tasks. Recent works on
vision-language pretraining such as OSCAR (Li
et al., 2020) perform cross-modal alignment in
their visual-language pretraining models. Like-
wise, our proposed method includes cross-modality
alignment, which is critical for reasoning. Our pro-
posed modular plug-and-play graph-involved quasi-
attention mechanism is also model-agnostic and
can be also applied to other pretrained Transformer-
based vision and language models.

3 Multimodal Graph Transformer

3.1 Background on Transformers

The Transformer layer (Vaswani et al., 2017b)
consists of two modules: a multi-head attention
and a feed-forward network (FFN). Specifically,

each head is represented by four main matrices:
the query matrix W q

i ∈ Rdm×dq/h, the key matrix

W k
i ∈ Rdm× dk

h , the value matrix W v
i ∈ Rdm× dv

h ,

and the output matrix W o
i ∈ R

dv

h
×do , and takes

the hidden states H ∈ Rl×dm of the previous layer
as input, where d denotes the dimension of the
model, h represents the number of head, and i
denotes the index of layer number. The output of
attention is given by:

Qi,Ki,Vi = HW q
i ,HW k

i ,HW v
i (1)

Attention (Qi,Ki,Vi) = SoftMax

(
QiK

T
i√

dq|k
h

)
Vi (2)

Hi = Attention (Qi,Ki,Vi)W
o
i (3)

where Qi ∈ Rl× dq

h ,Ki ∈ Rl× dk

h ,Vi ∈ Rl× dv

h

are obtained by the linear transformations of
W q

i ,W
k
i ,W

v
i respectively. Attention(·) is the

scaled dot-product attention operation. Then out-
put of each head is transformed to Hi ∈ Rl×do by
W o

i .

3.2 Framework overview
The entire framework of the proposed Multimodal
Graph Transformer method is depicted in Figure 2.
Without loss of generality, we assume the end task
is VQA in the following discussion while noting
that our framework can be applied to other vision-
language tasks, such as multimodal question an-
swering.

Given the input images and questions, the frame-
work first constructs three graphs, including the
semantic graph, dense region graph, and text graph,
which will be described in more detail in the fol-
lowing sections. The graph G = (V, E), where
V represents the set of nodes in the graph and E
represents the edges connecting them, is fed into
Transformers to guide the training process.

3.3 Multimodal graph construction
We build three types of graphs and feed them into
Transformers: text graph, semantic graph, and
dense region graph. We now introduce them in
detail.

Text graph The task of Visual Question Answer-
ing involves a combination of an image, a question,
and its corresponding answer. To process the ques-
tion, we extract the entities and create a text graph
representation. We then build the graph G = (V, E)
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Figure 2: The figure illustrates the overall framework of our Multimodal Graph Transformer. The input from
different modalities are processed and transformed into corresponding graphs, which are then converted into masks
and combined with their features to be fed into Transformers for downstream reasoning. In detail, semantic graphs
are created through scene graph generation methods, dense region graphs are extracted as densely connected graphs,
and text graphs are generated through parsing.

Figure 3: The naive demonstration of converting a se-
mantic graph into an adjacency matrix. Cells in blue
means ‘0’s for that element in the graph matrix, while
white ones means ‘-inf’s. We employ the matrix as the
mask when computing the quasi-attention.

as shown in the left of Figure 2. The set of nodes,
V , represents the entities and the set of edges, E ,
represents the relationships between the pairs of
entities. This results in:

• A set of N entities, each represented by a
vector of token embeddings, that constitute
the nodes of the graph.

• A set of pairwise relations between entities,
forming the edges of the text graph. The rela-
tionship between entities i and j is represented
by a vector eij which encodes the relative re-
lationships.

Semantic graph In tasks such as multimodal
question answering, there might be additional in-
puts in the form of tables or lengthy paragraph
sentences. To handle these inputs, a linear repre-
sentation of the table can be created and a seman-
tic graph can be constructed using a similar ap-
proach. They are processed using the scene graph
parser (Zhong et al., 2021), which transforms the
text sentence into a graph of entities and relations,

as depicted in Figure 3. The output of the scene
graph parser includes:

• A set of N words that constitute the nodes of
the semantic graph, where N is the number of
parsed words in the texts.

• A set of possible pairwise relations between
words, such as "left" and "on" as shown in Fig-
ure 3, which constitute the edges of our graph.
An edge between words connecting j to i is
represented by eij , namely, the connectivity is

indicated as: eij =

{
0, i, j not connected
1, i, j connected

.

Dense region graph The visual features are ex-
tracted by slicing the input images into patches and
flattening them. A dense region graph G = (V, E)
is then converted into masks, with V being the set
of extracted visual features and E being the set of
edges connecting each feature node, following the
method described in (Kim et al., 2021). This results
in a graph that is nearly fully connected.

The resulting three graphs are then transformed
into adjacency matrices, where the elements are
either -∞ or zero. The conversion process is de-
picted in Figure 3 using the semantic graph as an
example. These adjacency matrices are used inside
the scaled dot-product attention to control the flow
of information, by masking out (setting to −∞) the
values.

3.4 Graph-involved quasi-attention

In order to effectively utilize structured graph
knowledge in our self-attention computation, we
incorporate the graph as an extra constraint in each
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Figure 4: A naive demonstration of adding the graph-
induced mask while computing the quasi-attention when
the inputs are from two modalities. The visual mask is
the mask converted from the dense region graph and the
text mask is converted from the text graph. The cross-
modal mask, which is always set as an all-zero matrix,
is imposed to encourage the model to learn the cross-
attention between the image features and text features,
thus facilitating the alignment across them.

attention head by converting it into an adjacency
matrix. The graph matrix, denoted as G, is con-
structed by combining various masks. An illustra-
tion of this process can be seen in Figure 4. The
visual mask is generated from the dense region
graph, while the text mask is derived from the text
graph. Additionally, the cross-modal mask is set to
an all-zero matrix to encourage the model to learn
the cross-attention between visual and text features,
thereby promoting alignment across the different
modalities.

Within the context of adding graph information,
when vision graph mask and text graph mask are
concatenated and aligned with image and text fea-
tures, we believe that a more flexible masking-out
mechanism is beneficial, rather than keeping a sin-
gle constant mask matrix inside the Softmax op-
eration. Drawing insights from Liu et al. (2021),
where they include a relative position bias to each
head in computing similarity, we also intuitively
parameterize a trainable bias Ĝ and involve it in
the training process. Finally, we compute the quasi-
attention as follows:

Attention = SoftMax(
QiK

T
i√

dq|k
h

+G+ λĜ)Vi,

(4)
where λ is the tradeoff hyper-parameter that con-

trols the contribution of Ĝ, and G is our graph-
induced matrix constructed by concatenating a
graph matrix both from the vision and the language
end. Here for clear clarification, we use G and Ĝ
to distinguish the graph matrices fixed and train-
able, respectively. During training, G is frozen as
before and does not receive gradient updates, while
Ĝ contains trainable parameters.

We now introduce the motivation behind adding

two types of graph matrices. We perform the mask-
ing process by adding G when computing the quasi-
attention because it can be interpreted as a form
of attentional pooling (learning to align), in which
each element of G pools all relevant information
across all elements of the relative importance ma-

trix computed by

(
QiK

T
i√

dq|k
h

)
. Hence during fine-

tuning, the model ignores redundant features and
only focuses on useful information. The mask can
also force the model to learn the cross attention
between features from the images and questions
and perform aligning across them. And the train-
able bias Ĝ captures information gained during the
training process. Such information is valuable for
fine-tuning, making the Transformer more robust
and helping it gain numerical stability.

3.5 Training
The interdependence of output features from vari-
ous modalities calls for a unified optimization ap-
proach for the Transformers in both the visual ques-
tion answering and multimodal question answering
tasks. To accomplish this, we implement a kind of
end-to-end training, which ensures the optimality
of the models. The final outcome of our models
is a classification logit, which is generated by the
VQA models that select the best answer from the
available candidate answers. To evaluate the accu-
racy of the models, we compute the cross-entropy
loss (Zhang and Sabuncu, 2018) using the output
logits produced by the Transformer. This measure
helps us determine the difference between the pre-
dicted class probabilities and the actual class labels.

4 Experiments

4.1 Datasets
VQA v2 The VQA v2 dataset (Goyal et al., 2017)
extends the VQA (Antol et al., 2015) dataset to bet-
ter balance visual and textual information through
the collection of complementary images. Each
question in VQA v2 is associated with a pair of
similar images with different answers, resulting in
a total of 1.1 million QA pairs and 204,000 im-
ages. The data split for VQA v2 includes a train-
ing set with 83,000 images and 444,000 questions,
a validation set with 41,000 images and 214,000
questions, and a test set with 81,000 images and
448,000 questions. The annotated answers are in
natural language, but they are commonly converted
to a classification task with 3,129 answer classes.
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Table 1: Accuracy (%) comparison of different methods on the GQA and VQA v2 test-dev. Ours has the second best
performance and is comparable to state-of-the-art methods. After applying our proposed quasi-attention mechanism
and exploiting the use of graphs, there is also a 2% improvement of overall accuracy on the LXMERT baseline,
suggesting the generalization ability of our method.

Dataset Method Open questions Binary questions Overall accuracy

GQA

LXMERT (Tan and Bansal, 2019) - - 60.0
LXMERT w/ Graph (Tan and Bansal, 2019) - - 61.4

HANs (Kim et al., 2020) - - 69.4
NSM (Hudson and Manning, 2019b) 49.3 78.9 63.2

OSCAR (Li et al., 2020) - - 61.6
VinVL (Zhang et al., 2021) - - 65.1

Multimodal Graph Transformer (Ours) 59.4 80.5 68.7

VQA v2

LXMERT (Tan and Bansal, 2019) - - 72.4
HANs (Kim et al., 2020) - - 65.1

NSM (Hudson and Manning, 2019b) - - 63.0
OSCAR (Li et al., 2020) - - 73.8

VinVL (Zhang et al., 2021) - - 76.6
Multimodal Graph Transformer (Ours) 66.5 87.0 74.5

As described by Anderson et al. (2018), the model
selects the answer to each question from a set of
3,129 most frequent answers. Following this con-
vention, we fine-tune the multimodal graph trans-
former model on the VQAv2 training and valida-
tion sets, while reserving 1,000 validation images
and related questions for internal validation.

GQA The GQA dataset contains 22M questions
over 113K images. The questions in GQA are
designed to require multi-hop reasoning to test the
reasoning skills of VQA models. GQA greatly
increases the complexity of the semantic structure
of questions, leading to a more diverse function
set. The real-world images in GQA also bring in
a bigger challenge in visual understanding. We
conduct experiments on the public splits (Hudson
and Manning, 2019a) of the GQA dataset and also
treat the task as the classification task reffering to
the VQA v2 setting.

MultiModalQA MultiModalQA (MMQA) con-
tains 29, 918 questions. We split the dataset into
23,817 training, 2,441 development (dev.), and
3,660 test set examples referring to the official split.
Around 60% of the questions in MMQA are com-
positional. The answer for each question can be a
single answer or a list of answers.

4.2 Baselines

We compare with four state-of-the-art VQA mod-
els: LXMERT (Tan and Bansal, 2019), NSM (Hud-
son and Manning, 2019b), OSCAR (Li et al., 2020),
and VinVL (Zhang et al., 2021).

• LXMERT (Tan and Bansal, 2019) designs five
pretraining tasks: masked language model-
ing, feature regression, label classification,
cross-modal matching, and image question
answering to pretrain a large Transformer
model. Towards this, a large-scale Trans-
former (Vaswani et al., 2017b) model is built
that consists of three encoders: an object re-
lationship encoder, a language encoder, and a
cross-modal encoder.

• NSM (Hudson and Manning, 2019b) predicts
a probabilistic graph that represents its under-
lying semantics and performs sequential rea-
soning over the graph to traversing its nodes
to make the inference.

• OSCAR (Li et al., 2020) uses object tags de-
tected in images as anchor points to signifi-
cantly ease the learning of alignments, improv-
ing previous methods and using self-attention
to learn image-text semantic alignments.

• VinVL (Zhang et al., 2021) developed a new
object detection model to create better visual
features of images than previous classical ob-
ject detection models.

We compare with four baselines introduced
in the MultiModalQA paper (Talmor et al.,
2021): Question-only (Kaushik and Lipton, 2018),
Context-only (Kaushik and Lipton, 2018), Au-
toRouting, ImplicitDecomp.

• Question-only is a sequence-to-sequence
model that directly generates the answer given
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the question.

• Context-only first predicts the question type
using the classifier and then feed in the rele-
vant context to predict the answer.

• AutoRouting first determines the modality
where the answer is expected to occur, and
then runs the corresponding single-modality
module.

• ImplicitDecomp is a 2-hop implicit decompo-
sition baseline and so far the state-of-the-art
method on the MultiModalQA dataset.

4.3 Implementation details
The input texts undergo preprocessing using a
scene graph parser which extracts entities and
their relationships. The text features are obtained
through a pre-trained BERT tokenizer, allowing
us to extract text spans of individual entities and
text spans containing two related entities. As for
images, we employ the methods described in Doso-
vitskiy et al. (2020); Kim et al. (2021) to extract vi-
sual features and create graph masks. This involves
resizing the shorter edge of the input images while
preserving the aspect ratio and limiting the longer
edge, followed by patch projection and padding for
batch training. The resulting patch embeddings are
used as inputs along with constructed dense region
graph that is densely connected. The Transformer
backbone used in this setting is the pretrained VIT-
B-32 (Dosovitskiy et al., 2020) version, consisting
of 12 layers with a hidden size of H = 768, layer
depth of D = 12, patch size of P = 32, a multi-layer
perceptron size of 3072, and 12 attention heads. To
test this setting, all inputs and graphs are merged
and processed by the Transformer backbone, which
learns from features from different modalities.

4.3.1 MultiModalQA
We further investigate the effectiveness of our pro-
posed method on MultiModalQA (Talmor et al.,
2021), a recently introduced and demanding task
that requires joint reasoning across various modal-
ities such as texts, images, tables, etc. We em-
ploy a Multimodal Graph Transformer to tackle the
task, using the same approach for extracting vision
and text features as in VQA. Additional modalities,
such as tables, are encoded by linearizing them
and utilizing pre-trained models like RoBERTa-
large (Liu et al., 2019). After generating text
graphs, semantic graphs, and dense region graphs

Table 2: EM (%) and F1 (%) of Multimodal Graph
Transformer and its Transformer baseline on questions
in MultiModalQA that require reasoning over multiple
modalities. Incorporating graph information into the
Multimodal Graph Transformer can boost about 2% F1
and 4% EM performance.

Method EM F1

Question-only 16.9 19.5
Context-only 6.6 8.5

AutoRouting 32.0 38.2
ImplicitDecomp 46.5 51.7

Human 84.8 90.1

Multimodal Transformer w/o Graph 50.1 56.4
Multimodal Graph Transformer (Ours) 52.1 57.7

from input questions, text, tables, and images, we
feed them along with the extracted features into the
Transformer. Unlike the Transformer used in VQA,
which takes inputs from two modalities, the Mul-
tiModalQA Transformer accepts input from three
modalities and performs the final reasoning.

4.4 Results and analysis

Table 1 presents a comparison of the accuracy of
our proposed method on the GQA dataset with
previous state-of-the-art methods. Our proposed
method ranks second in terms of accuracy and out-
performs the third best method by a substantial mar-
gin, with an absolute improvement of over 3% in
overall accuracy. The performance of our method
is comparable to the state-of-the-art method.

We also conducted experiments on the VQA v2
dataset, and the results are summarized in Table 1
and Table 3. As shown, there are significant im-
provements over methods without graphs, suggest-
ing that incorporating graph information into the
Transformer is effective.

Additionally, after incorporating our proposed
graph method into LXMERT, we can observe a
boost in overall accuracy on the GQA dataset,
demonstrating the generalization ability of the pro-
posed method in incorporating graph information
into quasi-attention computation.

Table 2 compares the Exact Match (EM) and
average F1 score of our proposed method on the
MultiModalQA dataset with the baseline. The re-
sults show that our proposed method outperforms
the baseline without the aid of graph information,
demonstrating the generalization of our method to
more complicated vision-and-language reasoning
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Table 3: Ablation Studies on the GQA and VQA v2 Validation Sets. The figure demonstrates the effectiveness of
incorporating graph information into the Transformer architecture through ablation studies performed on the GQA
and VQA v2 validation sets. The results of these studies clearly indicate that including graph information can lead
to an improvement in performance.

Dataset Method Open questions Binary questions Overall accuracy

GQA
One-modality Transformer 47.7 78.1 62.7

Multimodal Transformer w/o Graph 49.9 81.0 65.4
Ours 60.1 90.2 72.4

VQA v2
One-modality Transformer w/ one Transformer 60.5 85.4 70.1

Multimodal Transformer w/o Graph 64.8 86.3 72.1
Ours 66.7 87.2 74.6

tasks.

4.5 Ablation studies
We perform ablation studies to verify the neces-
sity of using two-stream inputs with the help of
graphs to deal with input from different modali-
ties, with GQA dataset as our testing bed. For all
experiments, we use the overall accuracy as the
evaluation metric.

The results presented in Table 3 show the supe-
riority of our proposed Multimodal Graph Trans-
former over the method where a single modality
input is fed into a Transformer. Our method, which
involves dividing the input streams into two sepa-
rate parts and processing each part through a Trans-
former, outperforms the Multimodal Transformer
without Graph. This demonstrates the beneficial
effect of incorporating graph information into the
processing of the input data and performing train-
ing. The use of different input features with the
help of graphs allows for a better alignment of
the information from different modalities, which
is reflected in the improved performance of our
proposed method.

4.6 Qualitative results
One qualitative example is shown in Figure 5. As
can be seen, predictions from Multimodal Graph
Transformer are more relevant to contents of the
input image as the graph information improves the
inferring ability of the Transformer, which further
indicates the effectiveness of Multimodal Graph
Transformer.

5 Conclusions

In this paper, we have presented a novel method to
integrate structured graph information to guide the
Transformers training. Our method can model inter-
actions between different modalities and achieves

Figure 5: A qualitative comparison from VQA v2. fresh
is the ground truth. Predictions from the Multimodal
Graph Transformer (ours) are more relevant to the con-
tents of the input image and achieve a higher confidence
score over the ground truth.

competitive performance on multimodal reasoning
tasks such as VQA and MultiModalQA. Experi-
mental results show that our method outperforms
many other methods on the GQA dataset. More
importantly, the proposed quasi-attention mecha-
nism is model-agnostic and it is possible to apply it
to other Transformer-based methods. We will test
our methods on other vision-and-language reason-
ing tasks and include the comparison with existing
graph representation learning methods in our future
work.

6 Limitations and Potential Risks

The Limitations of the proposed Multimodal Graph
Transformer include the potential preservation of
fairness and bias issues inherent in the pretrained
Transformer models, despite the involvement of
graph information. Additionally, the integration of
graphs may introduce new biases that can further
exacerbate the problem. One potential source of
bias is the vision-and-language dataset itself, which
may favor majority cases and overlook minority
cases. Unfortunately, the proposed method is not
equipped to address these biases and issues, making
further research and consideration crucial when
building upon or directly using this method for
vision and language tasks.
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A Appendix

A.1 Visual Question Answering dataset
To address the problem of visual question answer-
ing, a number of visual question answering datasets
have been developed. The comparison of them
is shown in Table 4. The VQA dataset (Antol
et al., 2015) is developed on real images in MS
COCO (Lin et al., 2014) and abstract scene images
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Table 4: Comparison of VQA datasets

Source of images # images # QA pairs Answer type Evaluation metrics
DAQUAR NYU-Depth V2 1,449 12,468 Open Accuracy&WUPS

VQA COCO 204K 614K Open/MC Accuracy
VQA v2 COCO 204K 1.1M Open/MC Accuracy

COCO-QA COCO 123K 118K Open/MC Accuracy
CLEVR Generated 100K 999K Open Accuracy

GQA Visual Genome 113K 22M Open Accuracy

in Antol et al. (2014); Zitnick and Parikh (2013).
The question-answer pairs are created by human
annotators who are encouraged to ask “interest-
ing" and “diverse" questions. VQA v2 (Goyal
et al., 2017) is extended from the VQA (Antol
et al., 2015) dataset to achieve more balance be-
tween visual and textual information by collecting
complementary images in a way that each ques-
tion is associated with a pair of similar images
with different answers; In the COCO-QA (Ren
et al., 2015a) dataset, the question-answer pairs
are automatically generated from image captions
based on syntactic parsing and linguistic rules;
DAQUAR (Malinowski and Fritz, 2014) is built
on top of the NYU-Depth V2 dataset (Silberman
et al., 2012) which contains RGBD images of in-
door scenes. DAQUAR consists of (1) synthetic
question-answer pairs that are automatically gen-
erated based on textual templates and (2) human-
created question-answer pairs produced by five an-
notators; CLEVR (Johnson et al., 2017) is a dataset
developed on rendered images of spatially related
objects (including cube, sphere, and cylinder) with
different sizes, materials, and colors. The locations
and attributes of objects are annotated for each
image. The questions are automatically generated
from the annotations; GQA is a new dataset for real-
world visual reasoning and compositional question
answering, seeking to address key shortcomings of
previous VQA datasets. Considering questions in
GQA are most objective, unambiguous, composi-
tional, and can be answered by reasoning only on
the visual content. We mainly use the GQA dataset
in this work as it best fits our goal of reasoning. We
also evaluate our methods on the VQA v2 dataset
as it is the most common and general VQA dataset
so far.

Figure 6: Examples from the GQA dataset for visual
reasoning and compositional question answering.

Figure 7: Examples from the VQA v2 dataset for Visual
Question Answering.
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