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Abstract

Medical doctors spend on average 52 to 102 minutes per day writing clinical notes from their patient encounters (Hripcsak et al., 2011). Reducing this workload calls for relevant and efficient summarization methods. In this paper, we introduce new resources and empirical investigations for the automatic summarization of doctor-patient conversations in a clinical setting. In particular, we introduce the MTS-DIALOG dataset; a new collection of 1,700 doctor-patient dialogues and corresponding clinical notes. We use this new dataset to investigate the feasibility of this task and the relevance of existing language models, data augmentation, and guided summarization techniques. We compare standard evaluation metrics based on n-gram matching, contextual embeddings, and Fact Extraction to assess the accuracy and the factual consistency of the generated summaries. To ground these results, we perform an expert-based evaluation using relevant natural language generation criteria and task-specific criteria such as critical omissions, and study the correlation between the automatic metrics and expert judgments. To the best of our knowledge, this study is the first attempt to introduce an open dataset of doctor-patient conversations and clinical notes, with detailed automated and manual evaluations of clinical note generation.

1 Introduction

The recent progress in automatic summarization has been highly influenced by large transformer-based language models and the availability of large-scale datasets. The summarization of medical conversations is well positioned to benefit from similar approaches, but is facing domain- and task-specific obstacles such as the lack of data and relevant evaluation protocols.

Medical doctors spend on average 52 to 102 minutes per day writing clinical notes from their conversations with the patients (Hripcsak et al., 2011). The time spent with Electronic Health Record systems contributes to work-life imbalance, dissatisfaction, high rates of attrition, and a burnout rate exceeding 50% (Arndt et al., 2017). Summarization models could play a key role in reducing that workload by generating clinical notes from the doctor-patient encounters (Knoll et al., 2022).

Summarizing doctor-patient conversations for a clinical setting brings its own set of challenges and nuances in addition to the typical natural language understanding and generation components. For instance, omission of critical medical facts is likely to alter patient outcomes and should be one of the critical/deciding factors in adopting one summarization system over another. Hallucinations are also likely to impact the clinical outcome if they are not avoided (or detected with a high accuracy).

Designing and improving summarization models that address these challenges can benefit from wider research efforts on the task. However, the lack of publicly available doctor-patient dialogue datasets limits wider research efforts from the NLP community in this summarization task. In this paper, we tackle the lack of data for the task by building a new dataset of doctor-patient conversations and associated clinical notes. We avoid privacy infringement risks, by creating simulated conversations from publicly available clinical notes.

Our main contributions are: (i) a new dataset of 1,700 doctor-patient conversations (16k turns and 18k sentences) and their summarized clinical notes (6k sentences). To the best of our knowledge, this is the first publicly-available dataset of medical conversations and associated notes at this scale, (ii) an evaluation of several SOTA summarization models, including variants that use existing relevant datasets, augmented training data, and guided summarization for medical conversation summarization, and (iii) a study of standard evaluation metrics, domain-specific metrics, and expert judgments for the task, including computing the corre-
lation between the automatic and manual scores for the evaluation of the generated clinical notes\(^1\).

2 Related Work

Summarization datasets and evaluation methods are often centered around large news articles such as the CNN/DailyMail dataset of 313k newspaper articles (Hermann et al., 2015) and XSum (Narayan et al., 2018) with 227k BBC articles with single-sentence summaries.

Dialogue summarization is relatively less studied in open domain, with a few efforts tackling the summarization of conversations and meetings (Goo and Chen, 2018; Li et al., 2019; Shin et al., 2022) and the creation of meeting summarization datasets (Janin et al., 2003; Carletta, 2007).

Medical conversation summarization is also under-studied, except for a few recent efforts (Liu et al., 2019; Kazi and Kahanda, 2019; Yim and Yetisgen, 2021; Michalopoulos et al., 2022). For instance, (Joshi et al., 2020) applied a pointer generator model to generate summaries from doctor-patient dialogues in telemedicine. Instead of modeling the whole dialogue, they trained the model on snippets taken from the dialogue turns. (Zhang et al., 2021) fine-tuned a pre-trained BART model to automatically generate summaries from doctor-patient conversations. However, they only focused on two specialties (internal medicine and primary care) and the training data only consist of HPI (History of Present Illness) section. (Krishna et al., 2021) proposed an algorithm called Cluster2Sent to generate SOAP notes from doctor-patient conversations. Their summarization model involves both abstractive and extractive methods. (Enarvi et al., 2020) studied both RNN and transformer-based sequence-to-sequence models for generating medical reports. They experimented on Orthopedics data and found that sequence-to-sequence modeling is more promising. The datasets of the studies mentioned above are not made public.

(Song et al., 2020) investigated medical conversation summarization from a Chinese conversational corpus. They applied a hierarchical encoder-tagger model for extractive summarization to generate two types of summaries; one for problem statement and one for the treatment recommendations. Several other medical conversation datasets have been recently created from Chinese online health platform conversation (Liu et al., 2020; Zhang et al., 2020; Lin et al., 2019) but they do not include conversation summaries.

(Moramarco et al., 2022b) studied the task of consultation note generation on a small set of 57 transcript-note pairs (Papadopoulos Korfiatis et al., 2022) and performed a correlation study with several automatic metrics. As their focus was to compare automated metrics with human judgements, they chose models that would "produce different outputs to cover a wider range of errors" instead of attempting to benchmark SOTA summarization models. From the set of metrics they tested, they noted that character-based Levenshtein distance, BERTScore, and METEOR performed best for evaluating the note generation task.

3 MTS-DIALOG

3.1 Data Creation

Our data creation approach consists in generating simulated doctor-patient conversations from publicly available clinical notes. To gather these clinical notes/summaries, we collected notes from the public Mtsamples collection, which provides de-identified clinical notes\(^2\) (South et al., 2014; Moramarco et al., 2022a). The selected clinical notes cover the six most frequent note types and specialties in the collection, including: General Medicine, SOAP (Subjective, Objective, Assessment, Plan), Neurology, Orthopedic, Dermatology, and Allergy/Immunology.

Eight trained annotators, with medical backgrounds, were given all the sections from the clinical notes and asked to create clinical conversations from one section at a time according to detailed guidelines. These guidelines were developed based on an analysis of a large private collection of hundreds of real doctor-patient conversations and associated notes. The annotation guidelines included:

- Conversation creation rules: conversations should be (i) written as it pertains to the day of the visit with the patient and (ii) framed in the context of either an outpatient visit or emergency room visit.
- Medical terms rules: The clinical note may have a more detailed referring expression to the same problem, treatment, or test, than

\(^1\)The dataset, source code, and annotations are available at https://github.com/abachaa/MTS-Dialog

\(^2\)www.mtsamples.com. Mtsamples categorizes notes to at least one of 40 specialty/note-type labels. Each note explicitly marks section headers as bolded HTML tags.
Dialogue:
Doctor: My chart here says that you’re eighty three years old, is that correct, ma’am?
Patient: Yes doctor, that’s correct, I just had my birthday.
Doctor: Happy belated birthday! How have you been doing since your last visit?
Patient: Well, my cancer hasn’t needed phlebotomies for several months now, which is good.
Doctor: That’s great, you have been treated for polycythemia vera, correct?
Patient: Yes, that’s the one.
Doctor: I also see you’re unassisted today, which is also great.
Patient: Yeah, having some independence is nice.

Section header: History of Present Illness
Section text: The patient is an 83-year-old female with a history of polycythemia vera. She comes in to clinic today for followup. She has not required phlebotomies for several months. The patient comes to clinic unaccompanied.

We also normalized the 279 original section headers from the notes into 20 types of first-level headers (e.g. assessment, allergy, diagnosis, exam, medications, past medical history, past surgical).

The final MTS-DIALOG dataset includes 1,701 pairs of dialogues and associated sections from the clinical notes. Table 1 presents an example from the dataset. The number of pairs from the respective specialties and note types were General Medicine:1,035, SOAP:79, Neurology:296, Orthopedic:208, Dermatology:56, and Allergy/Immunology:27. The dataset was created over a cumulative total of approximately 1,800 hours. Additional statistics are shown in Table 2.

3.2 Data Quality
The quality of the MTS-DIALOG dataset is ensured by three stages: (1) only candidates with medical training were hired as annotators (e.g. former medical scribes), and (2) the training for this task involved one-on-one periodic feedback during initial stages by an experienced trainer; (3) at the completion of the entire dataset, a separate and independent validation step was conducted to formally evaluate the corpus against a rubric grading system. This independent evaluation graded the conversations according to their adherence with the annotation guidelines and content relevance and coverage w.r.t. the initial clinical note. Table 3 presents the results of this manual validation. The validator was additionally tasked to perform minor corrections (e.g. misspellings or adding back missed information), ensuring that the final data quality would be higher than those reported.

3.3 Comparison with Real Data
The MTS-DIALOG dataset consists of real notes and synthetic conversations that simulate doctor-patient encounters to avoid the public release of private doctor-patient conversations. To study the impact of relying on synthetic data, we investigated the resemblance of the MTS-DIALOG data with real conversations through a blind evaluation of two equal subsets of 52 conversations randomly extracted from (i) the MTS-DIALOG dataset and (ii) a private collection of recorded and tran-
Table 3: Data validation scoring rubric and frequencies based on manual validation, prior to correction.

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
<th>Freq (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>Unviable, content is not covered.</td>
<td>25 (1%)</td>
</tr>
<tr>
<td>0.3</td>
<td>Content is covered but with logical and medical errors OR Major content is not covered OR At least one major sociocultural dialogue discrepancy anomaly.</td>
<td>189 (11%)</td>
</tr>
<tr>
<td>0.5</td>
<td>Acceptable but some minor content or sociocultural discrepancy issues.</td>
<td>70 (4%)</td>
</tr>
<tr>
<td>0.7</td>
<td>Acceptable but with misspellings or transcription rules errors only.</td>
<td>551 (32%)</td>
</tr>
<tr>
<td>1.0</td>
<td>Follows guidelines completely, logically and medically sound, no content errors or other issues.</td>
<td>866 (51%)</td>
</tr>
</tbody>
</table>

Table 3: Data validation scoring rubric and frequencies based on manual validation, prior to correction.

scribed doctor-patient conversations. Turns from the real/private subset were selected to match the length of the MTS-DIALOG turns. A medical expert with experience working as a medical scribe in hospitals independently performed this blind annotation by labeling each conversation as real, synthetic, or unknown, together with a written explanation behind each annotation. The annotation criteria included annotating the characteristics of the conversations in terms of disfluency and interruptions.

Table 4: Blind Evaluation: #Ref (number of reference samples), #LabeledAs (number of assigned labels), TP (True Positive), FP (False Positive), FN (False Negative), P (Precision), R (Recall), and F1 Score.

<table>
<thead>
<tr>
<th>Label</th>
<th>#Ref</th>
<th>#LabeledAs</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>52</td>
<td>34</td>
<td>29</td>
<td>5</td>
<td>23</td>
<td>0.85</td>
<td>0.56</td>
<td>0.67</td>
</tr>
<tr>
<td>Synthetic</td>
<td>52</td>
<td>69</td>
<td>47</td>
<td>22</td>
<td>5</td>
<td>0.68</td>
<td>0.90</td>
<td>0.78</td>
</tr>
<tr>
<td>Unknown</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>104</td>
<td>104</td>
<td>76</td>
<td>28</td>
<td>28</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 4: Blind Evaluation: #Ref (number of reference samples), #LabeledAs (number of assigned labels), TP (True Positive), FP (False Positive), FN (False Negative), P (Precision), R (Recall), and F1 Score.

The results of this annotation (cf. Table 4) show that 55.77% of real conversations (29/52) were annotated as real, 42.31% of real conversations (22/52) were labeled as synthetic, and 9.61% of synthetic data (5/52) labeled as real. The medical expert’s blind labeling was incorrect 26.92% of the time (28/104). If synthetic and real were indistinguishable, the incorrect rate would be 50%.

A common explanation given by the medical expert for cases where synthetic data was labeled as real is that the content seemed realistic, despite the statistical comparison in Table 5 which shows that the MTS-DIALOG conversations had less disfluencies and interruptions on average. Common explanations for labeling real data as synthetic included the conversation being "to-the-point", clear with low disfluencies, easy to follow, containing abrupt subject changes and containing colloquial speech.

This difficulty in distinguishing synthetic from real indicates that the MTS-DIALOG dataset is a valuable initial dataset, for use in training and benchmarking models for real-world applications, including using the MTS-DIALOG data for data augmentation or as pre-training data for later fine-tuning on (private) real conversations data.

4 Methods

4.1 Summarization Models

To study the specificity of doctor-patient conversation summarization and the relevance of evaluation methods, we generated summaries using several SOTA transformer-based models (e.g. BART (Lewis et al., 2020) and Pegasus (Zhang et al., 2020)), including variants that are pre-finetuned using relevant datasets (e.g. XSum (Narayan et al., 2018) and Samsum (Gliwa et al., 2019)), as well as augmented training data and guided summarization as described in the following sections.

4.2 Data Augmentation via Back-translation

Relevant data augmentation is an effective technique to avoid over-fitting and increase the performance of neural methods. In particular, back-translation augmentation consists in translating the text to another language and then translating it back to the original language. We used two different auxiliary languages to add more variety in the back-translated sentences\(^3\). To reduce translation errors, we selected French and Spanish for their lexical proximity with English, and high-performing translation models (Tiedemann and Thottingal, 2020).

4.3 Guided Summarization

Several guidance signals can be used to control the output of summarization models. A clinical note

\(^3\)We also release the augmented dataset of 3,603 pairs of medical conversations and associated notes.
consists of several sections such as Family History and Assessment, and the simulated conversations from the MTS-DIALOG dataset were generated independently for each section. In the guided summarization trial, we used the section header as a prefix in the training data to guide the summarization of the doctor-patient conversation. This allows the model to learn to generate both the signal (section header) and the following signal-guided summary.

4.4 Evaluation Methods

Despite recurrent efforts in summarization evaluation, automatic evaluation of generated summaries still has several limitations and biases (Hardy et al., 2019; Fabbri et al., 2021; Ben Abacha et al., 2021). These limitations can misinform current and future research efforts and orient neural networks towards optima that do not accurately reflect the relevance and quality of generated summaries. For instance, commonly used evaluation metrics such as ROUGE do not assess whether summaries are factually consistent with source documents, include critical errors, or lack important information (Goodrich et al., 2019). Manual evaluation is another method to assess the quality of the generated summaries, but is time-consuming and relies on the availability of domain experts to rate the summaries. Howcroft et al. (2020) examined 165 NLG papers with human evaluations and concluded that the field is in urgent need of standard evaluation methods and terminology.

Taking into account these different factors, we evaluate the generated summaries using a variety of evaluation metrics based on n-gram matching, pre-trained contextualized embeddings (BERTScore), learned metric (BLEURT), automatic fact-based metrics (Fact Scores), and manual evaluation performed by medical experts. BERTScore (Zhang* et al., 2020) uses the pre-trained contextual embeddings from BERT and matches words in candidate and reference texts by cosine similarity. We use two variants: BERTScore-M1 based on the default roberta-large model and BERTScore-M2 based on the deberta-xlarge-mnli model, which was shown to have the best correlation with human evaluation. BLEURT (Sellam et al., 2020) is a learned metric, based on BERT and a pre-training scheme that uses millions of synthetic examples. We use the latest checkpoint BLEURT-20 that correlates better with human judgment and the F1 variants of all the automatic metrics.

For the fact-based evaluation, we utilize a machine learning-based medical fact extraction system to extract medically relevant facts. A medical fact consists of one core attribute with or without one or more other attributes, such as laterality or bodysite. For example, the medical facts identified by the fact extraction system for the input "the patient has rash on the upper arms" are \(<\text{FINDING_CORE}>\text{rash}<\text{LATERALITY}>\text{upper}<\text{BODYSITE}>\text{arms}\). The Fact Score metric provides F1-score of the extraction of medically relevant facts. The first variant Fact-Core relies on the extraction of seven core fact attributes: 'Procedure_Core', 'Disorder_Core', 'Finding_Core', 'Medication_Core', 'Substance_Use_Core', 'Vital_Sign_Core', and 'Allergy_Core'. The Fact-Full variant combines these core facts and five additional attributes: 'Negation', 'Hedge', 'Status', 'Laterality', and 'Bodysite'.

We also investigate the correlation between the automatic metrics and the expert judgments.

5 Experiments

We train the summarization models on 4 Nvidia Tesla K80 GPUs for 4 epochs. We set the learning rate to 3e-05 and regularize the training with an L2 weight decay of 0.1. We use a test set of 100 conversations and notes, randomly selected from the MTS-DIALOG dataset. The remaining pairs are used for training (1,201 pairs) and validation (400 pairs).

5.1 Automatic Evaluation

Table 6 presents the results of different summarization models fine-tuned and evaluated on the MTS-DIALOG dataset. We picked the best performing model from each category (four models in total) for subsequent studies. Table 7 compares the results of these four summarization models using ROUGE-N, Fact Scores, BERTScore, and BLEURT. Examples of generated summaries are shown in Table 9. These first results highlight the importance of relevant pre-finetuning targets, with XSum yielding substantially better results as a first pre-finetuning stage compared to CNN/DailyMail (40.15 vs. 32.01 ROUGE-1 score). A portion of this differential could be explained by the relatively short length of the MTS-DIALOG summaries (three sentences and 48 words on average) which is likely closer to the length of output for extreme summarization than the longer output summaries in
CNN/DailyMail.

Data Augmentation (DA) led to slight improvements across all metrics except ROUGE-2 and BERTScore-M1 as shown in Table 7. Guided Summarization (GS) led to a consistent improvement across all automated metrics except for ROUGE-2 and the Fact-based metrics.

5.2 Expert-based Manual Evaluation

The manual evaluation of the generated summaries is performed using NLG criteria such as Fluency and Non-redundancy, and medical criteria such as Critical Omissions based on fact extraction. For this evaluation, we define a fact as information that cannot be written in more than one sentence. For instance: the sentence "The father died of stroke at age 89." could be written in three sentences: "The father died", "He was 89 yo.", and "Stroke was the cause of death." and thus contains three facts.

The manual summary evaluation criteria are:

- Fluency: Is the summary fluent to read? (0:"none", 1:"low", 2:"average", 3:"high")
- Non-redundancy: How redundant is the summary? (0-3)
- Critical Omissions: What is the number of medical facts that were omitted?
- Hallucinations: What is the number of hallucinated facts?
- Correct Facts: How many facts in the summary are correct according to the input conversation?
- Incorrect Facts: How many facts are incorrect outside of hallucinations (e.g. wrong age)?

We compute the following scores from the manual counts:

\[
FactualPrecision = \frac{\#CorrectFacts}{\#SystemOutputFacts}
\]

\[
FactualRecall = \frac{\#CorrectFacts}{\#ReferenceFacts}
\]

\[
HallucinationRate = \frac{\#HallucinatedFacts}{\#SystemOutputFacts}
\]

\[
OmissionRate = \frac{\#OmittedFacts}{\#ReferenceFacts}
\]

\[
SystemOutputFacts = Correct + Incorrect + Hallucinated
\]
Table 8: Fact count agreements.

<table>
<thead>
<tr>
<th>Generated Summary</th>
<th>Reference Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Family history is significant for coronary artery disease, hypertension, diabetes mellitus, and cerebrovascular disease.</td>
<td>Family history is remarkable for heart disease, cerebrovascular disease, diabetes, and hypertension.</td>
</tr>
<tr>
<td>2. The patient denies any history of depression, suicidal ideation, chest pain, shortness of breath, nausea, vomiting, numbness, weakness, or tingling.</td>
<td>Please see history of present illness. Psychiatric: She has had some suicidal thoughts, but no plans. She denies being suicidal at the current time. Cardiopulmonary: She has not had any chest pain or shortness of breath. GI: Denies any nausea or vomiting. Neurological: No numbness, weakness or tingling.</td>
</tr>
<tr>
<td>4. He is a non-cigarette smoker and non-ETOH user. He is single and he has no children. He works as a payroll representative and previously did lot of work in jewelry business, working he states with chemical.</td>
<td>She is a nonsmoker and nondrinker. She is single with no children. Currently works as a payroll representative. Prior to that, she worked in the jewellery business with chemical.</td>
</tr>
<tr>
<td>5. The patient was a baby born at 32 weeks’ gestation at 4 pounds 11 ounces and placed in an incubator for 3 weeks. He had jaundice, but was not given any treatment.</td>
<td>32 weeks gestation to a G4 mother and weighed 4#11oz. He was placed in an incubator for 3 weeks. He was jaundiced, but there was no report that he required treatment.</td>
</tr>
</tbody>
</table>

Table 9: Examples of generated summaries by Model #4.

To assess the effort level for the end user (clinicians who will use/edit the system generated summary), we compute Levenshtein edit distance (minimum # of character insertion, deletion, substitution or transposition operations) (i) between system summary and reference summary, and (ii) between the initial system summary and a human-corrected version of that summary which fixes all issues. The normalized edit distance is then calculated by dividing the Levenshtein distance by the length of the longest summary between reference and system.

To measure the consistency of these expert evaluations, a common set of 100 reference-system outputs were labeled independently by two trained annotators with medical backgrounds. The remainder of the evaluated data (300 system summaries) was single annotated.

The Pearson correlations between the annotations for the rating-based scores were 0.631 for Fluency and 0.894 for Non-redundancy. We also calculated Cohen’s kappa and F1 score for the number of reference facts as well as the correct, omitted, hallucinated, and incorrect system facts. With strict Cohen’s kappa and F1, we obtained values 0.467 and 0.675 respectively. As these measures penalize harshly for being off by one or two facts, we also measured a relaxed F1 allowing a count mismatch of one or two facts, which showed an inter-annotator F1 agreement of 0.875 and 0.957 respectively (cf. Table 8). The Pearson correlation between the two annotators’ fact counts was also high at a macro-average of 0.862.

The results of the manual evaluation are reported in Table 10. In large part they confirm the automatic evaluation results from Table 7, with Models 2-4 performing better than the baseline Model #1 in terms of Factual Recall and Factual F1. In comparison with Model #3, Data Augmentation (Model #4) led to better fluency, non-redundancy, and factual Recall and F1 with less critical fact omissions, but increased the hallucination rate to 3% from 1% for Model #3.

The model without guided summarization or data augmentation (Model #2) achieved similar results to the best model that employed both (Model #4). Model #2 was also ranked higher according to the automatic fact extraction metrics (cf. Table 7). These results suggest that guided summarization improves the precision of the summary facts (+5.5% improvement) but lowers recall (-5%), with data augmentation reversing the trend. Fact-based performance was thus shown to be more
Evaluation Criteria Model #1 Model #2 Model #3 Model #4
(BART-large) (BART-PFT) (BART-PFT-GS) (BART-PFT-GS-DA)
Summary Quality Evaluation
Fluency [0-3] ↑
2.33 2.44 2.31 2.37
Non-redundancy [0-3] ↑
2.97 2.85 2.90 2.93
Fact-based Evaluation
Factual Precision ↑
0.9492 0.8917 0.9408 0.9010
Factual Recall ↑
0.5324 0.6671 0.6341 0.6685
Factual F1 Score ↑
0.6822 0.7632 0.7576 0.7675
Hallucination Rate ↓
0.02 0.04 0.01 0.03
Omission Rate ↓
0.47 0.33 0.37 0.33
Effort Level Assessment
Levenshtein Edit Distance [wrt Correction] ↓
0.5770 0.4944 0.5858 0.5521
Levenshtein Edit Distance [wrt Reference] ↓
0.8685 0.8426 0.8124 0.8101

<table>
<thead>
<tr>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
<th>Fact-Core</th>
<th>Fact-Full</th>
<th>BERT-M1</th>
<th>BERT-M2</th>
<th>BLEURT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.636</td>
<td>0.949</td>
<td>0.494</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.410</td>
<td>0.429</td>
<td>0.334</td>
<td>0.740</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.379</td>
<td>0.389</td>
<td>0.335</td>
<td>0.740</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.790</td>
<td>0.437</td>
<td>0.801</td>
<td>0.254</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.857</td>
<td>0.505</td>
<td>0.847</td>
<td>0.362</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.790</td>
<td>0.429</td>
<td>0.787</td>
<td>0.259</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 11: Pearson’s correlation coefficients between the automatic evaluation metrics.

Our four models provided summaries with an average length of 9.76, 24.6, 19.77, and 21.45 tokens, respectively. To evaluate potential performance bias from summary length, we computed the correlation between the summary length and BLEURT as an example of automatic metric and the correlation between the summary length and Factual F1 as an example of manual metric. The Pearson correlation scores between BLEURT and the summary length of Model #1, #2, #3, and #4 are low (-0.200, -0.027, -0.147, and -0.173, respectively). The correlation between Manual Factual F1 an the summary length of the same models are higher with an inverse correlation of -0.511, -0.230, -0.268, and -0.409, respectively, which indicates that the models are prone to more errors in longer summaries.

5.3 Correlation between Evaluation Metrics
Table 11 shows Pearson correlations between the automatic evaluation metrics. BERTScore-M2, based on the DeBERTa model, was the embedding-based metric with the highest correlation with the n-gram metrics ROUGE-1, ROUGE-2, and ROUGE-L, and the embedding-based metrics BERTScore-M1 and BLEURT. However, ROUGE-1 and ROUGE-2 had higher correlation with Fact-Core and Fact-Full.

Table 12 presents the Pearson correlations between the automatic metrics and manual scores. The correlations with the manual scores show a different picture, with BLEURT standing out as the most correlated with manual fact counts and expert-based correctness assessments. BLEURT was also the most correlated metric with the Levenshtein distance, used here as an indicator for the level of effort required to correct the generated summaries.

The manual fact metrics were more correlated with the embedding-based metrics than ROUGE-1, ROUGE-2, and ROUGE-L, in contrast with the automatic fact extraction metrics. This could be explained, in part, by the lower factual coverage of automatic fact extraction vs. manual fact identification. This also highlights an important empirical insight, in that upstream upper bounds, such as the limited coverage of automatic and symbolic fact

sensitive to prefixes in the training data (in the GS experiment we used 20 different section headers as prefixes in the training data). This has likely prevented the models from generalizing factual patterns across different sections, even though the same prefixes helped improve the performance on a token level according to the token-based evaluation measures (ROUGE-1 and BERTScore). On the other hand, guided summarization improved non-redundancy and lowered the factual hallucination rate to only 1% down from 4% for Model #2.

Our four models provided summaries with an average length of 9.76, 24.6, 19.77, and 21.45 tokens, respectively. To evaluate potential performance bias from summary length, we computed the correlation between the summary length and BLEURT as an example of automatic metric and the correlation between the summary length and Factual F1 as an example of manual metric. The Pearson correlation scores between BLEURT and the summary length of Model #1, #2, #3, and #4 are low (-0.200, -0.027, -0.147, and -0.173, respectively). The correlation between Manual Factual F1 an the summary length of the same models are higher with an inverse correlation of -0.511, -0.230, -0.268, and -0.409, respectively, which indicates that the models are prone to more errors in longer summaries.

5.3 Correlation between Evaluation Metrics
Table 11 shows Pearson correlations between the automatic evaluation metrics. BERTScore-M2, based on the DeBERTa model, was the embedding-based metric with the highest correlation with the n-gram metrics ROUGE-1, ROUGE-2, and ROUGE-L, and the embedding-based metrics BERTScore-M1 and BLEURT. However, ROUGE-1 and ROUGE-2 had higher correlation with Fact-Core and Fact-Full.

Table 12 presents the Pearson correlations between the automatic metrics and manual scores. The correlations with the manual scores show a different picture, with BLEURT standing out as the most correlated with manual fact counts and expert-based correctness assessments. BLEURT was also the most correlated metric with the Levenshtein distance, used here as an indicator for the level of effort required to correct the generated summaries.

The manual fact metrics were more correlated with the embedding-based metrics than ROUGE-1, ROUGE-2, and ROUGE-L, in contrast with the automatic fact extraction metrics. This could be explained, in part, by the lower factual coverage of automatic fact extraction vs. manual fact identification. This also highlights an important empirical insight, in that upstream upper bounds, such as the limited coverage of automatic and symbolic fact
Table 12: Pearson’s correlation coefficients between the automatic and manual scores.

<table>
<thead>
<tr>
<th></th>
<th>Factual P</th>
<th>Factual R</th>
<th>Factual F1</th>
<th>Hallucination</th>
<th>Omission</th>
<th>Levenshtein</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROUGE-1</td>
<td>0.101</td>
<td>0.368</td>
<td>0.402</td>
<td>-0.074</td>
<td>-0.486</td>
<td>-0.326</td>
</tr>
<tr>
<td>ROUGE-2</td>
<td>0.086</td>
<td>0.167</td>
<td>0.202</td>
<td>-0.049</td>
<td>-0.237</td>
<td>-0.040</td>
</tr>
<tr>
<td>ROUGE-L</td>
<td>0.126</td>
<td>0.393</td>
<td>0.416</td>
<td>-0.073</td>
<td>-0.479</td>
<td>-0.296</td>
</tr>
<tr>
<td>Fact-Core</td>
<td>0.039</td>
<td>0.095</td>
<td>0.160</td>
<td>-0.105</td>
<td>-0.192</td>
<td>-0.030</td>
</tr>
<tr>
<td>Fact-Full</td>
<td>0.056</td>
<td>0.133</td>
<td>0.188</td>
<td>-0.094</td>
<td>-0.214</td>
<td>-0.122</td>
</tr>
<tr>
<td>BERTScore-M1</td>
<td>0.132</td>
<td>0.445</td>
<td>0.462</td>
<td>-0.078</td>
<td>-0.518</td>
<td>-0.317</td>
</tr>
<tr>
<td>BERTScore-M2</td>
<td>0.090</td>
<td>0.437</td>
<td>0.461</td>
<td>-0.080</td>
<td>-0.562</td>
<td>-0.366</td>
</tr>
<tr>
<td>BLEURT-20</td>
<td>0.113</td>
<td>0.477</td>
<td>0.480</td>
<td>-0.082</td>
<td>-0.591</td>
<td>-0.486</td>
</tr>
</tbody>
</table>

extraction, can bias the correlation results against neural embeddings methods which, from their large pre-training, have inherently wider (implicit) coverage than symbolic fact extraction methods.

6 Conclusion

In this paper we conducted an empirical study of clinical note generation from doctor-patient encounters. This included creating a new dataset of 1,700 conversations and notes, evaluating several SOTA summarization models, and using multiple automated metrics and human judgements for the summarization models. Our findings show that pre-finetuning transformer models plays a key role in improving factual accuracy and summary fluency, and in reducing critical fact omissions, with guided summarization improving the precision of the summary facts and reducing hallucinations at the expense of factual recall.

The manual evaluation showed that the generated summaries reached a high fluency score (2.44 on a 0-3 scale) and relatively high factual F1 (0.76), but the best model still had a hallucination rate of 3% and missed 33% of the medical facts. Wider research efforts are needed to design methods and models that can reduce the omission and hallucination rates as well as efficient fact-based evaluation metrics to automatically assess the factual consistency of the generated summaries.

The key bottleneck limiting increased research from the NLP community on medical note generation has been the lack of generally available datasets to train and experiment on. This public release of the MTS-DIALOG dataset will enable wider research and faster research progress on this very important and impactful NLP task. Our comprehensive evaluation of multiple summarization models and evaluation metrics provides valuable baselines and references for comparison, and also shows where these systems and metrics stand on multiple dimensions of human evaluation.

Medical doctors today suffer from heavy documentation burden, which frequently causes physician dissatisfaction and burnout, and distracts doctors from being able to give their undivided attention to their patients. We look forward to a future where NLP research and the NLP community are able to provide doctors with tools for effective automated medical note generation, and enable them to return their focus to what they really love - providing great care for their patients.

Limitations

To address the lack of data and protect patient privacy, we relied on creating simulated doctor-patient conversations from de-identified clinical notes. Although we relied on trained annotators with medical background, those simulated conversations might still not reflect faithfully the actual language or structure of real doctor-patient conversations. For instance, the fraction of disfluencies and speech interruptions may occur at higher frequency than simulated in this dataset. Furthermore, it is often the case that doctor-patient conversations are automatically transcribed from speech to text, and the speech-to-text generation systems can produce errors in the output text. If real conversation benchmarks are made available in the future, they would allow further extrinsic validation of the proposed dataset and the first research insights. Many more summarization models can be tested on the task with the new dataset, and this study explored only some of them. Different, or larger language models could yield different results and lead to new or different insights. Although the introduced dataset is substantially bigger in size compared to other doctor-patient conversation datasets, its size is still limited in comparison with open-domain summarization datasets, which can limit the fine-tuning performance, especially for larger neural
models. The dataset is limited in terms of covered diseases. The annotators ensured that the dataset is fully anonymized and balanced the synthetic conversations w.r.t. gender but the notes could still include real-world biases from the original clinical notes. The created dataset is intended for research purposes on automatic clinical note generation and should not be used for medical diagnosis or other health-related applications.

Ethics Statement

No protected health information were used in the creation of this dataset. Annotators were paid a fair hourly wage consistent with the practice of the state of hire.
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