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Abstract

Subjective bias is ubiquitous on news sites,
social media, and knowledge resources like
Wikipedia. Many existing methods for subjec-
tive bias correction have typically focused on
making one-word edits and have been trained
over a single (often, noisy) domain. In con-
trast, we propose a novel reinforced sequence
training approach for robust subjective bias cor-
rection. Three of the unique characteristics of
the approach are: (i) it balances bias neutraliza-
tion with fluency and semantics preservation
through reinforcement learning, to broaden the
scope to bias beyond a single word; (ii) it is
cross-trained over multiple sources of bias to
be more robust to new styles of biased writing
that are not seen in the training data for a single
domain; and (iii) it is used to fine-tune a large
pre-trained transformer model to yield state-of-
the-art performance in bias text correction task.
Extensive experiments show that the proposed
approach results in significant improvements in
subjective bias correction versus alternatives.

1 Introduction

Objective writing is essential for many important
communication venues like news, encyclopedias,
scientific publications, and more. And yet, bias
is seemingly ubiquitous whether due to malice or
unintentional habits of the writer. This subjective
writing not only expresses the writer’s preferences
and personal interpretations, but also can influence
the reader’s viewpoints on the topic (Greenstein
and Zhu, 2014; Beukeboom and Burgers, 2017).
Hence, much like modern spelling and grammar
checkers, there is a need for effective methods to
detect and neutralize biased language.

The goal of this subjective bias correction is to
rewrite a source sentence s into a neutral sentence
t that is clear, objective, and stereotype-free. Fur-
thermore, the rewritten sentence t should preserve
the original meaning of the source text s. Enabling
such subjective bias correction is difficult. Many

Examples of Biased and Neutral Statements

Acetaminophen is sold over the counter as a pain medication.

Acetaminophen is the most dangerous over-the-counter
pain medication.

A 2013 episode of This American Life presented a number
of studies that verified that acetaminophen has killed more
people than any other over-the-counter pain medication.

In the This American Life episode on acetaminophen, one
segment described the tragic death of a five-month-old baby
and thus should convince listeners that the Federal Drug
Administration (FDA) must take immediate action.

Table 1: Examples of multi-word and multi-occurrence
biased statements (2 and 4), and corresponding neutral
statements (1 and 3). The words “most dangerous” in
the second statement and the words “tragic” and “should”
in the fourth statement express the author’s opinion or
belief. The third statement is neutral since it describes
the subjective view expressed on a radio show. (NROC,
2022)

examples of bias are challenging to detect due to
their subtle nature, or through sentence framing
(rather than through subjective words), or through
convoluted writing intend to obscure the truth.

Encouragingly, previous research has begun to
make progress in identifying prejudiced or emo-
tive language used in factual statements (Recasens
et al., 2013; Bhosale et al., 2013; Misra and Basak,
2016; Hube and Fetahu, 2018; Zhong et al., 2021;
Madanagopal and Caverlee, 2022) and a few stud-
ies have begun to investigate subjective bias correc-
tion (Pryzant et al., 2019; Liu et al., 2021; Zhong
et al., 2021). These approaches, however, typically
face a number of key challenges:
Noisy and Limited Training Data. Many
approaches rely on Seq2Seq models (encoder-
decoder architecture) using a Wikipedia-derived
Neutrality Corpus (WNC) (Recasens et al., 2013)
based on edits to Wikipedia that have been flagged
with a special “neutral point of view” tag. How-
ever, we find that over 5% of revisions in the WNC
(e.g., as in (Pryzant et al., 2019)) are not related
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to bias mitigation, but rather content corrections,
grammatical corrections, or typographical correc-
tions. And more than 15% of the human-corrected
neutral sentences with multi-occurrence bias still
contain subjective bias. Training a bias correction
approach with such noisy data can lead to models
that focus on single word and single occurrence
bias (missing examples like in Table 1), and result
in inconsistent performance.

Training-Testing Mismatch. Second, existing ap-
proaches are primarily trained on maximizing the
likelihood of each token of the target sequence
(Pryzant et al., 2019; Zhong et al., 2021) by relying
on the input sequence and previous ground-truth
token, but testing is done on the entire input and
output sequence. The training is conducted using
token-level objective functions and tested using
sentence-level evaluation metrics, such as BLEU.
Further, although fluency and content preservation
are used for evaluation, such objectives are not con-
tained in training objectives. This training-testing
criteria mismatch can lead to poor performance at
inference time.

Lack of Robustness. Third, models trained on
one domain tend to perform poorly on other do-
mains, limiting their adoption. Recent studies have
shown further fine-tuning of pre-trained models can
improve domain generalization (Sun et al., 2020;
Wang et al., 2020), but such methods generally
need large volumes of training data from the tar-
get domain. Is it possible to generalize subjective
bias correction models trained in one domain to
multiple new domains even in the absence of rich
training data?

To address these challenges, we propose a novel
reinforced sequence training approach toward im-
proving subjective bias correction. The overall
approach first pre-trains a bias correction model
using noisy training data (much like in previous ap-
proaches) but then fine-tunes the pre-trained model
through reinforcement learning with a carefully de-
signed cross-domain bias critic. This cross-domain
bias critic aligns training and testing time objec-
tives by giving equal importance to the quality
of text generation and semantic content preserva-
tion through self-supervised reward-driven learn-
ing. That is, it balances bias neutralization with
fluency and semantics preservation through rein-
forcement learning, to broaden the scope to bias
beyond a single word or single occurrence within a
sentence. Further, the proposed approach is cross-

trained over multiple sources of subjective bias to
be more robust to new styles of biased writing that
are not seen in the training data for a single domain.
And instead of using word-level cross-entropy loss
during training, we directly optimize sentence-level
task-based metrics through the policy gradient to
gain significant improvement in performance.

In summary:

• We propose a reinforcement learning frame-
work for improving subjective bias correction.

• We improve the generalizability of the model
across multiple domains by adopting a cross-
domain bias classifier-based reward, without
the need for parallel data for domain adaptation.

• We align training and testing time objectives
by using a novel reward-driven learning frame-
work that goes beyond the traditional BLEU
rewards, and guides the model to generate di-
verse bias-free sentences which are fluent and
grammatically correct.

• We empirically demonstrate how the proposed
reinforcement learning-based approach can
fine-tune existing large pre-trained models like
BART to perform efficient bias correction while
preserving content semantics.

Through extensive experiments, we show that
the proposed approach results in significant im-
provements in subjective bias correction versus al-
ternatives. Furthermore, evaluations on semantic
similarity and fluency benchmarks show that this
bias correction approach effectively removes sub-
jective bias while maintaining semantic informa-
tion in neutralized text.

2 Related Work

Detecting Language Bias. Many studies have fo-
cused on extracting bias lexicons or opinion words
(Riloff and Wiebe, 2003; Liu et al., 2005; Wiebe
et al., 2005; Appling, 2017). (Recasens et al., 2013)
reduced the lexical ambiguity in detecting biased
statements by using a combination of language
models and bias lexicons. (Misra and Basak, 2016;
Hube and Fetahu, 2018) developed deep learning
models to detect bias in political speeches and
Wikipedia. (Madanagopal and Caverlee, 2022)
combined a cross-domain dataset and a contextu-
alized language model to train a deep model for
detecting biased language.
Linguistic Bias Correction. The majority of re-
search to address bias correction in text has focused
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Figure 1: Illustration of the proposed Reinforced Sequence Training Approach for subjective bias correction. Task 1
is pre-training the agent (bias-correction-model) with noisy WNC data, Task 2&3 are building classifiers that will
be used to compute rewards, and Task 4 is reinforced sequence training with 3 reward functions.

on demographic bias like gender bias (Manzini
et al., 2019; Zhao et al., 2017, 2019; Bordia and
Bowman, 2019; Wang et al., 2018). (Pryzant et al.,
2019) were the first to address generic linguistic
bias correction and later (Liu et al., 2021) worked
on depolarizing political text. In both approaches,
text segments (words or sentences) that are subjec-
tive or polarizing are first identified and then re-
placed with those that are semantically similar but
less subjective. (Liu et al., 2021) studied generative
adversarial networks to train bias correction models
using non-parallel corpus. Pryzant proposed two
joint embedding models to neutralize biased state-
ments, but their research is restricted to addressing
subjective bias that originated from single-word
edits (Pryzant et al., 2019). Our proposed method
extends from single-word to multi-word correction
by generating fluent bias-free sentences.
Attribute Style Transfer. Subjective bias correc-
tion can be framed as a specialized attribute transfer
task which aims at reconstructing an input text so
that a linguistic attribute of interest is transferred to
a desired value, such as text sentiment transfer (Jin
et al., 2022; Lample et al., 2018). Most attribute
transfer methods uses auto-encoders that rely on
large parallel corpus (Rao and Tetreault, 2018; Bri-
akou et al., 2021; Madaan et al., 2020; Prabhumoye
et al., 2018; Pryzant et al., 2019; Jin et al., 2022).
(Huang et al., 2019) used a dictionary based method
to replace words in a sentence to create diverse
paraphrases. (Lai et al., 2021) developed an effi-
cient method to fine-tune a large pretrained model
for text-attribute transfer on low-resource domains.
(Chen et al., 2018) used cross-aligned auto-encoder

trained on opposite ideology news data to gener-
ate flipped titles. Our proposed method is inspired
from various attribute style transfer methods, but
addresses the problem of using noisy parallel data
for supervised style transfer for better generaliza-
tion using reinforcement learning methods.

3 Reinforced Bias Corrector

In this section, we introduce the design of the
proposed subjective bias correction approach (il-
lustrated in Figure 1). Given a biased statement
x that describes a facts f using a set of words
(x1, x1, ..., xN ), where N is the length of x. The
aim of a bias correction system is to generate a
statement y = (y1, y2, ...., yM ), where M is the
length of y. The generated statement y is not only
expected to have a neutral tone, but also preserve
the original semantic content expressed in state-
ment x. Additionally, y is also expected to present
the fact F in a grammatically correct and fluent
language that is easy for a reader to comprehend.

3.1 RL and Bias Correction
Given these goals, a natural approach to perform
subjective bias correction is to train an encoder-
decoder with attention network using a parallel
corpora similar to many natural language genera-
tion tasks (Bahdanau et al., 2014; Zhao et al., 2019;
Chollampatt and Ng, 2018; Pryzant et al., 2019;
Konstas et al., 2017; Li et al., 2018; Gupta et al.,
2018; Vaswani et al., 2017). The encoder converts
the input sentence into a fixed-length vector that
will be used by the decoder to generate the output
sequence, word by word. The entire network will
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be trained with the parallel data (x, y) to minimize
the cross-entropy loss (CE) that is given by:

LCE =
T∑

t=1

logπθ(yt|yt−1, st, ct−1, x) (1)

Since minimizing LCE makes the model generate
text close to the human-reference edits, the training
data needs to be of high-quality. Since the only
large parallel corpus available for bias correction is
noisy, such likelihood optimized models have lim-
ited performance (Pryzant et al., 2019; Zhong et al.,
2021). Additionally, these models do not produce
the best results for metrics during evaluation be-
cause the training is not optimized to generate text
that addresses evaluation metrics (such as BLEU or
Content Similarity). By aligning the training and
testing objective, we can improve the performance
of bias correction in a source domain (Wikipedia),
though this does not guarantee generalizability over
other domains.

Hence, we propose to improve the performance
and generalizability of bias correction models by
fine-tuning the Seq2Seq model using Reinforce-
ment Learning (RL). In this method, instead of
maximizing the probability that the predicted word
is close to the ground truth, the parameters of
the agent are optimized to maximize long-term
rewards. We can formulate the RL engine for bias
correction as composed of an agent (A), action (a),
policy (pi), and reward (R). The agent is our bias
correction model with parameters θ that observes
the current state (encoder’s output) at time t and
takes an action a (predict the next word ŷt) by using
a policy (π). The reward (R) is a feedback returned
to the bias correction model from the system by
evaluating the quality of generated text.

3.2 REINFORCE Training
In reinforced bias correction task, the agent’s be-
havior is controlled primarily through the neutrality
score that measures the degree of subjective bias
in the generated text ŷ. So, the objective of maxi-
mizing the expected scalar reward R : ŷ → [0, 1]
is given by:

J(θ) = Eπθ
(ŷ/x)[R(ŷ)] (2)

Since the reward is the discrete function of
the model’s output, the RL objective is non-
differentiable with respect to the model parame-
ter θ, ), which makes it difficult to back-propagate
the error signals from the critic to the generator.

This issue can be addressed through policy gradi-
ent or Q-learning based methods. In our initial
experiments, we considered several RL methods,
including Q-learning, but these models did not con-
verge even after training for a long time (more than
48 hours). This is mainly due to the extremely large
action space O(W T ), where W is the number of
words in the vocabulary (104) and T is the sentence
length.

In contrast, the REINFORCE-based method
showed good performance and converged faster
than other methods. Hence, we focus our discus-
sion here on REINFORCE as our primary policy
gradient method. In REINFORCE, the expected
reward is approximated using a sampling method
and the model is trained using stochastic gradient
ascent (Williams, 1992), which can be formulated
as:

∇θJ(θ) = Eπθ(ŷ/x))[R(ŷ)∇θlogπθ(ŷ/x)] (3)

where, πθ is a policy that generates a probabil-
ity of picking a word as output. Even though RL
training is promising, efficiently applying it for
real world problems remains a challenge due to
extremely large sequence space (5000050 for a sen-
tence with length of 50 and vocabulary of 50000)
(Mnih et al., 2015). To achieve the RL objective,
a sequence model is pre-trained first and then fine-
tuned using REINFORCE algorithm using different
rewards. The REINFORCE method optimizes the
best policy directly by modifying the parameters
of the model based on the observed rewards. Since
it directly optimizes the return, it tends to be more
stable in converging to a good behavior

4 RL Rewards and Policy Extensions

In our subjective bias correction task, the key test-
ing objectives are: (i) reduce subjective bias; (ii)
preserve content expressed in the source text; and
(iii) the generated text needs to be grammatically
correct fluent. Based on the above objectives, the
designed reward function R(x, ŷ) consist of three
rewards:

R(x, ŷ) = α ∗RN (ŷ)+β ∗RS(x, ŷ)+γ ∗RF (ŷ)
(4)

where, RN (ŷ) is the neutrality reward for the bias
corrected text ŷ , RS(x, ŷ) is the semantic similar-
ity reward computed between the input text x and
output text ŷ, and RF (ŷ) is the fluency reward for
the output text ŷ. Here α, β, γ > 0 and represents
weights for the respective rewards.
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Neutrality Reward. The central objective of this
first reward is to remove any subjective bias that is
contained in the input sentence x. The neutrality
reward RN (ŷ) computes the presence or absence
of biased tone in the output sentence ŷ. It is not a
relative score that is computed between the input
text x and output text ŷ, rather an absolute score
that is computed purely on the output text ŷ. Be-
cause of which, there is a possibility that the model
might remove a chunk of text that is biased and
output a partial sentence that is neutral. But the
combination of neutrality reward RN and seman-
tic similarity reward RS ensures the corrected text
carries all the information expressed in an unbi-
ased or neutral tone. To compute the neutrality
reward, a RoBERTa based binary classifier is used
that takes the sentence as input and produces a
probability score that the input text is biased or not
(Madanagopal and Caverlee, 2022). More details
about this classifier is available on our previous
work on detecting linguistic bias (Madanagopal
and Caverlee, 2022).

Semantics Similarity Reward. The semantic sim-
ilarity reward RS(x, ŷ) is used to ensure that all
the information that is expressed in the input sen-
tence is retained in the output sentence ŷ. Standard
semantic similarity metrics like BERTScore can-
not be used for this task, because the tone or slant
change will affect the similarity score significantly.
To create a subjectivity-free similarity reward, we
created a Siamese network based on BERT and
fine tuned using Wikipedia-derived parallel corpus
(Mueller and Thyagarajan, 2016).

Fluency Reward. The fluency reward encourages
the model to generate a sentence ŷ that is grammati-
cally correct or natural sounding. There are various
methods to compute the grammatical correctness of
a sentence such as Perplexity score (PPL) (Meister
and Cotterell, 2021). Large pretrained models are
used to compute the PPL scores, where grammat-
ically incorrect sentences will have high PPL and
grammatically correct sentence will yield a lower
PPL score (Meister and Cotterell, 2021). But, the
fluency reward needs to be a normalized value be-
tween 0 and 1. We used the Corpus of Linguistic
Acceptability (CoLA) that contains 10,657 English
sentences that are labelled for grammatical and
syntactic correctness (Warstadt et al., 2018). We
then built a binary classifier using RoBERTa and
used the classifier result as the fluency reward for
measuring the correctness of the generated text Ŷ .

4.1 Cross-domain linguistic bias critic

In classic REINFORCE learning scenarios, to min-
imize the distinction between human reference edit
and the machine correction, the bias critic is trained
with the same training data used for agent’s pre-
training (Wu et al., 2018). Since some of the
ground-truth data still contains bias, using similar
approach can adversely affect the agent’s behaviour.
Also, our objective is to learn beyond what is avail-
able in the training corpus so that it can efficiently
handle new style of writing and all forms of sub-
jective bias outside of Wikipedia domain. Hence,
we investigate in this paper, the potential of using a
cross-domain bias classifier as the bias critic. The
cross-domain bias classifier is trained by leveraging
annotated datasets from other domains that are rich
in subjectivity and apply recent deep transformer
models like BERT in order to more robustly model
factual statements. The cross-domain bias classi-
fier is evaluated to have an accuracy of 89% and
coincide with human judgement for bias detection.
There are two advantages to using a cross-domain
bias classifier: First, the cross-domain dataset used
for training the binary classifier does not need a par-
allel dataset. Second, the cross-domain aspect lets
the classifier learn new subjective writing styles
from other subjectivity rich domains and assign re-
wards that are of high quality, which in turn makes
the reinforcement more efficient.

Generally, the most effective method to approxi-
mate the policy gradient is either multinomial sam-
pling of the softmax-normalized outputs or beam
search. Both the objectives can be trained either se-
quentially or simultaneously. Our proposed method
uses a sequential training, where the agent is first
trained with supervised methods and then fine-
tuned with reinforced methods.

4.2 Delayed and Sparse Reward

Typically, in a RL setting, rewards are assigned
as soon as the action is taken by the agent. But
in our method, the reward is observed only at the
end of generating a complete sentence. Which
means one reward for multiple actions taken by the
agent. Due to this sparsity of reward, the agent
receives same reward for all steps taken to generate
a complete sentence. This makes the RL training
inefficient because the agent has no clue which
action led to bad results. To address this issues,
Reward shaping strategy (Ng et al., 1999) is used
to compute intermediate rewards as suggested by
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(Bahdanau et al., 2014):

R(yt) = R(y1:t)−R(y1:t−1) (5)

For simple rewards like BLEU, it is easy to
compute the intermediate rewards with partial sen-
tences. But the reward functions used in the pro-
posed approach only works if the complete sen-
tence is available. We used the modified reward
shaping method used by Hongyu et al. (Gong et al.,
2019), where the agent is made to generate the en-
tire text at each step and the generated text is used
to compute the reward.

5 Experimental Setup

This sections provide an overview of the datasets,
the baseline bias correction models, the evaluation
metrics, and the details of their implementation.

5.1 Datasets
For pre-training the agent (Seq2Seq or Trans-
former), we harvested Wikipedia-derived Neutral-
ity Corpus (WNC) (204k parallel sentences) follow-
ing the instructions of (Recasens et al., 2013), but
included multi-word edits (See the Appendix). For
training a cross-domain bias classifier, we used the
dataset assembled in a prior study (Madanagopal
and Caverlee, 2022). For evaluation, we used WIK-
IBIAS (2,117 biased and 2,911 neutral), a high-
quality dataset that is manually curated by (Zhong
et al., 2021).

5.2 Baselines
We consider three baselines models:
Delete Biased Word(s) uses a bias tagger to iden-
tify subjective words in a sentence and removes
them. More details on the bias tagger is available
in the Appendix.
Join Embedding Model uses a denoising autoen-
coder and a token-weighted loss function to auto-
matically neutralize subjective bias in text (Pryzant
et al., 2019). We retrained their best performing
CONCURRENT model.
OpenNMT Transformer is a widely used medium
transformer model implemented in the OpenNMT-
py library that contains 12 heads, 768 dmodel size
and 3072 dff size (Klein et al., 2017).

5.3 Models
We consider two classes of models for the proposed
reinforced sequence training: (i) a vanilla Seq2Seq
model; and (ii) a pre-trained transformer model.

Reinforced Seq2Seq Model (RL-Seq2Seq): The
first model is an attention-based Seq2Seq model
similar to (Bahdanau et al., 2014). It is pretrained
with the WNC corpus and the pre-trained model
is used as an agent in the proposed reinforced
sequence training approach with three reward
functions. The following three variations were
trained and evaluated:
RL-Seq2SeqB: Reinforced sequence-to-sequence
model with base bias reward (WNC).
RL-Seq2SeqCDB: Reinforced sequence-to-
sequence model with cross-domain bias reward.
RL-Seq2SeqCDB+FL+SIM : Reinforced
sequence-to-sequence model with cross-domain
bias, fluency and semantic content preservation
reward.

Reinforced Transformer Model (RL-Trans):
The second model is the BART pre-trained trans-
former model (Lewis et al., 2019), which performs
well on paraphrasing tasks with good fluency and
content preservation (Lewis et al., 2019; Lai et al.,
2021). We downloaded a pre-trained BART model
(base) and further pre-trained on the noisy WNC
corpus. The further pre-trained BART model is
used as one of the baseline models, and further
fine-tuned, resulting in three variations akin to the
Seq2Seq ones: (RL-TransB , RL-TransCDB , RL-
TransCDB+FL+SIM ).

5.4 Training

Training is in four steps: (1) pre-train the Seq2Seq
model using the noisy Wikipedia NPOV data with
an MLE objective; (2) train a cross-domain bias
classifier using a large pre-trained language model
like RoBERTa; (3) train a siamese network to com-
pute semantic similarity between sentences without
subjective tone; and (4) fine-tune the pre-trained
Seq2Seq model using reinforcement learning with
three reward components. A combination of train-
ing data sampling and new domain data (non-
parallel) is used for reinforced fine-tuning. For flu-
ency reward, we used the CoLA dataset (Warstadt
et al., 2018) and trained a RoBERTa model with
an accuracy of 92%. The hyperparameters used
for pre-training the Seq2Seq model and fine-tuning
of the reinforcement model are presented in the
Appendix. For semantic similarity evaluation, the
BERTScore model is downloaded from Hugging-
Face.1 All code is implemented using PyTorch and

1https://huggingface.co/spaces/evaluate-metric/bertscore
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Model Neutrality↑BLEU↑ BLEURT↑ PPL↓ BERT-
Score↑

Bias↓ Fluency↑ Content↓

Source Copy 9.47 90.83 32.47 33.47 100.00 - - -
Biased word removal 38.19* 92.03* 36.24* 49.21* 85.24* -0.179* -0.127* 1.28*
Join Embedding 45.80* 93.94* 52.92* 31.87* 87.58* -0.213* 0.011* 1.23*
OpenNMT Transformer 49.47* 87.82* 61.24* 34.57* 88.45 -0.205* 0.034* 1.14*
Seq2Seq 45.14* 93.23* 54.27* 39.47* 86.14* -0.217* 0.008* 1.29*
RL− Seq2SeqCDB+FL+SIM 63.72* 94.52 61.27* 26.62* 92.97* -0.475* 0.013* 1.06*
Transformer 52.51* 91.17* 60.84 22.78* 83.23* -0.418* 0.169* 1.12*
RL− TransCDB+FL+SIM 66.48* 89.68* 66.66* 23.97 94.65* -0.492* 0.164* 1.19*
Target Copy 92.14 100 100 31.68 98.44 - - -

Table 2: Bias neutralization performance. RL-Seq2Seq and RL-Trans models are trained using our reinforced
sequence training approach. For quantitative metrics, rows with asterisks (*) are significantly different than the
preceding row. ↑ / ↓ means higher/lower score is preferred for the corresponding metric.

Model Neutrality↑ BLEU↑ BLEURT↑ PPL↓ BERT-Score↑
RL− Seq2SeqB 59.08 94.08 59.24 32.58 87.74
RL− Seq2SeqCDB 63.65 94.23 61.24 31.24 85.23
RL− Seq2SeqCDB+FL+SIM 63.72 94.52 61.27 26.62 92.97
RL− TransB 61.16 89.37 66.51 22.89 84.50
RL− TransCDB 66.51 89.11 65.84 22.57 82.21
RL− TransCDB+FL+SIM 66.48 89.68 66.66 23.97 94.65

Table 3: Performance comparison Reinforced sequence models on different reward schemes. ↑ / ↓ means
higher/lower score is preferred for the corresponding metric.

Model News Articles Academics Conservapedia
Bias↓ Fluency↑ Content↓ Bias↓ Fluency↑ Content↓ Bias↓ Fluency↑ Content↓

Delete Biased -0.39 -0.77 1.6 -0.41 -0.13 1.53 0.25 -0.35 1.22
Join Embedding -0.015 0.11 1.58 -0.93 -0.73 2.12 -0.31 -0.37 1.25
OpenNMT Transformer -0.07 0.05 1.64 -0.61 0.48 1.65 0.08 -0.38 1.69
RL− Seq2SeqCDB+FL+SIM -1.38 0.59 1.14 -0.92 0.41 1.45 -0.42 0.43 1.09
RL− TransCDB+FL+SIM -0.96 0.72 1.33 -1.01 0.55 1.11 -0.63 0.56 1.22

Table 4: Human evaluation of subjective bias correction performance across 3 different domains.

trained on a Google Cloud Platform with NVIDIA
Tesla P100 GPU.

5.5 Evaluation Metrics

The following set of automated metrics are used to
evaluate the quality of bias correction models:
Neutrality: Similar to previous work (Luo et al.,
2019; He et al., 2020), the neutrality score is com-
puted using a binary classifier that is pre-trained
to evaluate subjective bias across various domains;
on human reference dataset it has an accuracy of
89% (Madanagopal and Caverlee, 2022). The text
generated by each model is sent to the binary clas-
sifier and the probability score that it belongs to the
neutral category is used as the neutrality score.
BLEU: A commonly used metric that measures
the similarity of machine corrected text and hu-
man reference correction through n-gram precision
counting (Papineni et al., 2002).
BLEURT: A trained metric that uses transformer
models to evaluate the quality of natural language
generation models (Sellam et al., 2020).

BERTScore: Uses contextual language models
such as BERT and computes semantic distance
between candidate and reference sentences (Zhang*
et al., 2020).
PPL: To evaluate the grammatical correctness and
fluency of the machine generated text, we com-
puted the perplexity score (PPL) using the large
pre-trained language model GPT-2. The perplexity
score PPL is computed directly on the generated
text with no reference text.

6 Experimental Results

We present the results of the experiments through
both automated and human judgement evaluation.

6.1 Automated Evaluation
Table 2 shows our proposed model’s performance
in comparison with the selected baseline models.
Among the baseline models, the OpenNMT trans-
former model performed better with a neutrality
score of 49.47 and BERTScore of 88.45, and the
Join Embedding model had the best BLEU be-
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cause of its copy network nature. But our two
proposed reinforced sequence models performed
significantly better than the baseline models on all
metrics, especially the neutrality score ( 18% in-
crease). In terms of BLEU score, the RL-Seq2Seq
model had the best score of 94.52. Since the RL-
Trans generated more diverse text compared to the
human-edits, it’s BLEU score was relatively low.
But its BERTScore being high confirmed the RL-
Trans model’s ability to retain the information con-
veyed in the source sentence to the target sentence
with high neutrality score. Similarly the perplexity
score for the RL-Trans model indicates high flu-
ency. This might be due to the fact the pre-trained
BART model is trained on large diverse corpus.
Overall the RL-Trans had the best performance on
all automated metrics except BLEU.

6.2 Evaluation of Reward Function

To understand the effect of each reward on the
performance of the bias correction model, we con-
ducted an ablation study as shown in Table 3. Base
bias rewards are based on a bias classifier trained
solely on Wikipedia dataset, while cross-domain
bias rewards are trained on a dataset containing bi-
ased statements from various domains like political
speech and product reviews. In terms of the neu-
trality score, we observed significant improvement
in the bias correction performance by the use of
cross-domain bias reward. It could be because pre-
training data is noisy, so the output still contains
biased statements that the cross-domain bias classi-
fier is able to detect more subtle forms of bias and
multiple occurrences of bias. In terms of BLEU,
the RL-Seq2Seq model with all rewards performed
much better. The RL-Trans model’s BLEU score
was low which is due to the diversity in the text gen-
erated relative to the source text. This shows BLEU
is not a good metric for comparing bias correction
accuracy. So we use BLEURT which accounts
for the n-gram accuracy with embeddings. The
reinforced transformer model with all rewards per-
formed the best. One interesting observation is that
the improvement in RL-Trans using fluency and
content similarity reward is small relative to RL-
Seq2Seq. The large pre-trained BART model al-
ready performs well on fluency and content preser-
vation, so adding rewards has little impact. All in
all, the rewards were more effective at achieving
the testing objective and also produced high-quality
text.

6.3 Multi-Occurrence Bias Evaluation
We performed a separate study to investigate the
performance of reinforced bias correction in ad-
dressing multiple instances of bias within a single
sentence. A set of 331 sentences were selected
from the WIKIBIAS corpus that contain more than
one instance of subjective bias. The output of each
model is then analyzed with the help of a bias tag-
ger to understand how much of the bias still exists
or if new bias is introduced. RL-Seq2Seq model
trained with all 3 rewards had the best performance
(16%) of addressing multiple occurrence of bias in
a single sentence (See Table 5).

Model Neutrality % biased
Biased Word Removal 34.06 30.85
Join Embedding 50.56 37.32
OpenNMT 58.85 41.62
RL-Seq2Seq 67.33 16.17
RL-Trans 67.15 18.24

Table 5: Performance evaluation of addressing multi-
occurrence bias. % biased represents the percentage of
sentences that contains at least one instance of biased
chunk after bias correction (lower the better).

6.4 Human Judgement
With a sample of 100 sentences collected for each
of the experimented models, we conducted a hu-
man evaluation study with 10 judges to determine
if the bias correction models generate human-like
sentences. See the Appendix for more detail. A
majority of the human judgement results correlated
with the automatic evaluation. The Reinforced-
Transformer model was preferred by a majority of
the judges for its neutral tone and language flu-
ency. The Reinforced Seq2Seq model was shown
to preserve the same information as the source text.
Since the pre-trained transformer model generates
text that is diverse from the original input sen-
tence, it might have read slightly different for a hu-
man. But the BERTScore showed the Reinforced-
Transformer model to have better performance in
content preservation.

The Kappa statistic was used to compute the
inter-annotator agreement for human evaluation
task. The average kappa values for the individual
aspects are (i) Bias neutralization: 0.72; (ii) con-
tent presentation: 0.75; and (iii) fluency: 0.85. Due
to the complex nature of subjective bias detection,
the inter-annotator agreement for that task is the
lowest (0.72). On the other hand, Since most of the
annotators are well-versed in assessing the gram-
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matical correctness of a sentence, the kappa value
for fluency was high (0.85).

6.5 Cross-domain Model Performance

Finally, we explore the generalizability of the pro-
posed bias correction model by performing infer-
ences on three datasets that are manually curated
outside the training domain (Wikipedia): (1) News
Headlines (Media Cloud1); (2) Academic (National
Geographic2); and (3) Conservapedia3. Thirty fac-
tual sentences were collected from all three selected
domains, processed through the bias correction
models and evaluated through human judgement on
the basis of neutrality, fluency and content preserva-
tion. Overall, both the proposed models performed
very well in all three domains. In terms of neutral-
ization effort, the RL-Seq2Seq model performed
the best on the News domain (See Table 4). This is
because most of the bias in news are related to fram-
ing bias (perspective-specific words). But in the
Academic domain and Conservapedia domain, the
RL-Trans performed better. Relatively, the trans-
former model performs better on addressing both
framing as well as epistemological bias.

7 Conclusion and Future Work

We proposed a hybrid method to improve the
performance of Seq2Seq and transformer-based
bias correction models by incorporating semi-
supervised training strategy that uses a supervised
pre-training using noisy data and reinforced fine-
tuning using high-quality cross-domain data. The
proposed training method is able to successfully
alleviate the exposure bias in MLE optimized se-
quence models and address the in-stability issue in
reinforcement learning methods. It also shows that
by carefully designing the reward function with
respect to the testing objective, high quality results
can be obtained. Specifically, our method was able
to generate text with high neutrality. The text gener-
ated by our method is more fluent and retains more
semantic information relative to previous methods.
In this study, we explored only a limited range of
rewards using simple aggregations, but a greater
range of rewards and scaling could be explored for
better domain adaptation.

1https://mediacloud.org/
2https://education.nationalgeographic.org/
3https://www.conservapedia.com

Limitations

Although the proposed Reinforced Seq2Seq frame-
work presents an intriguing framework for auto-
matically correcting subjective bias, we also find
that – like previous research (Williams, 1992) on
similar reinforcement-style learning regimens – it
has the following limitations: (i) after each policy
run, the trajectories are discarded by the update
process, making it inefficient. In some cases, the
collected trajectory may not accurately represent
the policy, so the gradient estimate becomes uncer-
tain. Further, whether a trajectory reinforces good
or bad actions depends entirely on the final output,
so the reward assignment can be unclear.

In this study, we examine a specific form of sub-
jective bias that manifests at the sentence level.
However, taking into account the context (para-
graph) of the statement could change the view-
point. Although this study evaluates the Reinforced
Seq2Seq framework on a real-world subjective bias
correction task, further testing is needed in order
to include more challenging bias types, as well as
other target model architectures.

The work presented here offers a promising ap-
proach for improving bias correction models using
reinforcement learning methods, a field of high
impact but under-explored to date. We hope that
evaluating the models across different domains will
inspire further work on building robust, nuanced,
and fair bias correction models.
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Appendix A. Data Pre-processing Details

We developed a parallel corpus for bias correc-
tion by analyzing Wikipedia articles histories with
Neutral Point of View (NPOV) tags. Our data har-
vesting approach was similar to Recasens et. al
(Recasens et al., 2013) and Pryzant et. al (Pryzant
et al., 2019), but with some minor changes. Fol-
lowing (Recasens et al., 2013), we analyzed the
revision histories for each Wikipedia article and
downloaded sentences that were argued for NPOV
issues. Sentences that had NPOV tags before the
revision were considered as biased sentences and
the sentences whose NPOV tags were removed af-
ter edits were considered as unbiased sentences.
We ignored revisions that were related to missing
references, misspellings and punctuation.

Corpus Name Biased Unbiased Total
NPOV 32,541 75,024 107,565
MPQA 8,575 42,282 50,857

IBC 3,726 600 4,062

Table 6: Corpus statistics for each dataset used for train-
ing cross-domain bias classifier.

From the original NPOV corpus, we extracted
sentences that had NPOV or peacock tags in their
content before the edit. Pryzant et. al only con-
sidered single word edits for their bias correction
model. Since the objective of this research is to
correct bias that is induced by single word and
multiword, we expanded the corpus by modifying
the harvest function of pryzant et. al. Also, our
method uses the latest dump from Wikipedia which
contains new biased sentences that were not con-
sidered in the previous study. Additionally, some
data cleanups were done to make this model not
sensitive to noun phrases in the text. We replaced
all noun phrases, but retained honorifics because
some of the gender biases were introduced through
honorifics. The numbers mentioned in the text were
also replaced with NUM tag. A total of 408,738
sentences were extracted for our study. The NPOV
corpus will help our bias detection model to learn
common patterns that are used by Wikipedia edi-
tors for imposing subjective views. The details of
the dataset are provided at Table 6.

Appendix B. Implementation

For Seq2Seq model, a multi-layer recurrent neu-
ral network based encoder, and an attention-based

decoder was used(Vinyals et al., 2015; Bahdanau
et al., 2014). Both the models are designed with 3
LSTM layers with 256 units at each layer. The
hyper-parameters are tuned based on the noisy
Wikipedia data. The pre-trained GloVe embed-
ding is used as the embedding layer. The model
is trained with Adam optimizer with the following
hyper-parameters batch size = 32, learning rate =
5e−5 and a learning rate decay factor = 0.99. Based
on the training and testing data statistics, the max-
imum sentence length is set to 30 for both input
and output. Glove vectors is used as the pre-trained
embedding. For pre-trained transformer model, we
used the BART model (Lewis et al., 2019) with
139M parameters and fine tuned with Adam opti-
mizer (learning rate 3e− 5).

Algorithm 1 REINFORCE Algorithm

Input: Input sequences (X), the output sequences
(Y), and a pre-trained policy (θ)
Output: Trained policy with REINFORCE

Training Steps:

while not converged do
Select a batch of size N from X and Y
Sample N full sequence of actions:
{y1, ..., yM }
Observe the sequence reward and calculate

the baseline rb.
Calculate the loss
Update the parameters of network

end while

Testing Steps:

for batch of input and output sequences X and Y
do

Use the trained model and sample the output
Evaluate the model using a performance met-

ric, e.g. BLEU
end for

Appendix C. Bias Tagger

The bias tagger takes an input sentence and iden-
tifies a sequence of words as biased based on the
context of use. Some of the subjective bias cor-
rection methods we developed needs additional
information like biased words in the sentence to
efficiently rewrite a polarized sentence, so a se-
quence tagging based bias tagger model was devel-
oped. By comparing the word edits between the
sentences in parallel text generated for bias correc-
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tion, we constructed a bias tagging dataset using
a BIO format. Since state of the art sequence tag-
ging models are BERT based (Devlin et al., 2018),
we developed a BERT based sequence tagger by
adding a dropout layer and a classification layer at
the end of BERT model with a cross entropy loss.
Pretrained RoBERTa model (Liu et al., 2019) was
downloaded and fine-tuned for bias tagging. The
bias tagger model had an accuracy of 95% with a
recall of 92% on the validation set.

Appendix D. Policy Gradient

The goal of policy gradient methods is to update
the probability distributions of actions in such a
way that actions with higher expected rewards have
a higher probability value for an observed state.
The objective function for policy gradients is given
by:

J(θ) = E[
T−1∑

t=0

rt+1] (6)

where rt+1 is the reward received by performing ac-
tion at at state st; rt+1 = R(st, at), where R is the
reward function. The policy is optimized by taking
the gradient ascent based on the partial derivative of
the objective based on the policy parameter theta:

θ ↼ θ +
∂

∂θ
J(θ) (7)

The objective function can be expanded as:

J(θ) = E[

T−1∑

t=0

rt+1|πθ] (8)

If P (st, at|τ) represents the probability of st,
at occurring given the trajectory τ , then objective
function is:

J(θ) =
T−1∑

t=i

P (st, at|τ)rt+1 (9)

Then the policy gradient is given as:

∇θJ(θ) =

T−1∑

t=0

∇θlogπθ(at, st)

T∑

t′=t+1

γt
′−t−1rt′

(10)
where γ ϵ [0, 1] is the discount factor that helps

to weight immediate rewards more than future re-
wards.

Appendix E. Human Judgement

A total of 100 sentences were collected from the
model output and evaluated using 10 judges. The
sentence selected for human judgement contains
both biased and unbiased statements.Additionally,
we ensured that the biased sentences collected
contained both multi-occurrence bias as well as
all three types of bias. The judges selected for
this evaluation has computational linguistic back-
ground, but they don’t have background informa-
tion on what models were developed and their char-
acteristics. Before presenting the data, a detailed
definition of what is subjective bias with examples
was presented to the user. For each example, a de-
tailed note is provided to explain why the selected
sentence is biased. Reference edits varied based on
the aspect being evaluated. The text generated is
evaluated for three aspects:

• Neutrality: The user is presented with the orig-
inal biased statement and bias corrected results
from one of the models, and asked to rate which
of the statement is more biased on a scale of
-2 to 2 (-2 is for original text is more biased,
0 is same biased and 2 for generated text is
more biased). When presenting sentences, the
placement of biased and corrected sentences is
randomised.

• Fluency: A combination of the text generated
by various models along with ground truth is
presented to the user in pairs and asked which
one is more fluent. The fluency of a sentence is
rated in a scale of -2 to 2 (-2 for ground-truth
is more fluent, 0 if both have same fluency and
2 if generated text is more fluent).

• Content preservation: For content preserva-
tion, the original sentence and model corrected
sentence is presented to the user and asked
whether the second sentence contains the same
information as the first sentence. The content
preservation is rated on a scale of 0 to 4 (0 rep-
resenting the content is totally different and 4
being very similar).

Appendix F. Examples of System Output -
Qualitative Comparison

See Table 8
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Biased Statements Neutral Statements
Less sophisticated believers in biblical inerrancy may
fail to allow for the possibility of transcription errors or
translation errors.

A portion of believers in biblical inerrancy fail to allow
for the possibility of transcription errors or translation
errors.

Released on May 16 , 2002 , Attack of the Clones was
generally perceived as a slight improvement upon the
feeble The Phantom Menace, though not at all on par
with the original Star Wars trilogy.

Released on May 16 , 2002 , Attack of the Clones was per-
ceived as an improvement upon the feeble The Phantom
Menace, though not on par with the original Star Wars
trilogy.

Only a tiny proportion of these companies have so far
grown into multinationals : ARM, Autonomy Corporation
and AVEVA are the most obvious examples , and more
recently CSR has seen rapid growth due to the uptake of
Bluetooth.

A proportion of these companies have grown into multi-
nationals: ARM, Autonomy Corporation and AVEVA are
the few examples, and more recently CSR has seen rapid
growth due to the uptake of Bluetooth.

Table 7: Sample of biased and its corresponding neutralized statements extracted from Wikipedia. Spans highlighted
are the output of our bias tagger by type such as Epistemological Bias, Framing Bias and Demographic Bias.
Neutralized spans are highlighted in the second column. Neutralized spans are manually identified, not by bias
tagger.

Examples of Bias Corrections
Source She wore a beautiful dress which she had made herself.
Reference She wore a dress which she had made herself.
RL-Seq2Seq The dress she wore was one she had made herself.
RL-Trans The dress she wore was made by her
Source Harvington is a lively village with a number of amenities including a shop , farm shop and Post

Office.
Reference Harvington is a village with a number of amenities including a shop , farm shop and Post Office.
RL-Seq2Seq Harvington has a number of amenities including a shop , farm shop and Post Office.
RL-Trans The village of Harvington has a number of amenities, including a shop, farm shop, and a post office.
Source It is known as one of the only places to get an authentic New York City style egg cream.
Reference It is known as one of the places to get an authentic New York City style egg cream.
RL-Seq2Seq It is known for selling authentic New York City style egg cream.
RL-Trans The restaurant is famous for its authentic New York City egg cream.
Source He supports the failed war in Iraq.
Reference He supports the war in Iraq.
RL-Seq2Seq He is in favor of the Iraq war.
RL-Trans The war in Iraq is supported by him.
Source They promote the false perception that evolution is a theory in crisis.
Reference They promote their minority perception that evolution is a theory in crisis.
RL-Seq2Seq They promote a minority perception of evolution as a theory in crisis.
RL-Trans They promote the perception that evolution is in crisis among minorities.
Source Less sophisticated believers in biblical inerrancy may fail to allow for the possibility of transcription

errors or translation errors.
Reference Some believers in biblical inerrancy don’t allow for the possibility of transcription errors or translation

errors.
RL-Seq2Seq Some believers in biblical inerrancy deny the possibility of transcription errors or translation errors.
RL-Trans There are some believers in biblical inerrancy who don’t accept the possibility of transcription errors or

translation errors.
Source As a professional librarian he was exceptionally erudite and influenced by a wide range of authors

, including Dante Alighieri , Miguel de Cervantes , Franz Kafka , H.G
Reference As a librarian he was exceptionally erudite and influenced by a wide range of authors , including Dante

Alighieri , Miguel de Cervantes , Franz Kafka , H.G .
RL-Seq2Seq As a librarian he was erudite and influenced by a wide range of authors , including Dante Alighieri ,

Miguel de Cervantes , Franz Kafka , H.G .
RL-Trans As a librarian, he was well-educated and influenced by a variety of authors, among them Dante Alighieri,

Miguel de Cervantes, Franz Kafka and H.G. Wells.

Table 8: Sample model outputs
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