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Abstract

Response generation is one of the critical components in task-oriented dialog systems. Existing studies have shown that large pre-trained language models can be adapted to this task. The typical paradigm of adapting such extremely large language models would be by fine-tuning on the downstream tasks which is not only time-consuming but also involves significant resources and access to fine-tuning data. Prompting (Schick and Schütze, 2020) has been an alternative to fine-tuning in many NLP tasks. In our work, we explore the idea of using prompting for response generation in task-oriented dialog systems. Specifically, we propose an approach that performs contextual dynamic prompting where the prompts are learnt from dialog contexts. We aim to distill useful prompting signals from the dialog context. On experiments with MultiWOZ 2.2 dataset (Zang et al., 2020), we show that contextual dynamic prompts improve response generation in terms of combined score (Mehri et al., 2019a) by 3 absolute points, and a massive 20 points when dialog states are incorporated. Furthermore, human annotation on these conversations found that agents which incorporate context were preferred over agents with vanilla prefix-tuning.

1 Introduction

With the advent of large language models (LLMs), a vast majority of NLP tasks, including dialog systems, further fine-tune these LMs for their downstream tasks. Although these approaches provide substantial improvements over traditional task-specific models (Ham et al., 2020; Hosseini-Asl et al., 2020; He et al., 2022), it is a time consuming process that also involves significant use of energy/resources in the form of compute. These approaches also require tuning and storing parameters for each downstream task.
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A more recent line of work, explores “prompting” LLMs to elicit the necessary knowledge required for the downstream tasks (Shin et al., 2020; Gao et al., 2020; Schick and Schütze, 2020; Petroni et al., 2019; Lee et al., 2021; Zhu et al., 2022). Prompts composed of tokens or short pieces of text (discrete prompts) inserted at the end of the input examples. These prompts are typically manually defined based on the specific downstream task. The main motivation behind these approaches stems from the idea that the large corpora that these language models are trained on contain relevant information which is pertinent to the task on hand.

Adapter-tuning was proposed as an alternate approach to fine-tuning. These methods only train task-specific layers that are inserted within pre-trained LMs. Such a lightweight approach that add about 4% task-specific parameters has shown to obtain comparable performances to their fine-tuning counterparts (Rebuffi et al., 2017; Houlsby et al., 2019; Lin et al., 2020a).

Drawing inspiration from prompting, prefix-tuning approaches (Li and Liang, 2021) were proposed as another alternative to fine-tuning. These approaches pre-pend a sequence of task-specific continuous vectors (aka prefix-) to the input. In contrast to prompting, the prefix consists of free parameters that do not correspond to actual real tokens. Such an approach is more prevalent since it only optimizes the prefix and does not tune parameters of the entire LM.

Most of the existing approaches use static prompts, i.e., the same set of tokens are used as “prompt tokens” regardless of input. However, we believe that taking context into consideration is critical especially in response generation since the current response has to fit not only the domain but also the information being requested in previous turns. For example: In the MultiWOZ dataset, if a customer asks about train bookings, the agent response has to restrict itself to that particular do-
main. To address this problem, we explore the idea of generating input-dependent or contextual prompts. We want the prompts to capture and encode different signals for different turns of dialogs depending on the context, hence, we call our approach dynamic context prompting. This way, we hope to distill useful signals into the prompts and provide the model with adequate signals to generate a desired system response. In this work, we explore the potential of using dialog context within a prefix tuning approach for the task of response generation in task-oriented dialog systems (TOD). The contributions of this paper are summarized as:

• we propose a context-dependent prefix-tuning method for dialog response generation in TOD systems.

• to illustrate the benefits of such an approach, we conduct experiments on the MultiWOZ dataset. We show that our model significantly outperforms the original task-dependent design of the prefix-tuning method.

2 Related Work

2.1 Dialog Generation

With the prevalence of LLMs, the quest for an answer to “how do we effectively adapt such models for dialog generation?” has been on the forefront of researchers’ minds in the dialog community. For task-oriented dialogs, fine-tuning large pre-trained models such as GPT-2 or T5 has made great progress on benchmarks recently (Ham et al., 2020; Hosseini-Asl et al., 2020). Built upon these advances, more recent line of work investigates the effectiveness of using multi-task learning (Su et al., 2021; Lin et al., 2020b; Yang et al., 2021), or pre-training the model on external dialog corpora (Peng et al., 2021; Liu et al., 2021). More recently, prompting has been used to address the sub-task of dialog state tracking (Lee et al., 2021; Zhu et al., 2022). Different from those works, we focus on the task of dialog response generation.

2.2 Prompt-based Learning

As an alternative to the fine-tuning paradigm, prompting involves a sequence of tokens appended to the input text, which can then induce the model to engage in a certain behavior suited to the task. Since the release of GPT-2 (Radford et al., 2018, 2019; Brown et al., 2020), many prompt-related papers have emerged. Most of the leading approaches in prompting use task-specific prompts, ranging from discrete prompts (Shin et al., 2020; Gao et al., 2020; Schick and Schütze, 2020; Petroni et al., 2019) to continuous “soft prompts” (Li and Liang, 2021; Lester et al., 2021). These methods have a fixed prompt for each task. However, in dialog systems specifically, the context varies for every turn. In our work, we aim to design prompts which are context-dependent.

3 Problem Statement

Response generation is one of the tasks carried out in dialog systems usually in addition to dialog state tracking (DST). Given a dialog context (previous turns between the system and the user) \( C = [u_1, s_1, \ldots, u_{n-1}, s_{n-1}] \) and the current user utterance \( u_n \), the goal of response generation is to generate system response \( s_n \). Note that in the actual task, we generate delexicalized system responses, given all the groundtruth previous turns as input, following previous works (Hosseini-Asl et al., 2020; Wen et al., 2015).

Techniques mentioned in (Ham et al., 2020; Hosseini-Asl et al., 2020) rely on fully fine-tuning LLMs to carry out this task. In contrast, our approach builds on the prefix-tuning framework, but incorporates dialog context, \( C \), as an additional signal for the prefix tokens. As a supplement to context \( C \), we added dialog state information \( D \) (up to the current turn) to further help response generation.

4 Contextual Dynamic Prompting Framework

4.1 Prefix-tuning for Response Generation

Our work is built on top of prefix tuning for generation tasks (Li and Liang, 2021), which adds a fixed set of tunable prefix tokens/prompts to the original input \( x \) to obtain a new input, [PREFIX; \( x \)]. Following the denotation in (Li and Liang, 2021), we use \( P_\theta[i, :] \) to denote the \( i \)th prefix. \( P_\theta[i, :] \) is generated by:

\[
P_\theta[i, :] = MLP_\theta(P^r),
\]

where \( P^r \) is a fixed smaller matrix as input to a feedforward neural network \( MLP_\theta \). The training objective of prefix-tuning is same as fine-tuning, i.e., the following log-likelihood objective:

\[
\max_\theta \log p_\theta(y|x),
\]
Figure 1: The figures above indicate the differences between the vanilla prefix-tuning approach compared to our approach. In both these variants, only the prefix tokens are tuned.

where $y$ is the decoder output and $x$ is the input. $\theta$ represents the trainable parameters in the prefix tuning feedforward neural network and $\phi$ denotes all other parameters that include the frozen parameters of the large language model.

For our task of response generation, we concatenate the prefix with the dialog context and the current user utterance as input $\text{[PREFIX;} u_1, s_1, ..., u_{n-1}, s_{n-1}, u_n\text{]}$. The target output is the system response $s_n$ as seen in Figure 1 (a).

We adopt T5 (Raffel et al., 2020) as the pre-trained language model. T5 employs an encoder-decoder framework which is prevalent in seq2seq tasks (Sutskever et al., 2014; Cho et al., 2014).

4.2 Contextual Prefix-tuning

In vanilla prefix-tuning, the parameters of the prefix are fixed after training for any particular task to be reused. However, a dialog system involves having multiple turns of conversation between a system and the user. It is imperative in such systems to dynamically incorporate contextual information to carry out a meaningful conversation with the user. We explore how we can distill the dialog context information into the prefix with a prompt encoder. Different from the original design, we want to encode additional signals into the prefix that differs for each input instances. In other words, we want to generate contextual prefix or contextual dynamic prompts.

Formally, we modify the equation (1) as follows:

$$P_\theta[;:] = MLP_\theta(\text{encoder}(C)),$$

where $C = [u_1, s_1, ..., u_{n-1}, s_{n-1}]$ represents the dialog context. We first obtain the representation of the dialog context by feeding $C$ into a T5 encoder which is kept frozen as shown in Figure 1 (b). Subsequently, we use the prompt encoder, i.e., the feedforward neural network, to get the prefix. The generated prefix $P_\theta$ is then concatenated with only the current user utterance. Instead of concatenating the whole context as the input to the T5 decoder, we first distill the signal into the prefix tokens. As a consequence of freezing the T5 encoder which generates the context representation, we still have the same number of tunable parameters as the original prefix-tuning framework.

4.3 Input-dependent Prefix-tuning with Dialog State

In most task-oriented dialog systems, we also have access to the dialog state at every turn in addition to dialog context. The dialog state has information such as requested slots and filled slots at every turn. We provide the dialog state $D$ in addition to the context $C$ to obtain contextual dynamic prompts. As a result, we will now modify equation (2) as:

$$P_\theta[;:] = MLP_\theta(\text{encoder}(C; D_{n-1})),$$

we only provide the most recent dialog state $D_{n-1}$ which is an amalgamation of all previous dialog states $D_{<n-1}$.

5 Experimental Settings

5.1 Dataset and Metrics

We evaluate our proposed framework and model on the MultiWOZ 2.2 dataset (Zang et al., 2020; Budzianowski et al., 2018) which is a large-scale, multi-domain, human-human task-oriented dialog dataset collected via the Wizard-of-Oz framework where one participant plays the role of the system. It consists of seven domains including hotel, restaurant, attraction, train, taxi, hospital, and police, and an additional domain general for acts such as greeting or goodbye. Due to its multi-domain setting, complex ontology, and flexible human expressions, developing dialog systems on MultiWOZ is extremely challenging. The training data contain 8437 dialogs, the dev and test set contain 1000 dialogs each.

We use four evaluation metrics: BLEU (Papineni et al., 2002), Inform, and Success rates, and combined score. Inform measures whether the
Table 1: **Performance Comparison.** All model performance are based on features from all modalities. Contextual Dynamic Prompt (with DS) has the best performance in combined score.

<table>
<thead>
<tr>
<th>System</th>
<th>BLEU</th>
<th>Inform</th>
<th>Success</th>
<th>Combined Score</th>
<th>Av. len.</th>
<th>#uniq. words</th>
<th>#uniq. 3-grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix-Tuning</td>
<td>19.19</td>
<td>54.7</td>
<td>48.0</td>
<td>70.54</td>
<td>13.83</td>
<td>245</td>
<td>1671</td>
</tr>
<tr>
<td>Prefix-Tuning (with DS)</td>
<td>19.36</td>
<td>51.8</td>
<td>47.0</td>
<td>68.76</td>
<td>13.08</td>
<td>231</td>
<td>1626</td>
</tr>
<tr>
<td>Contextual Dynamic Prompt</td>
<td>19.16</td>
<td>58.1</td>
<td>50.5</td>
<td>73.46</td>
<td>14.16</td>
<td>231</td>
<td>1532</td>
</tr>
<tr>
<td>Contextual Dynamic Prompt (with DS)</td>
<td>17.94</td>
<td>77.2</td>
<td>68.8</td>
<td>90.94</td>
<td>14.02</td>
<td>282</td>
<td>2390</td>
</tr>
</tbody>
</table>

system provides an appropriate entity and **Success** measures whether the system answers all the requested attributes. Specifically, the Inform rate relates to attributes that allow the user to constrain database searches, e.g., restaurant location or price range (the informational slots) and the Success rate focuses on request-able slots, that can be asked by the user, e.g., phone number. Both are calculated on the level of dialogs. The combined score is calculated following (Mehri et al., 2019b) as $BLEU + 0.5 \times (Inform + Success)$. We followed a standard script \(^1\) to report different measures.

### 5.2 Human Evaluation

We chose a 10% subset of the evaluation set (randomly shuffled) conversations with a total of 728 turns across them and provided annotators with the responses generated by each of the methods described in section 4. Annotators were asked to rate each agent on a turn-level and to also pick the agent which carried out the best conversation. If annotators felt more than one agent did well, they could choose multiple agents. The agent numbers, when provided to annotators, were shuffled to avoid bias. Each agent is described as:

- Agent 1: Incorporates only prefix-tuning
- Agent 2: Incorporates prefix-tuning with Dialog State
- Agent 3: Incorporates contextual dynamic prompts
- Agent 4: Incorporates contextual dynamic prompts with Dialog State

When annotating on turn level, from these 728 turns, we saw that the agents tied on 596 occasions, agent 1 had outright win on 12 occasions, agent 2 on 22, agent 3 on 33 occasions, and agent 4 on 65 occasions. This shows that our technique of using contextual dynamic prompts for generating responses is effective (Examples in Appendix B).

Additionally, on the conversation level, we noticed that across 100 conversations, 37 were tied, and agents 3 and 4 were preferred in a total of 53 conversations confirming our hypothesis that incorporating context into prompts leads to better responses. We request readers to refer to Appendix A and B for more details about the annotation task.

### 6 Results

As shown in Table 1, contextual dynamic prompting with dialog states obtains a combined score of 90.94, a 20 point jump from our baseline (prefix-tuning). In addition, even though we can’t explicitly explain the drop in BLEU, the massive jumps in both success and inform suggest more transparency and coherence for the responses generated by the input-dependent prefix-tuning as these metrics focus on quality of informational and request-able slots in each turn. When comparing our results with the human annotations, we also see that **Agent 4** - which uses contextual dynamic prompting - wins 38 conversations (out of 100). This is majority of wins compared to **Agent 1** winning only 3 conversations, and **Agent 2** winning 7. This further emphasized that adding contextual dynamic prompts leads to better quality of responses. We show some examples from the human annotation task where **Agent 4** was chosen as the winning agent in Tables 2 and 3 below.

### 7 Conclusion

In our work, we proposed an approach that performs **contextual dynamic prompting** where prompts are learnt from dialog contexts with the goal of distilling useful prompting signals. In our experiments, we showed that contextual dynamic prompts improve response generation in terms of **combined score** (Mehri et al., 2019a) by 3 points, and by 20 points when **dialog states** are incorporated compared to the baseline. Our technique does not expose the models to additional knowledge sources. Human annotation on these conversations...
Table 2: An example where Agent 4 was picked as the best performing agent in a conversation.

<table>
<thead>
<tr>
<th>Turn num</th>
<th>User turn</th>
<th>Agent 1 response</th>
<th>Agent 2 response</th>
<th>Agent 3 response</th>
<th>Agent 4 response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>i am looking for a place to dine. the restaurant should be expensive and should serve chinese food.</td>
<td>there are [choice] [pricerange] [food] restaurants in town. do you have a preference for area or price range?</td>
<td>i have [choice] [pricerange] [food] restaurants. do you have a preference for area?</td>
<td>there are [choice] [pricerange] [food] restaurants. do you have a price range in mind?</td>
<td>there are [choice] [food] restaurants in the [pricerange] price range. is there a particular area you are interested in?</td>
</tr>
<tr>
<td>2</td>
<td>not in any specific area please. i need to book a table for 3 at 14:00 on saturday.</td>
<td>booking was successful. the table will be reserved for 15 minutes. reference number is : [ref]. is there anything else i can help you with?</td>
<td>booking was successful. the table will be reserved for 15 minutes. reference number is : [ref].</td>
<td>i was able to book you at [name] for [bookday] at [booktime]. your reference number is [ref]. is there anything else i can help you with?</td>
<td>i have made a reservation for you at [name]. the table will be reserved for 15 minutes. the reference number is [ref]. is there anything else i can help you with?</td>
</tr>
<tr>
<td>3</td>
<td>how about 13:00 then?</td>
<td>booking was successful. the table will be reserved for 15 minutes. reference number is : [ref].</td>
<td>booking was successful. the table will be reserved for 15 minutes. reference number is : [ref].</td>
<td>booking was successful. the table will be reserved for 15 minutes. reference number is : [ref]. is there anything else i can help you with?</td>
<td>ok, i have you booked at [name], your reference number is [ref]. is there anything else i can help you with?</td>
</tr>
<tr>
<td>4</td>
<td>what is the reference number for my booking?</td>
<td>your reference number is [ref]. is there anything else i can help you with?</td>
<td>the reference number is [ref]. is there anything else i can help you with?</td>
<td>your reference number is [ref]. is there anything else i can help you with?</td>
<td>the reference number is [ref].</td>
</tr>
<tr>
<td>5</td>
<td>no thank you, that is all i needed!</td>
<td>you’re welcome. have a great day!</td>
<td>you’re welcome. have a great day!</td>
<td>you’re welcome. have a great day!</td>
<td>you’re welcome, have a great day!</td>
</tr>
</tbody>
</table>

Table 3: An example where Agent 4 was picked as the best performing agent in a conversation.

<table>
<thead>
<tr>
<th>Turn num</th>
<th>User turn</th>
<th>Agent 1 response</th>
<th>Agent 2 response</th>
<th>Agent 3 response</th>
<th>Agent 4 response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>can you help me find a restaurant that serves african food with a moderate price range please</td>
<td>there are no [food] restaurants in the [pricerange] price range. would you like to try a different type of food?</td>
<td>there are no [food] restaurants in the [pricerange] price range. would you like to try a different type of food?</td>
<td>there are no [food] restaurants in the [pricerange] price range. would you like to try a different type of food?</td>
<td>[name] is a [food] restaurant in the [area]. would you like to try it?</td>
</tr>
<tr>
<td>2</td>
<td>yes how about asian food in the same price range?</td>
<td>there are [choice] [food] restaurants in the [area] and [choice] in the [area], do you have a preference?</td>
<td>there are [choice] [food] restaurants in the [pricerange] price range. do you have a preference for area?</td>
<td>there are [choice] [pricerange] [food] restaurants in the [area]. do you have a price range in mind?</td>
<td>[name] is a [food] restaurant in the [pricerange] price range.</td>
</tr>
<tr>
<td>3</td>
<td>will you please book a table for 6 at 13:45 on friday?</td>
<td>booking was successful. the table will be reserved for 15 minutes. reference number is : [ref]. is there anything else i can help you with?</td>
<td>booking was successful. the table will be reserved for 15 minutes. reference number is : [ref].</td>
<td>i was able to book you at [name] for [bookday] at [booktime]. your reference number is [ref]. is there anything else i can help you with?</td>
<td>i have made a reservation for [bookpeople] at [bookday] at [booktime]. the table will be reserved for 15 minutes. the reference number is [ref]. is there anything else i can help you with?</td>
</tr>
<tr>
<td>4</td>
<td>that’s all i needed. thanks a lot for the help!</td>
<td>you’re welcome. have a great day!</td>
<td>you’re welcome. have a great day!</td>
<td>you’re welcome. have a great day!</td>
<td>you’re welcome. have a great day!</td>
</tr>
</tbody>
</table>

found that agents which incorporate context into prefix-tuning prompts were preferred over agents with vanilla.
Limitations

While our work explores a new technique of contextual dynamic prompts for response generation, we carried out our experiments on a dataset which is in the English language. A potential limitation of this work would be the transfer of our findings on an English dataset to a multi-lingual dataset or a mono-lingual dataset on a language other than English. We plan to address this in our future work and also request the help of the research community in doing so.
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A Human Evaluation Task

We explored contextual dynamic prompting strategies for the response generation task using the MultiWOZ 2.2 (Budzianowski et al., 2018; Zang et al., 2020) dataset and noticed that the combined score that we obtained was significantly better than the baseline prefix-tuning method of response generation. To understand if the agents which incorporated contextual dynamic prompts did indeed provide a better conversational experience, we designed a small human evaluation task to test our hypothesis.

We picked a random subset of 10% of the conversations from the original MultiWOZ test data to perform this analysis. Once we obtained this random set, we ran our four model variants as described in Section 4 on the conversations to obtain system responses for each of them. We then presented the different agents’ responses to the annotator as shown in Table 4 below. In order to avoid potential biases, we shuffled the order of the agents between our annotators i.e., Agent 1 for annotator a would not be Agent 1 for annotator b. We kept track of which agents corresponded to which of our four methods prior to distribution of data amongst the annotators.

The annotators were given instructions to read every turn of conversation and provide a number between 1 and 4 for the agent which they thought performed the best for that turn. If the annotators found that there was a tie, they could pick more than one agent as [agent_a, agent_b]. In addition to this instruction, annotators were asked to read the entire conversation and pick the agent which performed the best - once again with an option to pick multiple. Table 5 below shows an example annotation style for a single conversation spanning 6 turns. There is an annotation at every turn and a single annotation at the end of the conversation.

The annotators were given instructions to read every turn of conversation and provide a number between 1 and 4 for the agent which they thought performed the best for that turn. If the annotators found that there was a tie, they could pick more than one agent as [agent_a, agent_b]. In addition to this instruction, annotators were asked to read the entire conversation and pick the agent which performed the best - once again with an option to pick multiple. Table 5 below shows an example annotation style for a single conversation spanning 6 turns. There is an annotation at every turn and a single annotation at the end of the conversation.

The annotators were given instructions to read every turn of conversation and provide a number between 1 and 4 for the agent which they thought performed the best for that turn. If the annotators found that there was a tie, they could pick more than one agent as [agent_a, agent_b]. In addition to this instruction, annotators were asked to read the entire conversation and pick the agent which performed the best - once again with an option to pick multiple. Table 5 below shows an example annotation style for a single conversation spanning 6 turns. There is an annotation at every turn and a single annotation at the end of the conversation.
We tallied results and re-mapped all agents back to their methods and found that agents 3 and 4 as mentioned in Section 5.2 were preferred at the conversation level in a total of 53 of the 100 conversations while agents 1 and 2 were only preferred 10 conversations in the entire set of 100.

B Examples

In the table below, we provide another examples from the human annotation task where annotators picked agent 4 as the best performing agent for the conversation (we performed the re-mapping to fit the agent numbers in Section 5.2). Table 2 shown in the main paper indicates a scenario where Agent 4 was rightly able to ask the customer about their area of preference for dining, and also considers a booking time change from the user. Table 6 shows an example where agent 4 is able to take into consideration all the different constraints mentioned by the user in terms of slots in the response that it generates. Table 3 shows an example where the agent 4 is able to correctly respond to the user request for number of people to reserve the table for - which none of the other agents captured. All these examples showed that agent 4, which uses contextual dynamic prompts with dialog states was indeed able to provide smoother responses to the customer input compared to the other agents.

C Compute Infrastructure and Experimental settings used

All our experiments were carried out on public AWS p3 GPU instances which are backed by Tesla V100 GPU cores. All four variants of our models required 18-24 hours to reach convergence on these machines. Learning rates were varied based on performance of models on the validation split of our dataset.
Table 4: The format which is presented to annotators while performing turn-level and conversation-level annotation. The agents are shuffled between the annotators to avoid biasing them.

<table>
<thead>
<tr>
<th>Turn num</th>
<th>User turn</th>
<th>Agent 1 response</th>
<th>Agent 2 response</th>
<th>Agent 3 response</th>
<th>Agent 4 response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: We asked annotators to provide two levels of annotation for each conversation - turn level and conversation level. Annotators were allowed to pick more than agent in case of a tie.

<table>
<thead>
<tr>
<th>Turn num</th>
<th>Turn level</th>
<th>Conversation level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>[3,4]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>[3,4]</td>
<td>3</td>
</tr>
<tr>
<td>Turn num</td>
<td>User turn</td>
<td>Agent 1 response</td>
</tr>
<tr>
<td>----------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td>1</td>
<td>i am looking for a train that departs from peterborough and goes to cambridge.</td>
<td>there are [choice] trains leaving from [departure] to [destination]. what day would you like to travel?</td>
</tr>
<tr>
<td>2</td>
<td>we will be leaving on sunday afternoon.</td>
<td>[trainid] leaves [departure] at [leaveat] and arrives in [destination] at [arriveby]. would you like me to book that for you?</td>
</tr>
<tr>
<td>3</td>
<td>yes, it should leave after 20:15 and leave on monday, not sunday. please give me a price, travel time, and arrival time for any train.</td>
<td>[trainid] leaves at [leaveat] and arrives in [destination] at [arriveby]. the price is [price].</td>
</tr>
<tr>
<td>4</td>
<td>yes please. what is the travel time? i’ll also need a hotel in the expensive price range. can you help me with that as well?</td>
<td>the travel time is [duration]. is there anything else i can help you with?</td>
</tr>
<tr>
<td>5</td>
<td>yes, i’d like a 2 star rating and i’ll need it to be in the east side of town.</td>
<td>i have [choice] [type] in the [area] with [stars] stars. do you have a preference?</td>
</tr>
<tr>
<td>6</td>
<td>yes, i would like to book it for 3 people starting that same day for 4 nights.</td>
<td>booking was successful. reference number is : [ref]. is there anything else i can help you with?</td>
</tr>
<tr>
<td>7</td>
<td>that is all thank you goodbye.</td>
<td>you’re welcome. have a great day!</td>
</tr>
</tbody>
</table>

Table 6: Another example where Agent 4 was picked as the best performing agent in a conversation.