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Abstract

End-to-end neural models for conversational
AI often assume that a response can be gen-
erated by considering only the knowledge ac-
quired by the model during training. Document-
oriented conversational models make a simi-
lar assumption by conditioning the input on
the document and assuming that any other
knowledge is captured in the model’s weights.
However, a conversation may refer to exter-
nal knowledge sources. In this work, we
present EKo-DoC, an architecture for document-
oriented conversations with access to external
knowledge: we assume that a conversation
is centered around a topic document and that
external knowledge is needed to produce re-
sponses. EKo-DoC includes a dense passage
retriever, a re-ranker, and a response generation
model. We train the model end-to-end by us-
ing silver labels for the retrieval and re-ranking
components that we automatically acquire from
the attention signals of the response genera-
tion model. We demonstrate with automatic
and human evaluations that incorporating exter-
nal knowledge improves response generation in
document-oriented conversations. Our architec-
ture achieves new state-of-the-art results on the
Wizard of Wikipedia dataset, outperforming
a competitive baseline by 10.3% in Recall@1
and 7.4% in ROUGE-L.

1 Introduction

Recent advances in Natural Language Processing
(NLP) allowed us to build complex conversational
systems for various scenarios, such as task-oriented
(Radlinski and Craswell, 2017; Wen et al., 2017),
chit-chat (Khatri et al., 2018; Zhou et al., 2020),
and even for guiding users in performing complex
real-world tasks (Gottardi et al., 2022). When using
deep neural networks for implementing a conver-
sational agent, a common practice is to use many
historical conversations to train the model to pro-
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duce responses that are related to a dialog con-
text. In this setting, a response is generated solely
from the knowledge acquired during the training of
the network (Vinyals and Le, 2015), and no other
knowledge sources are used at inference time.

A more effective way of producing dialog re-
sponses would be to incorporate external knowl-
edge into the model. This is, for example, the case
of systems that make use of document/passage re-
trieval in QA (Lewis et al., 2020b). In this work,
we consider the setting in which a conversation
is grounded in a target topic but also in external
knowledge, in the form of documents. For exam-
ple, Figure 1 shows a conversation with respect to
a target topic (i.e., San Diego Comic-Con) repre-
sented by a topic document. During the conver-
sation, some turns may refer to other documents
from an external Knowledge Base (KB) providing
additional information (e.g., Shel Dorf ). In our
preliminary studies, we estimated that about 36%
of the dialogs in the popular Wizard of Wikipedia
dataset (Dinan et al., 2019) require knowledge be-
yond the topic document.

This setting poses additional challenges to the
generation of adequate responses in a dialog. While
a model could possibly memorize a vast amount
of knowledge in its weights during training, the
model will likely be applied to new dialog con-
texts that refer to unseen knowledge. If enriched
with external knowledge, the model input could
be better conditioned to produce accurate outputs.
From a technical perspective, the model needs to
learn i) to retrieve the relevant knowledge and ii)
to incorporate it into the generated response.

To address these challenges, we propose
EKo-DoC, an end-to-end conversational agent de-
signed to model a target topic document and a
set of external knowledge documents. EKo-DoC
integrates a Dense Passage Retriever (DPR)
(Karpukhin et al., 2020) and a Re-Ranker (RR) into
a response generation model. To reduce the need
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Figure 1: An example of a dialog in our setting: a central topic document defines the general topic of the dialog.
External documents can be used as well to generate responses for some specific turns of the conversation.

for manual annotations, we automatically acquire
labels for the training of the DPR and RR com-
ponents. In particular, we leverage the attention
weights of the generation model over the retrieved
documents to generate a set of silver labels. Our
generation model is a sequence-to-sequence model
that generates a response by taking as input the en-
tire concatenation of the dialog context and related
documents retrieved from a KB.

Experimental results demonstrate that EKo-DoC
is able to correctly use both the topic document and
the external knowledge to produce better responses
in a conversation. We report competitive results on
two public datasets, Wizard of Wikipedia (WoW)
(Dinan et al., 2019) and MultiDoc2Dial (Feng et al.,
2021). In particular, EKo-DoC achieves new state-
of-the-art (SOTA) results on WoW, outperforming
a strong baseline by 10.3% in Recall@1 and 7.4%
in ROUGE-L. Finally, we conduct a human study
to verify the quality of the generated responses.
Compared to models that do not condition on the
topic document or external knowledge, our model
produces responses that are more fluent, more on-
topic, and more interesting.

To summarize, our contributions are: i) we study
the setting where we model both a target topic docu-
ment and external knowledge for a conversation; ii)
we propose EKo-DoC, a novel end-to-end response
generation architecture for the task; iii) we propose
an automatic annotation procedure to acquire the

labels for training the retrieval engine.

2 EKo-DoC Architecture

Given a dialog context C and a topic document DT

that serves as the background of the dialog, the task
is to generate a response r to the last utterance of C.
We also have available an external knowledge base
KKB = {D1, D2, ..., Dm}; Dj denotes a knowl-
edge snippet represented by some natural language
text (e.g., a paragraph in Wikipedia). While we use
the term “snippet”, each snippet is not necessarily
a short piece of text. EKo-DoC is general enough to
be used with documents of different lengths.

The dialog is mostly centered around DT , but ex-
ternal knowledge from KKB is sometimes needed
to generate an informative and relevant response
(see Figure 1 for an example). To this end,
the task can be viewed as building a model of
P (r|C,DT ,KKB).

2.1 Document-Oriented Dialog System with
Access to External Knowledge

Figure 2 shows an overview of EKo-DoC, our pro-
posed framework. The inference process consists
of three steps. First, given a dialog context and
a topic document, we use a DPR model to re-
trieve an initial set of knowledge snippets (Section
2.1.1). Second, we re-rank the snippets using a
Transformer-based cross-attention model (Section
2.1.2). Third, conditioned on the dialog context and
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Figure 2: An overview of EKo-DoC, our framework. K1 and K2 are empirically set to be 25 and 5 (respectively).

the top-k ranked snippets, a generator produces a
natural language response (Section 2.1.3).

In previous work (Glass et al., 2022; Li et al.,
2022a), the retrieval components were trained us-
ing human-annotated pairs of input contexts and
supporting knowledge snippets. To remove the
need for expensive gold-standard retrieval labels,
we use attention scores as pseudo-labels for train-
ing the retrieval and re-ranking models (Section
2.2).

Finally, note that while DT can be fundamental
to the response generation for most of the conver-
sation, it can be less relevant for some dialog turns
(e.g., see Figure 1). Therefore, we also include DT

in the knowledge base KKB and let our retrieval
engine decide if the topic document is essential. If
DT is retrieved, the final generator will use DT for
response generation.

2.1.1 External Knowledge Retrieval
In order to use a DPR model for retrieving knowl-
edge, we need to encode KKB in the indexing phase
and the input query in the retrieval phase.

KKB Encoding. We use an encoder EKB(·) to
map every knowledge snippet Dj to a real-valued
vector. We assume that each snippet is a document
with a title and short textual content. The input to
the document encoder EKB(·) is:

T
[
D
]
= [s] Title / Description [/s] (1)

where [s] and [/s] are special tokens denoting
the start and end of the input, and “/” is used to
separate the title from the description. T [·] denotes
a function that maps a general object (e.g., a knowl-
edge snippet) into a textual sequence.

We use a pre-trained Transformer model as the
encoder (Reimers and Gurevych, 2019). That is,

for each Dj ∈ KKB, we encode it into a vector vj :

vj = EKB

(
T
[
Dj

])
(2)

Query Encoding. We use the topic document DT
and the dialog context C to construct a query for
the DPR model. We first concatenate DT and C
into a single sequence T

[
DT ⊕ C

]
:

[s] T
[
DT

]
[sep] T

[
C
]
[/s] (3)

where [sep] is a special token to separate the topic
document and the dialog context. T

[
DT

]
is similar

to what described in Equation 1. T
[
C
]

is instead
a concatenation of all the dialog turns, where two
turns are separated by the [sep] token.

Then, we also use a Transformer encoder EQ(·)
to map C and DT into a single vector v:

v = EQ

(
T
[
DT ⊕ C

])
(4)

In this work, EQ(·) and EKB(·) share the same
architecture (Reimers and Gurevych, 2019).

Scoring and Retrieval. The first (coarse-
grained) relevance score of a knowledge snippet
Dj with respect to a query is given by:

sc

(
Dj , C,DT

)
= v · vj (5)

We retrieve up to K1 knowledge snippets by
ranking according to the sc values. K1 is a hyper-
parameter, with K1 ≪ |KKB|. In order to make
this operation efficient, we adopted FAISS (John-
son et al., 2021). We first apply EKB(·) to all the
knowledge snippets and index them using FAISS
offline. Then, given a query vector v obtained with
EQ(·), we use FAISS to return the top K1 candi-
dates according to the coarse-grained scores.
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2.1.2 Knowledge Snippet Re-ranking
After the initial coarse-grained retrieval step with
DPR, there are K1 candidate knowledge snippets.
We then apply a fine-grained cross-attention re-
ranker over the K1 snippets. After that, we keep
the top-K2 snippets1 for the next phase (i.e., the
response generation phase).

The input to the re-ranker is the concatenation
of DT, a knowledge snippet Dj retrieved in the
previous phase, and C:

[s] T
[
DT

]
[sep] T

[
Dj

]
[sep] T

[
C
]
[/s]

(6)
The re-ranker consists of a Transformer-based

encoder and a feed-forward neural network. Given
an input representation described above, the re-
ranker computes the final relevance score sf as:

hj = reduce
(
Ecross

(
T
[
DT ⊕Dj ⊕ C

]))

sf

(
Dj , C,DT

)
= FFNNs

(
hj

) (7)

where Ecross(·) is a Transformer-based encoder
(Liu et al., 2019), and its input is a representation
described in Equation 6; FFNNs is a feed-forward
neural network. reduce(·) is a function that returns
the final hidden state of the Transformer that corre-
sponds to the first input token. The final set of K2

knowledge snippets is selected according to the sf
scores assigned from the re-ranker.

2.1.3 Response Generation Model
Our generative model is based on the sequence-to-
sequence (seq2seq) encoder-decoder architecture
that directly predicts an output sequence from an
input sequence (Sutskever et al., 2014). By leverag-
ing the recent advances in neural models for long
sequences (Beltagy et al., 2020; Guo et al., 2022),
our generator takes as input the entire concatena-
tion of the dialog context and the top-ranked re-
trieved knowledge snippets (Figure 2). We use
LongT5 as our generator (Guo et al., 2022) as it
can scale up to 16K input length.

Specifically, let
{
D̃1, D̃2, ..., D̃K2

}
be the set

of knowledge snippets retrieved by the re-ranker.2

The input to the generative model is:

[s] T
[
D̃1 ⊕ D̃2 ⊕ ...⊕ D̃K2

]
[sep] T

[
C
]
[/s]

(8)
1Note that K2 < K1.
2Note that it is possible that DT is an element of this set.

where T
[
D̃1⊕D̃2⊕...⊕D̃K2

]
is the concatenation

of all the retrieved snippets:

T
[
D̃1

]
[sep]T

[
D̃2

]
[sep]... [sep]T

[
D̃K2

]

(9)
We denote the final input sequence as X . The

expected output is an appropriate response Y to
the last dialog turn. Similar to previous encoder-
decoder language models (Lewis et al., 2020a; Raf-
fel et al., 2020), the generator models the condi-
tional probability of selecting a new token given all
previously generated tokens when conditioned on
X:

P (Y |X) =

|Y |∏

i=1

P
(
Yi |Y1:i−1 , X

)
(10)

where Yi is the i-th token of Y , and Y1:i−1 consists
of all the tokens that come before it.

The loss function for training the generator is the
usual negative log-likelihood function:

Lgeneration(B) = −
|B|∑

i=1

logP
(
Ŷ i|Xi

)
(11)

where B is a mini-batch consisting of |B| examples,
each in the form

(
Xi, Ŷ i

)
. In addition, Ŷ i is the

ground-truth response to the input Xi.
We refer to our approach as the Fusion-in-Input

(FiI) method, as our generator directly takes as in-
put all the potentially relevant information (i.e., the
retrieved knowledge and the dialog history). This
is a departure from the popular Fusion-in-Decoder
(FiD) approach that encodes the retrieved snippets
independently (Izacard and Grave, 2021a,b; Asai
et al., 2022).

2.2 Using Cross-Attention Scores as Retrieval
Pseudo-Labels

If we train our system using only the generation
loss function Lgeneration(B), only the parameters of
the generation model will be updated. In order to
optimize the retrieval engine, we propose to use
the generation attention scores over the snippets
in the input as retrieval pseudo-labels during the
training stage. The intuition is that if the decoder
of the generator pays more attention to a particular
retrieved knowledge snippet, it means that such a
snippet is likely to be relevant.

For each snippet retrieved by the re-ranker, we
average all the pre-attention scores over all the
tokens of the snippet. Formally, let L denote the
number of layers of the decoder, and let H be the
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number of attention heads. For each knowledge
snippet Dj , we denote the indices of its starting and
ending tokens in X as sj and ej , respectively. The
averaged attention score A(Dj) of Dj is computed
as:

A(Dj) =

∑L
l=1

∑H
h=1

∑ej
x=sj

∑|Ŷ |
y=1 pl,h(x, y)

L×H × |sj − ej + 1| × |Ŷ |
(12)

where Ŷ is the ground-truth response. In addition,
pl,h(x, y) is the pre-attention score between the y-
th token of Ŷ and the x-th token of X computed
by the h-th attention head of the l-th layer. Basi-
cally, we collect all the pre-attention scores that are
relevant to Dj and compute their average.

We can normalize the averaged attention scores
using a softmax function:

Pattention(Dj) =
exp (A(Dj))∑K2
i=1 exp (A

(
Di)

) (13)

Similarly, we can normalize the retrieval scores
predicted by the DPR model and the reranker:

Qcoarse(Dj) =
exp

(
sc(Dj , C,DT )

)
∑K2

i=1 exp
(
sc(Di, C,DT )

)

Qfine(Dj) =
exp

(
sf(Dj , C,DT )

)
∑K2

i=1 exp
(
sf(Di, C,DT )

)
(14)

We then use the averaged attention scores of the
retrieved knowledge snippets as pseudo-labels to
update the retrieval engine:

Ldpr(B) =

|B|∑

i=1

DKL
(
P i

attention || Qi
coarse

)

Lreranker(B) =

|B|∑

i=1

DKL
(
P i

attention || Qi
fine

)

Lretrieval(B) = Ldpr(B) + Lreranker(B)

(15)

where B is a mini-batch of examples, and DKL
denotes the KL divergence. Also, P i

attention, Qi
coarse,

and Qi
fine are the distributions computed for the i-th

example of B (refer to Equations 13 and 14).
The final loss function combines the generation

loss (Eq. 11) and the retrieval loss (Eq. 15):

Lfinal(B) =
1

|B|
(
Lgeneration(B) + Lretrieval(B)

)

A related study (Izacard and Grave, 2021a) also
proposed an approach to train retrieval systems

without strong supervision. The work focuses on
the task of question answering and uses the FiD
approach for output generation. In contrast, we
focus on building dialog systems and tailoring our
learning approach to our newly proposed FiI ap-
proach.

To summarize, EKo-DoC is end-to-end trainable.
The document encoder of the DPR model (Equa-
tion 1) is fixed. The query encoder (Equation 4), the
re-ranker, and the generator are optimized end-to-
end using the final loss function described above.

3 Experiments

3.1 Data and Experiments Setup

Datasets For the experiments, we use the follow-
ing two publicly available conversational datasets.

Wizard of Wikipedia (WoW) is a dataset con-
sisting of open-domain conversations grounded in
knowledge from Wikipedia (Dinan et al., 2019).
We use the version provided by the KILT bench-
mark (Petroni et al., 2021). The external knowl-
edge base KKB consists of about 22 million 100-
word passages from Wikipedia. We consider each
passage as a knowledge snippet. Each conversa-
tion in WoW is annotated with a topic, which is a
Wikipedia page. As the topic Wikipedia page can
be extremely long, we only use the first paragraph
of the page as the topic document DT . Finally,
WoW already comes with a public train/dev/test
split.

MultiDoc2Dial is a new conversational dataset
that grounds dialogs in multiple documents (Feng
et al., 2021). Each dialog consists of multiple seg-
ments, and two adjacent segments are grounded in
different documents. KKB consists of 4,283 pas-
sages across four domains (Social Security Admin-
istration, Veteran Affairs, Student-Aid, and DMV).
For each dialog, we use the first paragraph of the
first grounded document as DT .

Note that the original forms of WoW and Multi-
Doc2Dial do not have any notion of a central topic
document. Therefore, we use some heuristics (de-
scribed above) to select the topic document.

Evaluation Metrics For retrieval, we compute
Recall@k, which measures the fraction of times
the correct knowledge snippet is found in the top-k
retrieved snippets. We evaluate the text genera-
tion output based on unigram F1 score (F1) and
ROUGE-L (Lin, 2004). For MultiDoc2Dial, sim-
ilarly to the original study that first introduced it
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(Feng et al., 2021), we also compute Exact Match
(EM) (Rajpurkar et al., 2016) and SacreBLEU (BL)
(Post, 2018). For WoW, we do not report EM and
BL scores because the leaderboard for this dataset
does not use these metrics, and we also do not have
direct access to the test set used by the leaderboard.

Baselines We implemented several baselines for
detailed comparison and analysis. The first set of
baselines consists of basic seq2seq models that do
not have any retrieval engine:

• LongT5 (Guo et al., 2022) is an extension
of T5 (Raffel et al., 2020) that handles long
sequence inputs efficiently. The baseline takes
only the dialog context C as input.

• LongT5-with-Topic uses the same architec-
ture as LongT5 but takes both the topic docu-
ment DT and the dialog context C as input.

The second set of baselines consists of systems
augmented with frozen retrievers:

• [Frozen DPR + FiI] first uses a pre-trained
DPR model to retrieve five potentially rele-
vant knowledge snippets. Conditioned on the
retrieved knowledge and the dialog context,
a FiI generation model then generates a re-
sponse.

• [Frozen DPR + FiI (using DT )] uses the same
architecture, but its FiI generator also takes
the topic document as input.

By comparing our full model against this set of
baselines, we can analyze the effectiveness of using
cross-attention scores as retrieval pseudo-labels.

Hyperparameters We initialized the DPR com-
ponent using all-mpnet-base-v2 (Reimers and
Gurevych, 2019). The reranker is initialized us-
ing distilroberta-base, a distilled version of
RoBERTa (Liu et al., 2019). We initialize the gen-
eration component of every system using a large
version of LongT5 (Guo et al., 2022) unless oth-
erwise stated. The batch size is 32. The number
of training epochs is 10. More details about the
hyperparameters are in the appendix.

3.2 Experimental Results
Table 1 presents the retrieval and response genera-
tion performance of our models and the baselines.
First, we can see that our models achieve the high-
est performance compared with all baselines for

both data sets and all evaluation metrics. This re-
sult emphasizes the importance of using external
knowledge for document-oriented dialog systems
and demonstrates the effectiveness of doing so by
using our approach of fine-tuning the retrieval en-
gine with attention score-based pseudo-labels.

The results in Table 1 also show that using the
topic document is crucial for effective response
generation. For example, LongT5-with-Topic out-
performs the default LongT5 baseline, especially
on MultiDoc2Dial. Similar results are observed for
the baselines that use frozen retrievers.

The results also show that there is a clear positive
correlation between text generation performance
and retrieval performance. Compared with the
frozen retrieval baselines, our full model achieves
much higher generation performance by training
the retrieval and re-ranking models with our end-
to-end approach. The generator of every model
listed in Table 1 is initialized with the same large
version of LongT5. This shows the importance
of the retrieval engine on the response generation
performance.

Using cross-attention scores as retrieval pseudo-
labels is highly effective according to Table
1. Specifically, EKo-DoC achieves a Recall@1
score of 71.21% on WoW without using human-
annotated retrieval labels. Notice also the impor-
tance of the re-ranker component. When the re-
ranker is disabled (second row) the model achieves
a Recall@1 score of 33.88% on MultiDoc2Dial,
while the full model achieves a score of 41.60%.
Furthermore, Table 3 shows that the effectiveness
of using cross-attention scores can even be compa-
rable to that of using gold retrieval labels.

Finally, many previous studies on knowledge-
intensive dialog systems do not have any notion
of a central topic document (Shuster et al., 2021;
Paranjape et al., 2022). To directly compare against
these studies, we also train a system that does not
explicitly use the topic document (Table 2). Basi-
cally, this system is similar to our full model (Fig-
ure 2), but it does not take the topic document as
part of its input. Overall, our system outperforms
all previous state-of-the-art methods in most eval-
uation metrics. While FiD-Light (Hofstätter et al.,
2022) and Re2G (Glass et al., 2022) achieve better
Recall@1 and Recall@5 than ours (respectively),
FiD-Light and Re2G use gold retrieval labels to
train their retrieval engines. Our system does not
use such supervision signals, which can be expen-
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Wizard of Wikipedia MultiDoc2Dial
F1 ROUGE-L Recall@1 F1 ROUGE-L Recall@1 EM BL

Our Models
EKo-DoC * 20.77 18.64 71.21 42.80 39.02 41.60 6.40 29.17
EKo-DoC (No Re-ranker) * 20.72 18.63 69.71 41.31 37.47 33.88 6.13 27.36
Baselines with Frozen Retrievers
Frozen DPR + FiI (using DT ) * 19.66 17.80 49.69 36.19 32.44 14.44 4.20 21.30
Frozen DPR + FiI 19.29 17.53 49.69 33.90 30.31 14.44 3.74 18.56
Seq2Seq Baselines
LongT5-with-Topic * 19.92 18.12 - 30.12 26.43 - 2.27 13.00
LongT5 16.21 14.94 - 24.47 20.68 - 0.66 5.46

Table 1: Overall results (in %) on the test sets of WoW and MultiDoc2Dial. For fair comparison, all models shown
here do not use any gold retrieval labels during training. The symbol * denotes models that explicitly use the central
document. In such a model, at least one component directly includes the central document as part of its input. All
differences in performance between our models and the baselines are statistically significant with a p-value < 0.05.

Recall@1 Recall@5 ROUGE-L F1 KILT-F1
EKo-DoC (Without explicitly using the central doc.) 61.86 78.18 18.32 20.42 14.41
QKConv (Cai et al., 2022) 60.98 76.58 17.72 19.95 13.64
Hindsight (Paranjape et al., 2022) 56.08 74.27 17.06 19.19 13.39
FiD-Light (Hofstätter et al., 2022) 66.15 76.51 15.78 17.82 13.06
Re2G (Glass et al., 2022) 60.10 79.98 16.76 18.90 12.98
SEAL (Bevilacqua et al., 2022) 57.55 78.96 16.65 18.34 11.63
RAG (Petroni et al., 2021) 57.75 74.61 11.57 13.11 8.75

Table 2: Performance of state-of-the-art models on the test set of WoW according to the public leaderboard (as
of February 2023). We are hiding our score on the leaderboard during the anonymous review process. The
leaderboard is available at https://eval.ai/web/challenges/challenge-page/689/leaderboard/1909, and it
also uses additional metrics such as Recall@5 and KILT-F1 (Petroni et al., 2021). Note that FiD-Light and Re2G
use gold retrieval labels to train their retrieval engines, while our system does not rely on such supervision signals.

R@1 R@5

EKo-DoC 45.32 61.36

DPR + RR (finetuned using gold labels) 46.46 65.88

Table 3: Comparison between using attention score-
based pseudo-labels and using gold retrieval labels.
Here, scores on the dev set of WoW are reported. In
addition, different from the public leaderboard, we eval-
uate retrieval at a more fine-grained granularity, which
is the passage level instead of the page level.

sive to obtain.

3.3 Human Evaluation

There can be many appropriate responses to the
last turn of a dialog; therefore, human evaluation
is typically crucial to properly evaluate the perfor-
mance of a dialog system (Liu et al., 2016; Ghan-
deharioun et al., 2019). We conducted a human
evaluation of various models by using Amazon’s

Mechanical Turk (AMT).3 Specifically, we created
150 evaluation tasks, each consisting of a dialog
context selected randomly from WoW and a set
of responses produced by different model variants.
For each task, we asked three different AMT work-
ers to rank the models’ outputs based on:

1. Fluency (0/1). Is the generated response fluent
and grammatically correct?

2. Relevance (0/1). Is the response on-topic and
relevant to the last turn of the dialog?

3. Interestingness (0/1). Does the response pro-
vide new interesting information that is not
already mentioned in the dialog?

Table 4 presents the human evaluation results
comparing our full model against two baselines,
LongT5 and LongT5-with-Topic. We chose these
baselines as our main goal here is to analyze how
external knowledge helps in document-oriented di-
alogs. According to human annotators, our model

3All details about the annotation tasks are in the appendix.
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outperforms both baselines substantially in all three
criteria. Furthermore, EKo-DoC achieves the most
gain in the “interestingness” criterion. This is ex-
pected because, for example, compared to LongT5-
with-Topic, our model also makes use of external
knowledge when generating responses.

Full Model vs. LongT5 Better Same Worse
Fluency 31.01 47.29 21.71

Relevance 39.85 38.35 21.80
Interestingness 48.39 35.48 16.13

Full Model vs. LongT5-with-Topic
Fluency 24.62 62.31 13.08

Relevance 32.03 53.13 14.84
Interestingness 40.60 39.85 19.55

Table 4: Human evaluation results (%) comparing our
full model to LongT5 (top part) and LongT5-with-Topic
(bottom part). The numbers in the column “Better” de-
note the percentage of the snippets where our full model
is considered better (according to humans).

3.4 Analysis
Qualitative Analysis Table 5 shows some ex-
amples from WoW that illustrate how incorporat-
ing external knowledge can improve the quality of
generated responses. Note that more qualitative
examples are provided in the appendix.

In the first example, the responses generated by
all models are fluent and grammatically correct.
However, LongT5 generates a factually incorrect
statement, as it does not have any knowledge that
is not implicitly stored in its parameters. Never-
theless, LongT5 seems to possess some knowledge
about the world, as Sam Walton is the founder of
Walmart, which is related to Target Corporation.

In the second example, in the beginning, the dia-
log is mainly about rock and roll in general. How-
ever, the last dialog turn deviates slightly from the
general topic and starts talking about James Brown,
who influenced several music genres. The topic
document does not have any information about the
person. Therefore, LongT5-with-Topic generates a
factually correct response about rock and roll, but it
is unrelated to James Brown. In contrast, by lever-
aging external knowledge, our model generates a
response that is more relevant to the last dialog
turn.

Comparison between FiI and FiD We compare
our FiI method and the popular FiD method (Izac-
ard and Grave, 2021b) in Table 6. FiI outperforms
FiD, as FiI encodes the dialog context and the top-
ranked knowledge snippets jointly. In contrast, FiD

Examples
Topic Document: The first paragraph of the Wikipedia page talking
about Target Corporation.
Dialog Context:
A: Target Corporation is the second largest discount retailer.
B: I assume that it is just before Walmart, but still huge.
Candidate Responses:
LongT5: It was founded in 1971 by Sam Walton.
LongT5-with-Topic: Target was founded by George Dayton in 1902.
EKo-DoC: Target is the eighth largest retailer in the US.

Topic Document: The first paragraph of the Wikipedia page talking
about Rock and roll.
Dialog Context:
A: My favorite music is rock and roll.
B: Gotta love some Rock and Roll. It’s one of my favorites as well.
...
A: Indeed it did. I was speaking to a friend earlier about
James Brown and how he influenced so many genres of music start-
ing in the 60’s.
Candidate Responses:
LongT5-with-Topic: I like the fact that while elements of what was
to become rock and roll can be heard in blues records from the 1920s
and in country records of the 1930s, the genre did not acquire its
name until 1954.
EKo-DoC: I agree. He was an American singer, songwriter, dancer,
musician, record producer and bandleader.

Table 5: Examples showing how external knowledge
improves the quality of generated responses. Red is used
to indicate responses that are factually incorrect. Blue
is used to indicate responses that are factually correct.

F1 ROUGE-L
Freezed DPR + FiI (LongT5) 34.07 29.97
Freezed DPR + FiD (LongT5) 33.82 29.77
Freezed DPR + FiD (T5) 32.80 28.65

Table 6: Comparison between FiI and FiD. The dev set
of MultiDoc2Dial is used.

encodes the retrieved snippets independently, so
there is less interaction between the knowledge
snippets before the final decoding stage. In conclu-
sion, by using FiI instead of FiD, our generator can
extract semantic relationships between the different
input signals more effectively.

4 Related Work

Document-oriented Conversations Humans
typically seek information in a conversational
manner, for example to find answers to questions
(Choi et al., 2018) or to seek guidance in per-
forming real world tasks (Gottardi et al., 2022).
As such, several recent conversational datasets
were introduced for building models to assist
in information-seeking dialogs. For example,
Choi et al. (2018) presented QuAC, a dataset that
contains 14K information-seeking QA dialogs:
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each is centered around a short evidence text
from Wikipedia and involves a student and a
teacher. The student poses a sequence of free-form
questions about the text, while the teacher answers
the questions by providing short excerpts from the
text. Concurrently, Reddy et al. (2019) introduced
CoQA, a dataset in which a machine has to
understand a text passage and answer a series of
questions that appear in a conversation. Choi et al.
(2022) introduced a dataset for the novel setting of
Conversational Task Assistants, where users seek
guidance from a conversational agent to perform
real world tasks: in this setting, a conversation
is centered around a document describing a task.
SOTA methods for these tasks typically do not use
any external knowledge beyond the dialog context
and the given background text (Zhu et al., 2018;
Huang et al., 2019; Qu et al., 2019; Gupta et al.,
2020; Zhao et al., 2021; Qian et al., 2022).

Open-Domain Question Answering In open-
domain QA, the goal is to find the answer to a
(typically short) question over a large corpus such
as Wikipedia (Voorhees and Tice, 2000; Chen and
Yih, 2020). Passage retrieval has been an essential
component of many state-of-the-art open-domain
QA systems (Karpukhin et al., 2020; Lewis et al.,
2020b; Piktus et al., 2021; Min et al., 2021; Zhu
et al., 2021). An effective retrieval component can
reduce the search space for answer extraction and
identify the support context for users to verify the
answer. As a result, many studies have focused
on improving the retrieval components, ranging
from removing the need for strong supervision sig-
nals (Izacard and Grave, 2021a; Ram et al., 2022)
to adding sophisticated reranking components (Yu
et al., 2022a; Glass et al., 2022; Yu et al., 2022b).
Open-domain QA is typically non-conversational
and does not have any notion of a topic document.

Weak Supervision for Neural Retrieval A
closely related study (Izacard and Grave, 2021a)
also proposed an approach to train retrieval systems
without strong supervision. The work focuses on
the task of QA and uses the FiD approach for out-
put generation. In contrast, we focus on building
dialog systems and tailoring our learning approach
to our newly proposed FiI approach.

Knowledge-Grounded Dialog Generation In-
corporating background knowledge into conversa-
tion models can make dialogs more informative
and engaging. Therefore, many recent studies

have investigated various techniques for selecting
relevant knowledge and integrating it into the re-
sponse generation process (Lian et al., 2019; Kim
et al., 2020; Li et al., 2020; Shuster et al., 2021;
Chen et al., 2021; Mishra et al., 2022; Li et al.,
2022b). Many of these studies utilize the Wizard
of Wikipedia (WoW) dataset (Dinan et al., 2019).
Our system, EKo-DoC, achieves a new state-of-the-
art result on WoW, as shown in Table 2. This re-
sult provides some guarantee on the relative per-
formance of EKo-DoC compared to many previous
SOTA knowledge-grounded dialog systems. As of
February 2023, there are nearly 40 tested methods
on the public leaderboard of WoW, though Table 2
only shows a subset due to space limitations.

5 Conclusions

This work proposes and studies a new problem
setting that combines document-oriented conversa-
tions and open-domain QA. We introduce a new
architecture for the problem that includes a dense
passage retriever, a re-ranker, and a response gener-
ation model. We train these three components end-
to-end and use cross-attention scores as pseudo-
labels to update the retrieval engine. Extensive
experimental results on two public datasets demon-
strate the effectiveness of our method. In the future,
we plan to reduce the computational complexity of
our model by using compression techniques.

6 Ethical Consideration

Limitations While EKo-DoC achieves new SOTA
results on WoW, its performance is far from per-
fect. A ROUGE-L score of 18.64% and a Recall@1
score of 71.21% indicate that there is much room
for improvement. Based on our manual analysis,
we found that EKo-DoC sometimes generates re-
sponses that are a little bit unnatural. Finally, a
common limitation of many Transformer-based sys-
tems, such as EKo-DoC, is the large computational
complexity. We plan to reduce the computational
complexity of EKo-DoC by using some compres-
sion techniques (Lai et al., 2020; Sun et al., 2020).

Potential Risks A potential malicious use case
of research on conversational AI is for building
dialog systems that pose as humans and then proac-
tively alter users’ perceptions about specific issues,
evaluations of products or services, or political in-
clinations (Qi et al., 2021). We urge anyone who
uses or builds upon our research to avoid such ma-
licious use cases.
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A Human Evaluation

We used Amazon’s Mechanical Turk (AMT) to
perform a human evaluation of various models.
More specifically, we first created 150 evaluation
snippets, each consisting of a dialog context and a
set of responses produced by three model variants:
LongT5, LongT5-with-Topic, and our full model.
Figure 3 shows an example snippet. For each snip-
pet, we asked three different AMT workers to rank
the models’ outputs based on three criteria: (1) Flu-
ency, (2) Relevance, and (3) Interestingness. Note
that for each snippet, the presentation order of the
generated responses was randomized. For example,
for some AMT tasks, the first response may come
from LongT5, while for some other tasks, the first
response may come from our full model. Figure 4
shows the instructions we showed at the beginning
of each AMT task. Even though our instructions
do not explicitly explain how the collected data
would be used, we believe it was clear to the AMT
workers that we would use the data for researching
dialog systems.

To decide the appropriate cost of each AMT task,
we conducted a preliminary study, asking three
NLP researchers to do about 20 tasks each. We
then computed the average time it would take for
each task. After that, we set the value of each AMT
task so that someone who worked on our study for
about an hour would make at least the required
minimum wage.

B Datasets

We use two public datasets in this work: Wizard
of Wikipedia (WoW) (Dinan et al., 2019) and Multi-
Doc2Dial (Feng et al., 2021). For WoW, we use the
version provided by the KILT benchmark (Petroni
et al., 2021). KILT is released under the MIT Li-
cense, and MultiDoc2Dial is released under the
Apache-2.0 license. Our use of the datasets is con-
sistent with their licenses.

WoW and MultiDoc2Dial are available at github.
com/facebookresearch/KILT and github.com/IBM/

multidoc2dial (respectively). When we first down-
loaded the datasets, we randomly sampled about
10∼20 examples for each dataset and checked
whether the examples contained any offensive con-
tent. Overall, we did not see any example that had
offensive content.

The two datasets are in English. WoW consists
of open-domain conversations, which collectively
cover a wide range of topics, ranging from Ameri-
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Figure 3: An example AMT task.

Figure 4: The instructions we provided for each AMT task.

can football to Rock and Roll music. On the other
hand, MultiDoc2Dial focuses on four specific do-
mains: Social Security Administration, Veteran
Affairs, Student-Aid, and DMV.

If we consider a pair of a dialog context and its
corresponding ground-truth response as one exam-
ple, there are 63,734/3,054/2,944 examples in the
train/dev/test splits of WoW (respectively). For
MultiDoc2Dial, we refer the readers to the original
paper (Feng et al., 2021) for more detailed statistics
of the original dataset.

C Reproducibility Information

In this section, we present the reproducibility infor-
mation of our paper.

Implementation Dependencies Libraries Py-
torch (Paszke et al., 2019), Transformers 4.20.1
(Wolf et al., 2020), SentenceTransformers 2.2.0
(Reimers and Gurevych, 2019), faiss-gpu 1.7.2
(Johnson et al., 2021).

Computing Infrastructure We conducted our
experiments using Amazon’s EC2 virtual machines.
Overall, our work can be reproduced using a single
p3.8xlarge instance. Information about the cost of
using Amazon’s EC2 P3 instances can be found at
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https://aws.amazon.com/ec2/instance-types/p3/.

Number of Model Parameters Our full model
consists of three components: a DPR model,
a RR model, and a seq2seq generation model.
We initialize the DPR model using a Sentence-
Transformer model named all-mpnet-base-v2
(Reimers and Gurevych, 2019), which has
about 110M parameters. We initialize the RR
model using distilroberta-base (Liu et al.,
2019), which has about 82M parameters. Fi-
nally, we initialize the generation model using
google/long-t5-tglobal-large (Guo et al.,
2022), which has about 750M parameters.

Hyperparameters The effective batch size is 32.
The number of training epochs is 10. The base
learning rate is 5e-5. K1 is set to be 25, and K2

is set to be 5. We use the Adam optimizer and set
gradient clipping to 1.0.

Expected Validation Performance For each
model variant, we report the test performance of
the checkpoint with the best validation F1 score
in the main paper (refer to Table 1). On the dev
set of WoW, our full model achieves a unigram
F1 score of 21.13% and a ROUGE-L score of
18.68%. On the dev set of MultiDoc2Dial, our
full model achieves a unigram F1 score of 41.90%
and a ROUGE-L score of 37.64%.

# Retrieved Docs F1 ROUGE-L Recall@1

K1 = 25, K2 = 5 38.76 34.62 39.70

K1 = 25, K2 = 10 39.84 35.81 44.44

K1 = 25, K2 = 15 39.71 35.58 42.28

K1 = 50, K2 = 5 39.10 34.92 40.28

K1 = 50, K2 = 10 39.63 35.44 42.82

K1 = 50, K2 = 15 39.63 35.56 43.51

Table 7: Results on the dev set of MultiDoc2Dial when
we vary K1 and K2, the numbers of documents retrieved
by DPR and the reranker (respectively). In order to save
computational time, we use the base version of LongT5
in this ablation study.

D Additional Analysis

Table 7 shows the results on the dev set of Multi-
Doc2Dial when we vary K1 and K2. In general,
increasing the number of retrieved documents typi-
cally has marginal positive effects on the evaluation
metrics. However, note that increasing the values
of K1 and K2 also increases the computational

complexity and running time of EKo-DoC. There-
fore, we set K1 to 25 and K2 to 5. We believe
these values achieve a good balance between the
model complexity and the quality of the generated
responses.

Table 8 shows some additional examples from
WoW that illustrate how incorporating external
knowledge can improve the quality of generated
responses.

Examples
Topic Document: The first paragraph of the Wikipedia page talking
about Ferrari.
Dialog Context:
A: I have 3 Ferrari cars in my garage and I hardly know nothing
about them. I read some self help books, then I was rick all of the
sudden.
B: Those are some nice cars they are manufacturer in Maranello.
A: Yeah that’s pretty cool. Do you know how old the company is?
Candidate Responses:
LongT5: I don’t know but they are a luxury car manufacturer.
EKo-DoC: I know it was founded in 1939.

Topic Document: The first paragraph of the Wikipedia page talking
about Overeating.
Dialog Context:
A: Overeating is a serious problem in the USA.
Candidate Responses:
LongT5: I know, it’s a problem that affects a lot of people.
EKo-DoC: I think it is a serious problem in the US. It is the excess
food consumed in relation to the energy that an organism expends.

Topic Document: The first paragraph of the Wikipedia page talking
about Red.
Dialog Context:
B: Red is my favorite color. It is the color of a lot of my favorite
things, like strawberries?
A: Awesome! Did you also know that Mars is red because of iron
oxide?
...
B: That makes sense. I always liked studying the planets growing up
in school.
Candidate Responses:
LongT5-with-Topic: I also like how Mars is the only planet that has
a moon.
EKo-DoC: Yeah, I love learning about the planets. I’m sure you’ve
heard of the planet Mercury.

Table 8: Additional examples showing how external
knowledge improves the quality of generated responses.
Red is used to indicate responses that are factually incor-
rect. Blue is used to indicate responses that are factually
correct.
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