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Abstract

Recognizing medical self-disclosure is important in many healthcare contexts, but it has been under-explored by the NLP community. We conduct a three-pronged investigation of this task. We (1) manually expand and refine the only existing medical self-disclosure corpus, resulting in a new, publicly available dataset of 3,919 social media posts with clinically validated labels and high compatibility with the existing task-specific protocol. We also (2) study the merits of pretraining task domain and text style by comparing Transformer-based models for this task, pretrained from general, medical, and social media sources. Our BERTweet condition outperforms the existing state of the art for this task by a relative F1 score increase of 16.73%. Finally, we (3) compare data augmentation techniques for this task, to assess the extent to which medical self-disclosure data may be further synthetically expanded. We discover that this task poses many challenges for data augmentation techniques, and we provide an in-depth analysis of identified trends.

1 Introduction

Self-disclosure is a complex communicative process (Kreiner and Levi-Belz, 2019) that involves sharing one’s personal thoughts, feelings, or memories with another individual (Jourard and Friedman, 1970). Reciprocal self-disclosure between conversation partners may strengthen relationships (Altman and Taylor, 1973) and improve the communicative experience (Wang et al., 2016). Self-disclosure may take nuanced forms, such as medical self-disclosure (see Figure 1), or the act of disclosing symptoms, diagnoses, or other information related to mental or physical health problems (Valizadeh et al., 2021; Joinson, 2001). Some medical self-disclosures may be explicit (A), whereas others may be less direct (B and C).

Medical self-disclosure is helpful from a clinical perspective and reinforces therapeutic relationships during medical interactions (Jannat, 2018; Kadji and Mast, 2021). It also may enable earlier detection and treatment of medical issues (Joinson, 2001; Tidwell and Walther, 2002; Valizadeh et al., 2021). Detecting medical self-disclosure automatically could support clinicians and other medical practitioners in productively identifying helpful patient information from untapped sources or during review of medical conversations (Farber, 2003; Stricker, 2003; Valizadeh and Parde, 2022; Kaelin et al., 2021). However, research towards automated medical self-disclosure detection has been limited and may require different techniques from those used to detect self-disclosure in the general domain (Valizadeh et al., 2021; Reuel et al., 2022).

In this paper, we comprehensively investigate automated medical self-disclosure detection. We manually expand the only existing dataset (MEDSD) in this domain to include nearly 4,000 additional instances collected from publicly available forums, strengthening our understanding of this task and its relationship between performance and dataset size. In parallel, we experiment with data augmentation to study the feasibility of automated dataset expansion for this task. Finally, we perform a comparative analysis of transfer learning models, to disentangle the subtle distinctions and shared charac-

Figure 1: Examples of medical self-disclosure. Note that medical self-disclosure may be explicit (A) or less direct (B and C).
teristics between medical self-disclosure detection and other language tasks. Our primary contributions are as follows.

First (1), we create a publicly-available 3,919-instance expansion to MEDSD, sourced from health-related social media posts. The dataset is triple-annotated with continuous (0-5) and graded (NO SELF-DISCLOSURE, POSSIBLE SELF-DISCLOSURE, and CLEAR SELF-DISCLOSURE) labels. Next (2), we conduct transfer learning experiments using Transformer-based models to determine the utility of different source datasets in the context of detecting medical self-disclosure. We find that our highest-performing model outperforms the state of the art (Valizadeh et al., 2021) by relative percentage increases of 14.19% and 16.73% for accuracy and F1, respectively. Finally (3), we conduct the first study of data augmentation in the context of medical self-disclosure. We find that this task poses unique challenges for data augmentation, and we explore these challenges in a detailed analysis. It is our hope that our findings add to the burgeoning knowledge base surrounding the detection and processing of medical self-disclosure, and can be used as a guide for others working within this domain. We make our data and source code publicly available to facilitate replication and rapid follow-up.

2 Related Work

Clinical literature has extensively examined the effects of patient self-disclosure with medical professionals, finding both positive benefits to the patient’s health and overall wellbeing (Arroll and Allen, 2015), as well as negative experiences if the patient feels that professional or personal boundaries have been crossed (Lussier and Richard, 2007). Often self-disclosure in these studies is broadly construed, with less frequent exploration of medical self-disclosure specifically (Wagner, 1982). For instance, Oprescu et al. (2013) examine the correlation between information-seeking behaviors and self-disclosure, and Weisband and Kiesler (1996) investigate disclosure in online and in-person settings through statistical meta-analyses of standardized interviews, questionnaires, tests, and scales reported in existing studies. They conclude that disclosure of sensitive and private information occurs more frequently in online settings, highlighting the urgency of analyzing these settings more closely.

Bak et al. (2014) developed a semi-supervised algorithm to classify self-disclosure levels from Twitter conversations, and Blose et al. (2020) studied self-disclosure in a large dataset of Twitter conversations about the Coronavirus pandemic, proposing an unsupervised approach to detect voluntary disclosure of personal information. Yang et al. (2017) detected positive and negative self-disclosures based on linguistic features, such as LIWC and word embeddings, in a supervised model. Recently, Reuel et al. (2022) created a multi-task RoBERTa model to measure self-disclosure across varying domains, including both general and medical self-disclosure. They found poor generalization across datasets, with in-domain self-disclosure detection models performing much better than across-domain models due to widespread differences in the topics and targets of self-disclosure.

Only two existing works have focused on detecting medical self-disclosure specifically. Banani and De Choudhury (2015) predicted levels of self-disclosure of mental wellness in Reddit posts, and in our prior work we introduced the MEDSD dataset and established a Transformer-based performance benchmark for the task of medical self-disclosure detection (Valizadeh et al., 2021). Since the latter is the current state of the art and offers the only publicly available dataset and corresponding benchmark in this domain, we primarily build upon that work. We investigate medical self-disclosure specifically, and also study the manual and automated expansion of the MEDSD dataset.

3 Data

3.1 Data Collection

MEDSD, our source dataset, is a 6,639-instance dataset annotated with continuous and graded (NO SELF-DISCLOSURE, POSSIBLE SELF-DISCLOSURE, and CLEAR SELF-DISCLOSURE) medical self-disclosure labels. Since our work seeks to empirically compare the MEDSD benchmark (a fine-tuned DistilBERT model) and other Transformer-based models, we sought to expand it to a size more consistent with that used to fine-tune other Transformer-based models (typically 10k or more instances (Devlin et al., 2019)) while recognizing the time-consuming and challenging nature of the annotation task (Farzana et al., 2020). This also presented the opportunity to study the relative merits of manual and automated (via augmentation) dataset expansion for the task of medical
self-disclosure detection.

To ensure consistency with the original MedSD, we followed the same annotation procedures outlined in our previous work (Valizadeh et al., 2021). We selected patient.info\(^1\) as our sole data source, and downloaded publicly-available English-language posts from randomly-selected subforums. Our rationale for selecting patient.info as our sole data source (rather than our primary data source as in the original data collection process) was largely due to task-based motivations—we wanted to maximize our capacity to collect data with medical information, and we observed adequate diversity in terms of style and content when performing a preliminary review of patient.info posts. To a lesser extent, our decision was also motivated by site-specific data privacy and sharing policies. Since posts collected from other websites in our prior work already comprised a small minority of the dataset (less than 12%), we did not anticipate that this difference would result in meaningful distributional shifts between the original and expanded datasets in terms of data content or style.

We provide additional details and examples regarding our download process in the appendix (Tables 7 and 8). Posts were complete written utterances submitted by users, and we automatically segmented posts at the paragraph level following previously established guidelines. Collected data instances had an average length of 41 tokens. Overall, we added 3,919 instances to MedSD to reach a raw, merged dataset size of 10,558 instances. To preserve user privacy, we did not download usernames or other identifying metadata and replaced any names written directly within the post text with generic name tokens. The terms and conditions of patient.info maintain public access to forum posts, and this research was approved by the Institutional Review Board (IRB) at the University of Illinois Chicago. Similarly to our prior work, we make our dataset expansion available upon request.

### 3.2 Data Annotation

We observed very high inter-annotator agreement ($\kappa = 0.88$), measured using averaged pairwise per-class Cohen’s kappa scores similarly to our prior work to facilitate comparison with annotation quality in the original MedSD. This suggests that the annotation guidelines were sufficient for consist-

\(^1\)https://patient.info, a popular online forum that offers publicly available information and posts on health, disease, and other medical topics.

\(\kappa = 0.88\) replicated (Landis and Koch, 1977). We did not make any changes to the guidelines to maximize labeling compatibility between original and new samples. We trained three annotators (computer science graduate and undergraduate students; a mixture of fluent L2 and native English speakers) to follow these guidelines, collecting triple annotations for each post. Labels were first assigned using a graded scheme ranging from 0-5, with “0” indicating no self-disclosure and “5” indicating high self-disclosure. More specifically, we stipulated that numeric labels should be assigned as follows:

- **5**: The post discloses a specific illness, medication, surgery, or other specific medical variable(s) or event(s).
- **4**: The post discloses specific symptoms but does not further specify an illness, medication, or other diagnosis.
- **1-3**: The post ranges from very low (ambiguous hinting of possible, non-specific medical concerns) to moderate (clear reference to non-specific medical concerns) self-disclosure.
- **0**: The post does not disclose any health-related information.

Annotations were averaged across all three labels for each instance. Cases for which the distance between one or more individual annotators and the average was greater than 1.0 were forwarded to a third-party adjudicator. The adjudicator (a study lead with high task familiarity) was authorized to decide the gold standard value based on the provided annotations and their judgment of the instance itself. The continuous-valued (averaged or adjudicated) labels were binned into three discrete classes: [0-1] NO SD, (1-4) POSSIBLE SD, and [4-5] CLEAR SD. This resulted in 520 No SD instances (13.26% of the expanded dataset), 1,545 Possible SD instances (39.42%), and 1,854 Clear SD instances (47.30%).

When collecting our data, we ensured that none of our newly annotated posts were duplicates of those already present in the existing MedSD, to maximize the contribution of new information and content in this dataset expansion. We also spot-checked agreement early in the annotation process to identify and resolve systemic disagreements before they could take root. We worked with in-person (rather than crowdsourced) annotators to allow further oversight for compliance with annotation guidelines as needed. We observed very high
### Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No SD</th>
<th>Pos. SD</th>
<th>Clear SD</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDSD</td>
<td>2651</td>
<td>1019</td>
<td>2969</td>
<td>6639</td>
</tr>
<tr>
<td>Expansion</td>
<td>520</td>
<td>1545</td>
<td>1854</td>
<td>3919</td>
</tr>
<tr>
<td>Merged</td>
<td>3171</td>
<td>2645</td>
<td>4823</td>
<td>10558</td>
</tr>
<tr>
<td>Final</td>
<td>2945</td>
<td>2172</td>
<td>4650</td>
<td>9767</td>
</tr>
</tbody>
</table>

Table 1: Medical self-disclosure datasets statistics. The final dataset refers to the merged dataset comprising both the original MEDSD and our new dataset expansion after refinement.

Final agreement: 93.59% of records did not require adjudication, and the averaged pairwise Cohen’s kappa (Landis and Koch, 1977) was 0.81 across the entire dataset, indicating high agreement in line with that originally reported for MEDSD. Per-class agreement was calculated at $\kappa = 0.85$, $\kappa = 0.74$, and $\kappa = 0.85$ for the No SD, Possible SD, and Clear SD classes, respectively. We release both the averaged scores and discretized class labels with our dataset.

### 3.3 Dataset Refinement

We observed that a sizable portion of mispredictions by the MEDSD baseline on our new expansion were adjudicated instances. After further manual review of the full MEDSD including our expansion, we discarded instances that required adjudication (791 total) from further inclusion in our experiments. Our rationale for this refinement step is that these cases may have arisen from ambiguous context, systemic and conflicted understanding of certain nuances in the annotation guidelines, or occasional annotation mistakes that produced labels that the adjudicator considered to have reasonable justification (Kilgarriff, 1998).

After refinement, the final, merged dataset comprising the pruned MEDSD and our expansion without adjudicated records includes 9,767 instances (4,650 Clear SD, 2,172 Possible SD, and 2,945 No SD instances). Table 1 provides more details regarding the dataset composition and class distribution. Table 9 in the appendix also illustrates the performance change observed when running the benchmark model on the final, refined dataset versus the raw merged version. We release our refined MEDSD alongside our other data as an additional resource for the community.

### 3.4 Clinical Validation

Since our annotators did not have external clinical expertise, we also recruited a clinical expert (a frequent collaborator who holds graduate degrees in the healthcare domain and has worked in clinical settings) to manually label a subset of our data. We randomly selected a sample of 1,465 data instances (15% of the final dataset size, evenly distributed across classes), and asked the expert to assign labels based on our annotation guidelines and drawing upon their own expertise.

We compared the expert labels with our gold standard, and observed high agreement. In total, 92.37% of the expert’s labels (1353/1465 instances) matched those in the gold standard, confirming our annotation reliability from a clinical perspective. At a per-class level, we observed 95.97% label compatibility with No SD instances, 83.84% compatibility with Possible SD instances, and 97.31% compatibility with Clear SD instances. In the appendix (Table 15), we briefly discuss some examples of disagreement between the gold standard and the clinical expert for further analysis.

### 4 Methods

We compared fine-tuned Transformer models from varying source domains on the task of medical self-disclosure detection (§4.2), and also studied the utility of data augmentation for automated dataset expansion within this domain (§4.3). We describe these studies in the following subsections.

#### 4.1 Data Preprocessing

We passed each instance in our final dataset through a two-step preprocessing pipeline. First, we converted all emojis to their American English CDLR short names (e.g., 😊 → :smiling face with smiling eyes:), since insight into an author’s emotional status may provide valuable clues to the presence of self-disclosure (Eisner et al., 2016; Felbo et al., 2017). Next, we replaced all numeric values with generic NUMBER_TOKENS. This prevented our models from drawing spurious conclusions regarding specific values, allowing them to recenter their focus on the presence of numeric content. To validate the utility of these preprocessing steps, we ran the MEDSD baseline (Valizadeh et al., 2021) on our final dataset without any preprocessing steps and with each step individually. We report our findings in Table 11 in the appendix, demonstrating that each step results in small but measurable performance improvements.
4.2 Models

One arm of our study focuses on the influence of pretraining style and task domain on task performance. This is naturally supported through the use of existing, externally-validated Transformer models that were originally leveraged for other research problems. We emphasize therefore that the novelty of our work is not in the model implementation itself, but in the study of its application to this new domain and the extent to which these models could sufficiently leverage and generalize from out-of-domain or near-domain data. We focused our comparison of Transformer-based models on those that are pretrained on health or social media data. In total, we consider seven models: DistilBERT, RoBERTa, BioBERT, Bio-ClinicalBERT, Bio-RedditBERT, MentalBERT, and Bertweet.

DistilBERT was the highest-performing model in our initial experiments on MedSD, and is the current state of the art for this task. The model achieves comparable performance to larger Transformer-based models while requiring much less time and space through the use of knowledge distillation (Sanh et al., 2019), and is often used for lower-resource tasks. In contrast, RoBERTa replicates BERT but is trained on larger batches, a higher number of epochs, and more training data, often resulting in higher performance than the original BERT model (Liu et al., 2019). Both DistilBERT and RoBERTa are trained on general domain data (BookCorpus and Wikipedia for both, and additional news and web data for RoBERTa).

BioBERT leverages nearly the same architecture as BERT, but it is pretrained on large biomedical corpora (Lee et al., 2020). Prior work has shown that it outperforms other BERT-based models at biomedical text classification tasks (Mitra et al., 2021; Zhu et al., 2020). Although BioBERT is designed to perform well on biomedical tasks specifically, these may differ from tasks using clinical notes or more casual health discourse. Bio-ClinicalBERT is pretrained on two million clinical notes from the MIMIC-III v1.4 database (Johnson et al., 2016; Alsentzer et al., 2019), and Bio-RedditBERT is initialized from BioBERT (Lee et al., 2020) and then further pretrained on health-related Reddit posts (Basaldella et al., 2020). MentalBERT is pretrained on mental health posts collected from Reddit (Ji et al., 2022). Finally, Bertweet was pretrained using RoBERTa’s training procedures on a massive amount (80 GB) of uncompressed English tweet text, including 845,000,000 Tweets streamed from January 2012 to August 2019 and 5,000,000 Tweets related to the Covid-19 pandemic. It outperformed previous models on a wide variety of social media tasks (Nguyen et al., 2020).

We fine-tuned each included model separately for our task. We applied model gradual layer freezing, and optimized model hyperparameters using grid search. Table 13 provides additional details regarding the fine-tuned hyperparameters.

4.3 Data Augmentation

Manual dataset expansion, as described in Section 3, can be expensive and time-consuming. Data augmentation (DA) strategies can be used to automatically increase training set size, offering an attractive way to reduce overfitting or other issues causing poor predictive performance (Bayer et al., 2021; Feng et al., 2021). They also offer an opportunity to shift the class distribution of unbalanced datasets through generation of additional samples for specific classes, and they have grown more common in NLP recently (Feng et al., 2021).

Although DA techniques have not been explored in the context of self-disclosure detection, this task offers an intriguing testbed for these experiments since it relies on nuanced language with uneven class distribution (see Table 1). We experimented with the following DA techniques to synthetically expand our dataset and balance its distribution:

- **Backtranslation Augmentation (BT):** Data is translated to a different target language (in this case, German) and then back to the source language (English). This often paraphrases the original text (Beddiar et al., 2021).

- **WordNet Synonym Augmentation (WS):** One or more words, depending on a fine-tuned hyperparameter aug_p that controls the percentage of words to be augmented, are replaced with their synonyms from WordNet, a large English lexical database (Ramachandran and Parvathi, 2021).\(^2\) We set aug_p=0.3 in our experiments.

- **Masked Language Model Augmentation (MLM):** A random sample of words is “masked out” and a pretrained Transformer model is used to restore the text to its original version, typically resulting in a paraphrase

\(^2\)https://wordnet.princeton.edu/
We experiment with DistilBERT (Sanh et al., 2019) and RoBERTa (Liu et al., 2019) backbones for this technique.

- **Target-Aware Data Augmentation (TA):** The masked word is conditioned on both its context and the prepended auxiliary sentence that contains target and label information, producing alternative versions of the original text that are geared toward a specific target (in our case, the specific target is medical self-disclosure) (Li and Caragea, 2021).

We generated augmented data for the Possible SD and No SD classes using each of these techniques as a separate condition. We fine-tune the augmentation ratio, a hyperparameter indicating the multiplicative factor by which the dataset size is increased, setting it to 2 for Possible SD and 1.5 for No SD. Figure 5 in the appendix demonstrates that the DA process resulted in a relatively balanced training set (3,488 Clear SD, 3,258 Possible SD, and 3,488 No SD instances). Following standard protocol we did not augment the validation or test sets, to avoid introducing potential biases and allow for direct comparison with other models.

To compare DA approaches with one another, we train our best-performing model from our modeling experiments (§5.2) on separate combinations of the final, manual dataset and each of the synthetic dataset expansions (BT, WS, DistilBERT MLM, RoBERTa MLM, and TA). We additionally compare to a baseline no augmentation condition trained only on the final, manual dataset.

## Evaluation

We compare model performance using accuracy, precision, recall, and macro-averaged $F_1$, following prior work on self-disclosure detection (Valizadeh et al., 2021; Balani and De Choudhury, 2015). For each experiment, we randomly split the specified data into training (80%), validation (10%), and test (10%) subsets. We measure the efficacy of our manual dataset expansion (§5.1), empirically compare the performance of the proposed Transformer models (§5.2), and evaluate the performance of DA techniques for medical self-disclosure (§5.3).

### Does more (manual) data lead to better performance?

To investigate whether the manual expansion of MEDSD directly results in increased model performance, we train DistilBERT, the MEDSD benchmark, separately on the original MEDSD and the final dataset (Table 2). The model trained on the final dataset exhibits relative percentage increases of 5.39% and 6.87% for accuracy and $F_1$, respectively, compared to the model trained on MEDSD. This suggests that manual data expansion boosts performance for this task, regardless of model architecture or pretraining settings.

However, there also appears to be a limit to which more manual data results in meaningful improvements. Figure 2 shows DistilBERT performance at gradually increasing training dataset sizes, exhibiting a flattening performance curve approaching the final dataset size. Although this suggests a performance plateau approaching the full size of the manually-annotated dataset, further experiments are needed to justify a broader claim that training set size is detached from performance beyond a certain size threshold. We move closer towards validating this claim with the findings from our data augmentation experiments (§5.3).

![Figure 2: Training dataset size versus DistilBERT performance scores. Accuracy and $F_1$ both shown as a percentage (%) to facilitate presentation.](image-url)

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc.</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDSD</td>
<td>76.77</td>
<td>0.7497</td>
<td>0.7241</td>
<td>0.7313</td>
</tr>
<tr>
<td>Final</td>
<td>80.91</td>
<td>0.7832</td>
<td>0.7810</td>
<td>0.7816</td>
</tr>
</tbody>
</table>

Table 2: Comparison between DistilBERT models trained on the original MEDSD and final datasets, separately. Accuracy shown as a percentage (%).

---

3The MEDSD results reported in Table 2 (top row) are lower than we observed previously (Valizadeh et al., 2021). After replicating those experiments for this study with different random seeds to assess statistical significance, we found that when averaged across numerous runs, multinomial DistilBERT achieves the performance values reported here. These scores remain higher than the other baselines studied by Valizadeh et al. (2021), and the conclusions resulting from those earlier experiments still hold (and are statistically significant).
Table 3: Model performance comparison. Accuracy shown as a percentage (%).

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc.</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>DistilBERT</td>
<td>80.91</td>
<td>0.7832</td>
<td>0.7810</td>
<td>0.7816</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>84.40</td>
<td>0.8172</td>
<td>0.7927</td>
<td>0.7968</td>
</tr>
<tr>
<td>BioBERT</td>
<td>84.35</td>
<td>0.8117</td>
<td>0.8219</td>
<td>0.8173</td>
</tr>
<tr>
<td>Bio-ClinicalBERT</td>
<td>83.10</td>
<td>0.8042</td>
<td>0.7889</td>
<td>0.7954</td>
</tr>
<tr>
<td>Bio-RedditBERT</td>
<td>85.15</td>
<td>0.8241</td>
<td>0.8250</td>
<td>0.8245</td>
</tr>
<tr>
<td>MentalBERT</td>
<td>85.42</td>
<td>0.8357</td>
<td>0.8282</td>
<td>0.8208</td>
</tr>
<tr>
<td>BERTweet</td>
<td>87.67</td>
<td>0.8528</td>
<td>0.8551</td>
<td>0.8537</td>
</tr>
</tbody>
</table>

Table 4: Performance comparison for DA techniques. MLM-R and MLM-D use RoBERTa and DistilBERT backbones, respectively. NA refers to the no augmentation condition. Accuracy shown as a percentage (%).

<table>
<thead>
<tr>
<th>Technique</th>
<th>Acc.</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLM-R</td>
<td>86.28</td>
<td>0.8388</td>
<td>0.8271</td>
<td>0.8325</td>
</tr>
<tr>
<td>MLM-D</td>
<td>85.88</td>
<td>0.8355</td>
<td>0.8228</td>
<td>0.8286</td>
</tr>
<tr>
<td>TA</td>
<td>85.48</td>
<td>0.8298</td>
<td>0.8362</td>
<td>0.8321</td>
</tr>
<tr>
<td>WS</td>
<td>86.01</td>
<td>0.8363</td>
<td>0.8196</td>
<td>0.8263</td>
</tr>
<tr>
<td>BT</td>
<td>86.42</td>
<td>0.8389</td>
<td>0.8470</td>
<td>0.8420</td>
</tr>
<tr>
<td>NA</td>
<td>87.67</td>
<td>0.8528</td>
<td>0.8551</td>
<td>0.8537</td>
</tr>
</tbody>
</table>

5.2 How do pretraining style and task domain impact model performance?

We present the results of our model comparison in Table 3. BERTweet achieved the highest performance, with accuracy=87.67% and F₁=0.8537. The model outperformed the existing DistilBERT baseline by relative percent increases in accuracy and F₁ of 8.35% and 9.22%, respectively. We applied McNemar-Bowker’s test (α = 0.05), an extension of McNemar’s test designed to accommodate more than two classes (McNemar, 1947), to assess the statistical significance of our results. We observe that all differences are statistically significant (p <= 0.05).

5.3 Does more (augmented) data lead to better performance?

To investigate whether the synthetic expansion of the dataset leads to further performance boosts beyond those observed from the manual dataset expansion, we retrained BERTweet on each augmented version of the dataset described in §4.3. We report our results in Table 4. Backtranslation resulted in the best model performance among all DA approaches with accuracy=86.42% and F₁=0.8537. However, BERTweet with no augmentation outperformed all other conditions. The outcomes from this experiment suggest that synthetic expansion beyond the current dataset size is unlikely to lead to substantial model improvement. This also offers supporting evidence for the insights from Figure 2, discussed in §5.1.

6 Discussion

6.1 Lessons Learned from Model Comparison

To further disentangle the differences in observed model performances, we computed per-class accuracy for each model (Table 5). The DistilBERT baseline had acceptable performance when predicting No SD and Clear SD instances with 88.70% and 87.60% accuracy, respectively, but poor performance in detecting Possible SD instances, dropping to 56.25% accuracy. RoBERTa resulted in higher accuracy for the No SD and Clear SD classes (relative percent increases of 7.04% and 2.79%, respectively) while also offering a slight improvement in detecting Possible SD instances.

Our task’s reliance on social media data in the medical domain drove our selection of models pretrained primarily on social media data (BERTweet), medical data (BioBERT and Bio-ClinicalBERT), and data at the intersection of both domains (Bio-RedditBERT and MentalBERT) for our experiments. We anticipated that BioBERT and Bio-ClinicalBERT would result in improved recognition of Clear SD instances, and these expectations were confirmed with per-class performance increased by 3.29% and 5.38%, respectively, relative to DistilBERT. Bio-RedditBERT and MentalBERT achieved higher performance still, with relative performance increases in the Possible SD class in particular of 20.01% and 21.15% over the baseline, emphasizing the importance of text style in addition to domain specificity.

Interestingly, our strongest model overall was BERTweet, which is pretrained primarily on social media data although a small subset of the data did have a specific health focus. This suggests that ultimately, stylistic patterns may be more important than task-based knowledge when recognizing specific forms of self-disclosure. At the class level, models trained entirely on healthcare datasets (e.g., Bio-ClinicalBERT) experience performance boosts when detecting Clear SD instances, and models trained on social media datasets (e.g., BERTweet) achieve substantial increases in their detection of Possible SD instances, which was the most challenging class for human annotators (§3.2).
Table 5: Accuracy per class for all the models implemented for detecting medical self-disclosure. Accuracy is shown as a percentage (%).

<table>
<thead>
<tr>
<th>Model</th>
<th>No</th>
<th>Possible</th>
<th>Clear</th>
</tr>
</thead>
<tbody>
<tr>
<td>DistilBERT</td>
<td>88.70</td>
<td>56.25</td>
<td>87.60</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>94.95</td>
<td>57.48</td>
<td>90.05</td>
</tr>
<tr>
<td>BioBERT</td>
<td>89.79</td>
<td>63.69</td>
<td>90.49</td>
</tr>
<tr>
<td>Bio-ClinicalBERT</td>
<td>88.86</td>
<td>58.27</td>
<td>92.32</td>
</tr>
<tr>
<td>Bio-RedditBERT</td>
<td>90.71</td>
<td>67.51</td>
<td>91.27</td>
</tr>
<tr>
<td>MentalBERT</td>
<td>91.64</td>
<td>68.15</td>
<td>90.83</td>
</tr>
<tr>
<td>BERTweet</td>
<td>89.38</td>
<td>78.66</td>
<td>91.45</td>
</tr>
</tbody>
</table>

Table 6: Comparison of per-class accuracy for the BERTweet model trained on the backtranslation-augmented (BT) and non-augmented (NA) datasets. Accuracy is shown as a percentage (%).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No</th>
<th>Possible</th>
<th>Clear</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>93.72</td>
<td>70.94</td>
<td>92.27</td>
</tr>
<tr>
<td>NA</td>
<td>89.38</td>
<td>78.66</td>
<td>91.45</td>
</tr>
</tbody>
</table>

6.2 Factors Influencing Data Augmentation

Our experiments did not provide conclusive evidence that data augmentation can be effectively leveraged to detect medical self-disclosure. This is understandable since the task is known to rely on often-subtle language patterns (Valizadeh et al., 2021; Reuel et al., 2022). We examined the per-class performance of our BERTweet model fine-tuned on our backtranslation-augmented dataset compared to the no augmentation condition (Table 6) to develop a deeper understanding of opportunities for future improvement.

We find that data augmentation resulted in small performance increases when predicting No SD and Clear SD, but larger performance reductions when predicting Possible SD instances. Although initially counterintuitive since our primary goal in augmenting data was to balance the class distribution (for which frequency was lowest in the Possible SD class), we conducted further analyses to pinpoint underlying factors. To analyze the linguistic patterns associated with augmented and non-augmented instances, we computed the log odds ratio with an informative Dirichlet prior (Monroe et al., 2008; Hessel, 2016) for both versions of No SD and Possible SD (Figures 3 and 4).

We found that after augmenting the dataset, the ratio of third-person nouns (e.g., “people” or “person”) increased in the No SD class (Figure 3). This may have strengthened the model’s inverse association between the use of external language and the confirmed disclosure of medical information, resulting in the observed 4.85% increase in accuracy for No SD. The ratio of “feeling” keywords in the Possible SD class also increased. Prior to DA, these words were more prominent in the Clear SD class than the Possible SD class (612 and 331 tokens prior to DA, respectively, and 621 and 622 tokens after), due to their use when expressing physical or mental symptoms. We found that 18.1% of mispredicted Possible SD instances contained “feeling” keywords prior to DA, and 29.54% of mispredicted Possible SD instances contained these keywords after DA. Thus, it appears that backtranslation created a harmful distributional shift in the expression of feeling language across classes. Finally, we suspect that despite its outperformance over other techniques, backtranslation is still limited in its ability to create convincing synthetic data for this task and may not have captured subtleties in writing style that (as observed in our model comparison) are important (Longpre et al., 2020; Beddiar et al., 2021). As a result, the introduction of synthetically augmented data to the learning process may have merely added noise.

Although our data augmentation experiments did not produce positive results, we note that this is the first exploration of augmentation in the context of
medical self-disclosure. Negative findings move the dial toward more fully understanding the performance boundaries of this and related tasks, and the recent movement towards leaderboards rather than hypothesis-driven investigations in NLP has contributed to the under-reporting of negative results (Tafreshi et al., 2022). This can slow progress as scientists repeat experiments that they are unaware have already been attempted, often with substantial effort and carbon footprint. It is our hope that through reporting the negative outcomes from our DA experiments, we add to the growing knowledge base surrounding data augmentation for NLP and also lay the groundwork for future experiments in self-disclosure detection.

7 Conclusion

In this work, we study data source, quantity, and quality as it pertains to detecting medical self-disclosure. First, we manually expanded MEDSD with 3,919 additional instances and clinically validated its labels in collaboration with a healthcare expert. Next, we compared Transformer models pretrained on varying source datasets for predicting medical self-disclosure, finding that our best-performing model outperforms the state of the art by relative percentage increases of 14.19% and 16.73% for accuracy and F_1, respectively. Our findings also suggest that stylistic patterns prove more revealing than task-specific trends. Finally, we study data augmentation in the context of this task, finding that it poses many DA challenges. We document these in our analysis, opening the door to intriguing follow-up studies. We make our dataset and models available to the research community upon request, and we hope that our work can be used as a roadmap for future experiments in self-disclosure detection.
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Limitations

Our work is limited by several factors. Both the original MEDSD dataset and our own expanded version are imbalanced, resulting in some known performance weaknesses. We attempted to correct for this using data augmentation techniques, but across the wide range of techniques tested, none were able to improve performance beyond that of the no-augmentation baseline. Thus, we cannot provide conclusive evidence that synthetic dataset expansion is a valuable pursuit for this task (although we note that this negative finding in itself provides worthwhile direction for other researchers). The manual expansion of the medical self-disclosure dataset clearly improved performance, highlighting the effectiveness of human gold standard labels for this task; therefore, manual or semi-supervised dataset expansion may be a promising avenue for future model improvements.

Our highest performing model was BERTweet, which is pretrained on a massive amount of primarily general-domain social media data, although a small subset of it was focused on the Covid-19 pandemic. This suggests that stylistic patterns may be more important than domain knowledge for the recognition of specific forms of self-disclosure. Therefore, instead of limiting the methodology to transfer learning models in clinical and medical domains, future work should extend the range of
domains and text styles that are studied. It may be the case that the most worthwhile domains or stylistic cues for supporting this task are further from the target task, and as yet undiscovered.

All data and experiments reported in this paper were conducted on English data, which constrains the extent to which our claims can be generalized. Future work examining medical self-disclosure in languages that are less-resourced than English or that differ greatly in their morphological typology may provide crucial insight into the generalizability of our findings. Finally, training and fine-tuning large Transformer-based models often requires costly GPU resources. This limits the accessibility of running these experiments at scale.
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We intend for our dataset expansion and the proposed methods to be used as a tool to analyze the linguistic trends and other language behaviors associated with medical self-disclosure in online settings. Our experiments closely follow this intent, providing novel insight into the influence of different pre-training tasks and stylistic domains on the ability of our models to recognize possible and clear cases of medical self-disclosure. When the technology is being used as intended and functioning correctly, we anticipate that it may be of value to numerous downstream applications, primarily as a data analysis tool or as an avenue for providing information. When the technology is being used as intended but giving incorrect results, its value may decrease (since researchers or clinicians using the tool may need to discard their insights or may fail to replicate findings in subsequent experiments).
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A Data Collection

Our data collection and annotation process spanned four months. Similarly to our earlier work (Valizadeh et al., 2021), we covered numerous medical topics, ranging from mental to physical health issues. In Tables 7 and 8, we provide example instances from our dataset regarding some of these topics. We note that although we categorize these instances to facilitate presentation here, labels indicating specific health conditions are not included in our dataset.

B Data Refinement

After our manual data refinement process during which we removed the instances that required adjudication, we ran the benchmark model (DistilBERT) established in prior work (Valizadeh et al., 2021) on the final dataset versus the merged version. Table 9 presents the results of this experiment,
Physical Health Condition

Brain & Nerves

1. I get horrific migraines. The dizziness/feeling faint and spaced out feeling is the worst for me.
2. I have nerve testing next week and am going to have my thyroid retested. I also want an MRI and a brain scan. I feel hopeless.

Chest & Lungs

1. For the past year, I’ve had issues with taking in deep breaths, have had an X-Ray, CT Scan on my lungs and they couldn’t find anything.
2. There is a mass in my right lung and I need to go for a bronchoscopy this coming Monday to determine what exactly it is.

Bones, Joints, & Muscles

1. Finally after a month of waiting for results, I was told I do not have Rheumatoid Arthritis. I do wish that they would take my Osteoarthritis more seriously though. I’m glad you had your test and all seemed ok.
2. I am nearly 2 years total left knee replacement and was a massive diet coke drinker before surgery. However, since surgery on March 16, I haven’t been able to drink the stuff, makes me sick.

Gut, Bowel, & Stomach

1. I recently had appendicitis and got my appendix removed about a month ago.
2. I went to several doctors for three and a half months with these symptoms to no avail after various negative tests. I was eventually diagnosed with IBS.

Mental Health Condition

Anxiety Disorders

1. I have Panic Disorder and Generalized Anxiety Disorder. It is well maintained and I have not had a panic attack in years.
2. I start PT on Monday and I’m hoping I get a therapist that is understanding. I don’t need to cry more than I already have or have anymore anxiety attacks.

Post Traumatic Stress Disorder (PTSD)

1. I also suffer from C-PTSD so everything is accentuated and I can’t wait till this transition is over for all of us.
2. I did not sleep for 6 months due to PTSD maybe micro sleeps. I just laid in bed wide awake or with eyes closed.

Depression

1. Since my depression is genetic, it’s been following me around for a while. It’s always hung around me, but in the past couple of months it hit me again and I was struggling for the longest time.
2. I suffered from depression for many years but it is nowhere near as bad as it was because I am on ad’s and had counselling. Now I can live with it and have a good life which means something to me.

Bipolar Disorder

1. I’ve only been diagnosed Bipolar just over a month ago. I am very new to it, but looking back over many years I realise I’ve had it for a while.
2. One of the meds I am taking for Bipolar is Seroquel at night. And after eliminating everything else, it seems that the Seroquel might be the cause of it.

Table 7: Some of the physical health-related topics covered in our dataset.

Table 8: Some of the mental health-related topics covered in our dataset.
showing relative percentage increases of 3.37%, 3.14%, 1.79%, and 2.41% for accuracy, precision, recall, and F₁, respectively. We also ran our highest performing model (BERTweet) established in Section §5.2 on the final dataset versus the merged version. Table 10 presents the results of this experiment, showing relative percentage increases of 3.16%, 1.87%, 3.47%, and 2.22% for accuracy, precision, recall, and F₁, respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Acc.</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merged</td>
<td>78.27</td>
<td>0.7593</td>
<td>0.7672</td>
<td>0.7632</td>
</tr>
<tr>
<td>Final</td>
<td>80.91</td>
<td>0.7832</td>
<td>0.7810</td>
<td>0.7816</td>
</tr>
</tbody>
</table>

Table 9: Model performance before and after data refinement. The model used for this experiment is the baseline, a DistilBERT model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Acc.</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merged</td>
<td>84.98</td>
<td>0.8371</td>
<td>0.8264</td>
<td>0.8351</td>
</tr>
<tr>
<td>Final</td>
<td>87.67</td>
<td>0.8528</td>
<td>0.8551</td>
<td>0.8537</td>
</tr>
</tbody>
</table>

Table 10: Model performance before and after data refinement. The model used for this experiment is our highest performing model, a BERTweet model (§5.2).

C Data Preprocessing

To validate the utility of the preprocessing techniques described in §4.1, we ran our DistilBERT benchmark and our highest performing model BERTweet on the final dataset without any preprocessing steps and with each step individually. We report our findings in Tables 11 and 12, demonstrating that each step results in small but measurable performance improvements.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Model (No Preprocessing)</td>
<td>77.21%</td>
</tr>
<tr>
<td>Base + DeEmojifying</td>
<td>78.07%</td>
</tr>
<tr>
<td>Base + Number Replacement</td>
<td>78.02%</td>
</tr>
</tbody>
</table>

Table 11: Model performance in accuracy (%) before and after applying each preprocessing technique. Base model refers to our baseline DistilBERT model, trained on the final dataset (§5.1).

D Experimental Settings

We optimized model hyperparameters using grid search. Table 13 shows the final hyperparameters we used when training our models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Learning Rate</th>
<th>Batch Size</th>
<th>Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>DistilBERT</td>
<td>2e-6</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>2e-5</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>BioBERT</td>
<td>2e-5</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Bio-ClinicalBERT</td>
<td>2e-5</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Bio-RedditBERT</td>
<td>2e-5</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>MentalBERT</td>
<td>2e-5</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>BERTweet</td>
<td>2e-5</td>
<td>8</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 13: Models’ final hyperparameters.

E Data Augmentation

We generated augmented data for the Possible SD and No SD classes using each of the techniques described in §4.3 as a separate condition. We fine-tune the augmentation ratio, a hyperparameter indicating the multiplicative factor by which the dataset size is increased, setting it to 2 for Possible SD and 1.5 for No SD. Figure 5 demonstrates that the DA process resulted in a relatively balanced training set (3,488 Clear SD, 3,258 Possible SD, and 3,488 No SD instances).

Figure 5: Distribution of training instances before and after data augmentation technique.
F Per-Class Performance for Data Augmentation Techniques

Our experiments did not provide conclusive evidence that data augmentation can be effectively leveraged for the task of detecting medical self-disclosure. This is somewhat unsurprising since the task is known to be challenging due to its reliance on often-subtle language patterns (Valizadeh et al., 2021; Reuel et al., 2022). We further examined the per-class performance of our best-performing model (BERTweet fine-tuned on various augmented datasets) compared to the no augmentation condition to develop a deeper understanding of opportunities for future improvement, and present the results in Table 14.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO SD</th>
<th>POSSIBLE SD</th>
<th>CLEAR SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLM-R</td>
<td>90.95</td>
<td>64.64</td>
<td>92.53</td>
</tr>
<tr>
<td>MLM-D</td>
<td>89.79</td>
<td>63.64</td>
<td>92.40</td>
</tr>
<tr>
<td>TA</td>
<td>89.95</td>
<td>68.47</td>
<td>89.92</td>
</tr>
<tr>
<td>WS</td>
<td>93.03</td>
<td>60.19</td>
<td>90.67</td>
</tr>
<tr>
<td>BT</td>
<td>93.72</td>
<td>70.94</td>
<td>92.27</td>
</tr>
<tr>
<td>NA</td>
<td>89.38</td>
<td>78.66</td>
<td>91.45</td>
</tr>
</tbody>
</table>

Table 14: Comparison of per-class accuracy for the BERTweet models trained on the augmented and non-augmented (NA) datasets. Accuracy is shown as a percentage (%).

G Clinical Validation

After our clinical validation process, we observed high agreement between the clinical expert and our gold standard: in total, 92.37% of the expert’s labels (1353 of the 1465 instances) matched those in the gold standard. However, there were some instances for which our annotators and the clinical expert did not agree. Table 15 presents some of these instances, along with commentary provided by our clinical expert to offer additional insight into their thought process and rationale.
<table>
<thead>
<tr>
<th>Instance</th>
<th>Clinical Label</th>
<th>Gold Standard</th>
<th>Expert’s Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Although the madness part of King George I might be close to. Stephen Fry is an idol of mine, and someone I watch closely for obvious link in the field of mental health but if he’s Premier League I’d barely count as a part time player!</td>
<td>Clear SD</td>
<td>Possible SD</td>
<td>Although a specific diagnosis is not referenced, when viewed from a clinical perspective this is a clear disclosure of a mental health problem.</td>
</tr>
<tr>
<td>I don’t want to die but I can’t afford to live with pain of emotions that I am worth less and no one needs me!</td>
<td>Clear SD</td>
<td>Possible SD</td>
<td>Similar to above, clinical expertise affords additional sensitivity to mental health disclosures.</td>
</tr>
<tr>
<td>I have had a perfectly awful past year...the worst ever in my life. I have been in perimenopause for about 4-6 years now (hard to know for sure), I have been on here begging for advice on what I can do to ease my suffering and I was struck with a major realization today!</td>
<td>Possible SD</td>
<td>Clear SD</td>
<td>Menopause itself is not a medical problem since it is a natural circumstance; thus, focus should instead be placed on the suffering that is referenced but unspecific.</td>
</tr>
<tr>
<td>I’m also going through hormonal changes so its been rough trying to figure out whats causing what.</td>
<td>Possible SD</td>
<td>Clear SD</td>
<td>Again, hormonal changes are a natural circumstance rather than a healthcare problem; focus should be placed on the unspecified issues.</td>
</tr>
<tr>
<td>I’m honestly aware that it’s extremely unlikely for a 16 year old to end up with colon cancer, but it does happen in rare occasions so it’s hard for me to completely let go of the idea.</td>
<td>No SD</td>
<td>Possible SD</td>
<td>It is unclear whether this disclosure is in reference to the poster.</td>
</tr>
<tr>
<td>We have to tell our drs that we are not stupid nor irresponsible with test results. It is your body/health and you need to know and understand what is happening and not kept in the dark.</td>
<td>No SD</td>
<td>Possible SD</td>
<td>Advocating for rights or expertise is not a disclosure of a medical concern in itself.</td>
</tr>
</tbody>
</table>

Table 15: Instances with disagreements in the clinical validation process.