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Introduction

Welcome to the EACL 2023 Student Research Workshop!

The EACL 2023 Student Research Workshop (SRW) is a forum for students in the field of Computational
Linguistics and Natural Language Processing to come together to discuss and advance their research with
help from more experienced researchers from both academia and industry.

Following the tradition of the previous student research workshops, we have two tracks: research papers
and thesis proposals. The research paper track is a venue for PhD students, Master’s students, and
advanced undergraduate students to describe completed work or work-in-progress along with preliminary
results. The thesis proposal track is offered for students who have decided on a thesis topic and are
interested in receiving feedback for their proposal with suggestions for both making the ideas achievable,
as well as discussions related to future directions for their work.

The student research workshop has received considerable attention, and papers have addressed research
questions in various areas and in several different languages. After excluding the withdrawn submissions,
we received 40 submissions in total: 7 thesis proposals and 33 research papers. We accepted 6 thesis
proposals and 13 research papers, resulting in an overall acceptance rate of ≈ 48%. Excluding non-
archival papers, 16 papers appear in these proceedings. All the accepted papers will be presented as part
of the EACL conference.

Mentoring is a core part of the SRW. In keeping with previous years, we organized pre-submission men-
toring to improve the writing style and presentation of submissions. A total of 8 papers participated in
this program. It offered students the opportunity to receive guidance from an experienced researcher
before their submission was peer-reviewed for acceptance. We also offered post-submission mentor-
ship for improving the quality of the poster presentation of accepted papers. A total of 13 submissions
participated in this program.

We thank our program committee members for providing careful and comprehensive reviews for the
papers, and all of our mentors for donating their time to provide feedback to our student authors. Thanks
to our faculty advisors, Valerio Basile and Natalie Schluter, for the essential advice and suggestions, and
to the EACL 2023 organizing committee for their support in the entire process. Finally, we would like to
thank all the authors whose participation has made the workshop a success!
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Abstract

Although the curse of multilinguality signifi-
cantly restricts the language abilities of mul-
tilingual models in monolingual settings, re-
searchers now still have to rely on multilin-
gual models to develop state-of-the-art systems
in Vietnamese Machine Reading Comprehen-
sion. This difficulty in researching is because
of the limited number of high-quality works
in developing Vietnamese language models.
In order to encourage more work in this re-
search field, we present a comprehensive anal-
ysis of language weaknesses and strengths of
current Vietnamese monolingual models us-
ing the downstream task of Machine Reading
Comprehension. From the analysis results, we
suggest new directions for developing Viet-
namese language models. Besides this main
contribution, we also successfully reveal the
existence of artifacts in Vietnamese Machine
Reading Comprehension benchmarks and sug-
gest an urgent need for new high-quality bench-
marks to track the progress of Vietnamese Ma-
chine Reading Comprehension. Moreover, we
also introduced a minor but valuable modifica-
tion to the process of annotating unanswerable
questions for Machine Reading Comprehension
from previous work. Our proposed modifica-
tion helps improve the quality of unanswer-
able questions to a higher level of difficulty for
Machine Reading Comprehension systems to
solve.

1 Introduction

Machine Reading Comprehension (MRC) is a chal-
lenging research field in Natural Language Pro-
cessing, in which systems learn to predict answers
for the questions inputted by users given a rele-
vant context. MRC has many real-world appli-
cations such as Open Domain Question Answer-
ing (Chen et al., 2017) and conversational Ques-
tion Answering (Reddy et al., 2019). Thanks to
the rapid development of pre-trained large lan-
guage models, performances of MRC systems show

substantial progress. Pre-trained large language
models are typically deep learning models de-
signed based on the architecture of the Transform-
ers model (Vaswani et al., 2017). These models are
pre-trained on very large text corpora using unsu-
pervised tasks such as Masked Language Model
and Next Sentence Prediction (Devlin et al., 2019).
After the pre-training phase, researchers can lever-
age the language understanding of these models
by fine-tuning them on downstream tasks such as
MRC. After being fine-tuned, these language mod-
els can achieve state-of-the-art performances on
many benchmarks.

Researchers also pre-train multilingual models
which are transformers-based models pre-trained
with text corpora in over 100 languages Con-
neau et al. (2020); Devlin et al. (2019). Although
multilingual models do not rely on direct cross-
lingual supervision while being pre-trained, they
can achieve surprisingly high performances on dif-
ferent tasks in multilingual settings. Besides, these
multilingual models also excel in monolingual set-
tings, especially in low-resource languages, where
the number of high-quality works in developing
monolingual language models is still limited. How-
ever, the abilities of multilingual language mod-
els are restricted by the curse of multilinguality
(Conneau et al., 2020): pre-training a multilingual
model with a fixed capacity on an increasing num-
ber of languages only improves its performances up
to a certain point. Therefore, pre-trained multilin-
gual models often show many language weaknesses
compared to monolingual counterparts in monolin-
gual settings.

Following the success of pre-trained models in
English (Devlin et al., 2019; Zhuang et al., 2021),
researchers all over the world carry out many high-
quality works in pre-training monolingual language
models such as CamemBERT (Chan et al., 2020) in
French, GELECTRA (Martin et al., 2020) in Ger-
man, and PhoBERT (Nguyen and Tuan Nguyen,
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2020) in Vietnamese. These monolingual models
also achieve state-of-the-art performance on nu-
merous benchmarks, directly empowering the field
of Natural Language Processing to develop in their
respective languages.

Facilitated by the development of pre-trained
language models, MRC has recently also shown
great progress in many languages. For example,
RoBERTa (Liu et al., 2019), CamemBERT (Martin
et al., 2020) and GELECTRA (Chan et al., 2020)
achieve near human performances on SQuAD (Ra-
jpurkar et al., 2018), FQuAD (d’Hoffschmidt et al.,
2020; Heinrich et al., 2021) and GermanQuAD
(Möller et al., 2021), respectively. However, for
other low-resource languages, such as Vietnamese,
the performances of pre-trained language mod-
els are significant far lower than that of humans
(Nguyen et al., 2022). We can explain these dif-
ficulties in research by the underdevelopment of
Vietnamese monolingual language models. As a
result, most researchers (Nguyen et al., 2021a; Hai
et al., 2021; Nguyen and Do, 2021; Nguyen et al.,
2020c) in Vietnamese MRC have to use multilin-
gual models, which have many limitations in mono-
lingual settings, as the cores of their MRC systems.

The difficulties that Vietnamese MRC re-
searchers encounter, together with the limited num-
ber of works on Vietnamese monolingual models,
suggest that more high-quality research into Viet-
namese monolingual models is urgently needed.
Therefore, in order to suggest new directions for
these future works, we attempt to reveal the lan-
guage weaknesses of monolingual models by ana-
lyzing the performances of monolingual models in
comparison with those of multilingual ones.

In this work, we choose to investigate the per-
formances of models on MRC because it is a suit-
able task for exploring the weaknesses of language
models from multiple linguistic aspects. MRC al-
lows us to examine the performance of models on
lexical aspects, single-sentence level aspects, and
multi-sentence level aspects of natural language.
For instance, in order to answer "Who" questions,
MRC models must be competent in recognizing the
person’s name in a sentence, demonstrating their
proficiency in Named Entity Recognition. Besides,
to fully understand the given context, MRC mod-
els are expected to acquire extraordinary Reading
Comprehension skills such as coreference reso-
lution and bridging, which are part of the multi-
sentence level aspects of language understanding.

We focus our analysis on unanswerable ques-
tions because unanswerable questions proposed
by Nguyen et al. (2022) are much more challeng-
ing than answerable questions in the same dataset,
which directly creates more materials for us to re-
veal the language weaknesses of models. Addition-
ally, since Nguyen et al. (2022) proposed a novel
method for annotating unanswerable questions,
which involves instructing annotators to use various
techniques to transform answerable questions into
unanswerable ones instead of generating unanswer-
able questions from scratch, UIT-ViQuAD 2.0 has
successfully introduced many new types of unan-
swerable questions. Therefore, we have a more
diverse range of language aspects to analyze the
performances of models on.

we initially examine the performance of mono-
lingual and multilingual models on the UIT-
ViQuAD 2.0 development set. However, we con-
cern that the development set of UIT-ViQuAD 2.0
may not be sufficiently challenging to expose the
language weaknesses of models on specific lan-
guage aspects. Hence, we annotate a new set of
high-quality unanswerable questions on an out-
of-domain corpus to further analyze the language
proficiency of both monolingual and multilingual
models.

Our contributions are summed as follows:

1. Our work successfully discovers different
language weaknesses and strengths of Viet-
namese monolingual models. Results from
our work provide good directions for future
works on more robust Vietnamese monolin-
gual models.

2. To more accurately assess the language abili-
ties of models, we propose a new method for
annotating high-quality unanswerable ques-
tions that successfully further challenge cur-
rent systems in MRC.

3. Results from our analysis reveal that new high-
quality Vietnamese Machine Reading Com-
prehension benchmarks are urgently needed.

2 Related Work

Unanswerable Questions. Unanswerable ques-
tions in MRC draw much attention from the re-
search community after the publication of SQuAD
2.0 (Rajpurkar et al., 2018). Following the guide-
lines proposed by Rajpurkar et al. (2018), unan-
swerable questions in MRC are introduced in MRC
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of other languages such as French in FQuAD
2.0 (Heinrich et al., 2021) and Vietnamese in
UIT-ViQuAD 2.0 (Nguyen et al., 2022). The
research community commonly refers to unan-
swerable questions in SQuAD, FQuAD, and UIT-
ViQuAD as "artificial unanswerable questions" be-
cause annotators are instructed to intentionally cre-
ate questions that cannot be answered using the
information provided in the given context. On
the other hand, unanswerable questions that natu-
rally arise are also introduced recently in Natural
Questions (Kwiatkowski et al., 2019) and TyDi QA
(Clark et al., 2020), in which the evidence docu-
ments are provided after the questions are written
by annotators.
Multilingual versus Monolingual Models. Vulić
et al. (2020) probe an empirical analysis on mono-
lingual BERTs and mBERT across six languages
and five different lexical tasks. They show that
Monolingual BERT encodes significantly more
lexical information than mBERT.

Besides, Rust et al. (2021) compare pre-trained
multilingual language models with monolingual
counterparts regarding their monolingual task per-
formances in nine languages and five tasks to re-
veal the reason for the gap between the perfor-
mances of monolingual models and multilingual
models. This comprehensive analysis later reveals
that while pre-training data size played a vital role
in the performances of language models on down-
stream tasks, the monolingual tokenizers designed
by native speakers are also an important reason for
the high performances of monolingual models in
single-language settings. Results from this analysis
show that Nguyen and Tuan Nguyen (2020) sig-
nificantly contributed to the development of Viet-
namese language models with a high-quality to-
kenizer that is suitable for the unique linguistic
features of Vietnamese.

3 Models and Analysis Method

3.1 Models

In this work, to highlight the weaknesses of Viet-
namese language models, we compare the perfor-
mances of two Vietnamese monolingual language
models with those of two multilingual language
models.
Multilingual Language Models. We choose
mBERT (Devlin et al., 2019) and XLM-RoBERTa
(Conneau et al., 2020) as two multilingual mod-
els. Because we are investigating the weaknesses

of existing models of each language model type,
we decide to use XLM-RoBERTaLARGE, which
outperforms XLM-RoBERTaBASE in almost all
tasks of natural language processing. XLM-
RoBERTaLARGE has 24 transformer-based layers
with 560M parameters and was trained on 2394.3
GiB of text in 100 languages, in which 137.3 GiB
of 24.7 billion word tokens is Vietnamese text. On
the other hand, mBERT has 12 transformer-based
layers with 178M parameters and was trained in
104 languages, including Vietnamese.
Monolingual Language Models. We choose
the large version of PhoBERT (Nguyen and
Tuan Nguyen, 2020), and Vietnamese WikiBERT
(Pyysalo et al., 2021) as two competitive mono-
lingual models against multilingual counterparts.
PhoBERTLARGE is a transformer-based model with
370M parameters and is trained with 20GiB of 3
billion Vietnamese word tokens. The critical differ-
ence of PhoBERT from multilingual models is that
PhoBERT segments Vietnamese words before ap-
plying the Byte-Pair encoding methods (Sennrich
et al., 2016) to the pre-training data. For example,
while multilingual models tokenize the word “học
sinh”(student) as two tokens, “học” and “sinh”,
PhoBERT treats this whole word as a single token
“học_sinh” This is because white space in Viet-
namese is used to separate the syllables instead of
words.

On the other hand, Vietnamese WikiBERT has
101M parameters and is trained with 172M Viet-
namese tokens. Because researchers developing
Vietnamese WikiBERT are not Vietnamese na-
tive speakers, they do not acknowledge the unique
linguistic features of the Vietnamese language as
Nguyen and Tuan Nguyen (2020) do.

In this paper, for simplicity, we will refer to
PhoBERTLARGE, XLM-RoBERTaLARGE and Viet-
namese WikiBERT as PhoBERT, XLM-RoBERTa,
and WikiBERT, respectively.

3.2 Analysis Method

Following previous works (Rajpurkar et al., 2016,
2018; Nguyen et al., 2020a), we use two metrics,
Exact Match (EM) and F1-score, to evaluate the
overall performances of different models on Read-
ing Comprehension task.

• EM: (Exact Match) The percentage of an-
swers predicted by the MRC system match
exactly any one of the gold answer(s) anno-
tated by the human reader.
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EM(%) F1(%) Recallunanswerable(%) Recallanswerable(%)

monolingual
WikiBERT 46.51 55.84 50.68 74.37
PhoBERT 63.52 75.87 73.37 89.21

multilingual
mBERTour 57.66 66.84 65.84 80.47
mBERTVLSP 53.55 63.03 - -
XLM-RoBERTa 67.84 78.15 75.86 88.81

Table 1: Performance of models on the UIT-ViQuAD 2.0 Development set

• F1: F1-score measured the average overlap
between predicted answers with those in the
gold answers. For each question, we calculate
the F1 score of predicted answer with each
gold answer, and take the maximum F1 as the
F1 of the corresponding question.

Because we carry out our analysis on the test set
that requires models having abilities to recognize
unanswerable questions, we also take into consid-
eration the performances of models in classify-
ing answerable and unanswerable questions. Per-
formances on classification tasks are reported in
our analysis as Recall on answerable questions and
unanswerable questions.

• Recallunanswerable: The percentage of unan-
swerable questions that the model correctly
predicts as not having the answer in the given
context.

• Recallanswerable: The percentage of answer-
able questions that model attempt to answer.
In order to focus on the classification task, this
metric does not consider whether the model
predicts the correct answer.

Then, in order to analyze the performances of mod-
els on different language aspects, we annotate each
unanswerable question into one of 7 unanswerable
types, most of which are inspired by (Nguyen et al.,
2022).

Besides, as we focus on suggesting new direc-
tions for works in developing Vietnamese monolin-
gual models, instead of pointing out the weaknesses
of any single model, we focus on determining dif-
ferent hard language aspects that are challenging
for all investigated Vietnamese language models.
Thus, we define two new concepts for this purpose:

• Monolingual hard unanswerable questions:
Unanswerable questions that both WikiBERT
and PhoBERT attempt to answer.

• Multilingual hard unanswerable questions:
Unanswerable questions that both mBERT
and XLM-RoBERTa attempt to answer.

These concepts of monolingual and multilingual
hard unanswerable questions empower us to focus
on the language weaknesses that both monolingual
models have compared to the weaknesses of both
mBERT and XLM-RoBERTa. Thus, we can en-
courage future research to follow effective methods
from previous works and develop new methods to
deal with the existing weaknesses. To compare the
results between different experiments, we calculate
the percentage of monolingual and multilingual
hard unanswerable questions over the total number
of unanswerable questions in each unanswerable
type.

3.3 Experimental Settings

All models are trained with 28,457 questions in
training set of UIT-ViQuAD 2.0 (Nguyen et al.,
2022) in 2 epochs. We use Adam optimizer
(Kingma and Ba, 2015) with learning rate of
2 · 10−5, β1 = 0.9, β2 = 0.999, and 100 warm-
up steps for all 4 models. We fine-tuned all four
models on a single NVIDIA Tesla K80 provided
by Google Colaboratory. Due to these limited
resources in computation, we have to fine-tune
our models with a small number of samples per
batch. The fine-tuning batch size we use for XLM-
RoBERTa, mBERT, WikiBERT is 4, while 8 is the
batch size in fine-tuning PhoBERT. We then evalu-
ate models on the development set of UIT-ViQuAD
2.0 in Section 4 and Parallel UIT-VinewsQA in
Section 5.

4 Analysis on UIT-ViQuAD 2.0

4.1 Overall Performance

Table 1 shows the performance of models
on the development set of UIT-ViQuAD 2.0
(Nguyen et al., 2022). XLM-RoBERTa out-
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# Unanswerable questions
in developement set

Monolingual
hard unanswerable questions (%)

Multilingual
hard unanswerable questions(%)

Antonym 80 15.00 16.25
Overstatement & Understatement 68 8.82 14.71

Entity Swap 360 14.17 6.39
Normal Word Swap 383 15.67 16.97

Relation Reverse 138 28.99 13.04
Adverbial Clause Swap 21 38.10 33.33

Modifiers Swap 91 13.19 19.78
Dataset Noise 27 40.74 33.33

Total 1,168 17.20 14.00

Table 2: Number of monolingual and multilingual hard unanswerable questions alongside with the number of
unanswerable questions in the the full development set by types

performs other three models on EM, F1 and
Recallunanswerable while slightly underperforms
PhoBERT on Recallanswerable.

The development set of UIT-ViQuAD 2.0 was
used as the public test for VLSP2021: Machine
Reading Comprehension (Nguyen et al., 2022).
Based on the results published after the shared task,
our fine-tuned mBERT substantially outperforms
the mBERT baseline of the organizers.

4.2 Performance on Unanswerable Questions

We then analyze the performances of models on
different unanswerable types of unanswerable ques-
tions (see Table 7 in A.1 for examples). We closely
follow unanswerable question types defined by
Nguyen et al. (2022). However, based on our ob-
servation, when using Entity Swap for creating
unanswerable questions, annotators might unin-
tentionally reverse the relation of entities in the
original questions. Therefore, in order to exploit
these important questions for revealing language
weaknesses of monolingual models, we define Re-
lation Reverse as a new unanswerable type for our
analysis and analyze it separately from Entity Swap
type. Results from our analysis (Table 2) show that
questions of Relation Reverse type are much more
challenging for models than those of Entity Swap
type.

Results from our analysis successfully reveal
some language weaknesses of monolingual models.
As reported in Table 2, the performances of Viet-
namese monolingual models on Entity Swap and
Relation Reverse types are significantly lower than
those of multilingual models. This result shows
us that the ability to represent the relationships
between different entities in the context of Viet-
namese monolingual models are significantly infe-
rior than multilingual models.

However, monolingual models show strong per-

formances on Modifiers Swap type which requires
language models to have a good ability in under-
standing the modified relationships between dif-
ferent words in the sentence. In other words, Viet-
namese monolingual models acquire a better abil-
ity in low-level lexical and grammatical features of
Vietnamese than multilingual counterparts do. We
hypothesize that the unusual characteristics of the
Vietnamese language pose significant challenges
for multilingual models. If an adjective is used as a
noun modifier in Vietnamese, the adjective must go
after the main noun instead of before, as in English
and many other resource-rich languages.

On the other hand, monolingual and multilingual
models show little difference in their performances
on unanswerable question types of Antonym, Over-
statement & Understatement, and Adverbial Clause
Swap. However, we are concerned that the number
of high-quality unanswerable questions of those
types in the development set of UIT-ViQuAD 2.0
is not enough to reveal weaknesses of language
models in these aspects of language. Therefore,
we annotate a new small high-quality benchmark
on the corpus of UIT-VinewsQA (Nguyen et al.,
2020b), which is another high-quality Vietnamese
MRC dataset.

5 Analysis on Parallel UIT-VinewsQA

# entities # paragraphs # sentences # tokens

UIT-VinewsQA 4,465 500 8,131 159,857
UIT-ViQuAD 6,476 557 3,208 78,628

Table 3: Number of entities, paragraphs, sentences
and tokens of UIT-VinewsQA and UIT-ViQuAD de-
velopment sets predicted by Trankit, a light-weight
Transformer-based toolkit for multilingual natural lan-
guage processing (Nguyen et al., 2021b)

UIT-VinewsQA is an extractive question answer-
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EM(%) F1(%) F1answerable(%) Recallunanswerable(%) Recallanswerable(%)

monolingual
WikiBERT 36.61 48.12 61.61 34.64 81.79
PhoBERT 40.54 56.86 80.16 33.57 95.71

multilingual
mBERT 41.61 52.35 65.06 38.64 83.21
XLM-RoBERTa 49.64 62.50 81.80 43.21 95.00

Table 4: Performances of models on Parallel UIT-VinewsQA

ing dataset on Vietnamese healthcare news articles,
most of which are narrative articles instead of in-
formative like articles on the Wikipedia platform.
Moreover, healthcare articles in UIT-VinewsQA
are written for people with different education lev-
els, so the sentence structure used in these articles
must be simpler than that of Wikipedia articles.
Therefore, as presented in Table 3, UIT-VinewsQA
has some linguistic differences from UIT-ViQuAD,
such as

• UIT-VinewsQA has fewer entities per sen-
tence than UIT-ViQuAD. This significantly
reduces the challenging level of recognizing
relations between entities in the given context
of extractive question answering task. There-
fore, unanswerable questions of types such
as Entity Swap and Relation Reverse are not
as challenging for language models in UIT-
VinewsQA compared to UIT-ViQuAD 2.0.

• UIT-VinewsQA has fewer tokens per sentence
than UIT-ViQuAD, which leads to simpler
sentence structures across the corpus.

5.1 Benchmark Annotations
When annotating new unanswerable questions on
UIT-VinewsQA, we strictly follow the procedure
proposed by Nguyen et al. (2022): we transform an-
swerable questions extracted from the development
set of UIT-VinewsQA into unanswerable questions.
However, to promote the diversity of unanswerable
questions, we intentionally sample our answerable
questions based on their reasoning skills inspired by
Nguyen et al. (2020b) (word matching, paraphras-
ing, single-sentence reasoning, multiple-sentence
reasoning). For each answerable reasoning skill
- unanswerable question type pair, we annotated
ten unanswerable questions. Therefore, we have a
benchmark of 280 unanswerable questions of four
answerable reasoning skills and seven unanswer-
able question types in addition to 280 answerable
questions extracted from the UIT-VinewsQA de-
velopment set. We name this benchmark Parallel

UIT-VinewsQA because each answerable question
in the benchmark is accompanied by a correspond-
ing unanswerable question.

Besides, during the annotating process, we do
not show our annotators the answers to the original
(answerable) questions and ask them to annotate
answers for these questions before transforming
original questions into unanswerable ones. We
only include an unanswerable question into our
benchmark if the annotator correctly answers the
corresponding answerable question. This helps
us strictly require our annotators to grasp a “big
picture” of the given context instead of merely fo-
cusing on the sentences containing answers to the
original questions. In later analysis, we find out
that this process significantly improves the quality
of questions of all unanswerable types.

5.2 Performance on Parallel UIT-VinewsQA

Table 4 show that all considered models achieve
only from 33.57% to 43.21% on Recallanswerable
when evaluated on the 280 newly annotated unan-
swerable questions. his cannot be attributed solely
to the out-of-domain context, as the models per-
formed well on the 280 answerable questions ex-
tracted from UIT-ViNewsQA, achieving the highest
F1 score of 81.80% among the four models. This
result indicates that while UIT-VinewsQA is con-
sidered one of the high-quality Vietnamese MRC
datasets, it does not fully reveal the existing weak-
nesses of MRC systems.

Our newly generated unanswerable questions
thus give us much more materials to analyze the
weaknesses and strengths of monolingual models in
MRC. We then analyze the weaknesses of language
models by examining the percentage of monolin-
gual and multilingual hard unanswerable questions
out of the total number of unanswerable questions.

Due to the linguistic features of the UIT-
VinewsQA corpus shown in Table 3, Entity Swap
and Relation Reverse types of unanswerable ques-
tions are no longer challenging as they are in UIT-
ViQuAD. On the other hand, the most notable result
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# Unanswerable questions
in Parallel UIT-VinewsQA

Monolingual
hard unanswerable questions (%)

Multilingual
hard unanswerable questions (%)

Antonym 40 55.00 37.50
Overstatement & Understatement 40 50.00 45.00

Entity Swap 40 25.00 22.50
Normal Word Swap 40 45.00 35.00

Relation Reverse 40 35.00 37.50
Adverbial Clause Swap 40 72.50 62.50

Modifiers Swap 40 55.00 57.50
Total 280 48.21 42.50

Table 5: Number of monolingual and multilingual hard unanswerable questions alongside with the number of
unanswerable questions in the Parallel UIT-VinewsQA by types

from our analysis is that Antonym type is signifi-
cantly more challenging for monolingual models
than for multilingual models. As the unanswerable
questions of Antonym type in SQuAD 2.0 (Nguyen
et al., 2020a) often require language models good
lexical knowledge to correctly recognize, monolin-
gual models are believed to have advantages over
multilingual counterparts. This is because (Vulić
et al., 2020) show that monolingual models often
encode significantly more lexical information than
monolingual models. However, because we are
following the process of annotating unanswerable
questions proposed by Nguyen et al. (2022) on a
different corpus, we hypothesize that there may be
some significant changes in unanswerable ques-
tions of Antonym type in our benchmark.

5.3 Analysis on Antonym Type

Closely examining the performances of models on
each unanswerable question of Antonym type, we
see that monolingual models often fail to recognize
an unanswerable question when the antonym used
to create that question does not explicitly contradict
the context. Based on this observation, we believe
that these questions should be analyzed separately
from other questions of Antonym type to understand
the language weaknesses of monolingual models
fully. We then divide Antonym type into two new
types of Implicit Antonym and Explicit Antonym
to further explore the effects each type have on
two types of language models (see Figure 1 in A.2
for examples). In short, language models can cor-
rectly predict unanswerable questions of Explicit
Antonym using only lexical knowledge. However,
to recognize an unanswerable question of Implicit
Antonym, models must acquire an adequate amount
of high-level semantic knowledge.

Our analysis (Table 6) reveals that while mono-
lingual models show comparable performance on
Explicit Antonym type to multilingual models, Im-

plicit Antonym type is significantly more challeng-
ing for monolingual models than for multilingual
models. This result proves that monolingual mod-
els lack skills in representing the relations between
context and the adjective describing the context,
which is part of high-level semantic knowledge.

6 Conclusion

In this paper, we present the first comprehen-
sive analysis to reveal the weaknesses of state-
of-the-art Vietnamese language models. Our ex-
periments show that while Vietnamese language
models demonstrate good lexical and grammatical
abilities in Vietnamese, they show inferior perfor-
mances when questions require high-level semantic
knowledge to successfully identify the unanswer-
ability. This general result from our analysis shows
that the inferior performances of Vietnamese lan-
guage models on Machine Reading Comprehension
task are mainly due to its inferior ability in grasping
the big “picture” of the given context.

Besides, our analysis also show that Vietnamese
MRC benchmarks overestimate the comprehension
skills of models in some language aspects, so state-
of-the-art performances on MRC benchmarks does
not accurately reflect the progress of Vietnamese
Machine Reading Comprehension.

7 Future Directions

Based on the results from our analysis, we sug-
gest several future directions for both Vietnamese
monolingual language models and Vietnamese
MRC benchmarks.

7.1 Language Models

Our analysis shows that monolingual models, es-
pecially PhoBERT, acquire comparable abilities in
recognizing the differences in lexical information
between unanswerable questions and the given con-
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Full Benchmark
Hard Monolingual

Unanswerable questions (%)
Hard Multilingual

Unanswerable questions (%)

Explicit Antonym 25 40.00 32.00
Implicit Antonym 15 80.00 46.67

Table 6: Number of monolingual and multilingual hard unanswerable questions alongside with the number of
unanswerable questions in the Parallel UIT-VinewsQA in Implicit and Explicit Antonym types

text. However, monolingual models show poor per-
formances when encountering unanswerable ques-
tions that require the ability to comprehend a bigger
“picture”. For example, while monolingual models
perform very well on unanswerable questions that
use explicit antonyms, they often have difficulties
in recognizing unanswerable questions when these
questions are created using implicit antonyms. We
explain this phenomenon by the findings of Zhang
et al. (2021) as pre-training language models on
larger text copora results in significant improve-
ment on downstream tasks that require high-level
semantic and factual knowledge such as Machine
Reading Comprehension. Therefore, when encoun-
tering unanswerable questions that require abil-
ity to grasp big “picture,” models pre-trained with
smaller text corpora will show lower performances.
Hence, the small size of pre-training corpora of
PhoBERT and WikiBERT may be the main reason
for their poor performances in MRC.

Scaling the pre-training data size of PhoBERT
will further develop this model and empower it to
achieve state-of-the-art performances on different
benchmarks of Machine Reading Comprehension.
Besides, we believe that introducing a new unsu-
pervised task for the pre-training phase that focuses
on improving the high-level semantic and factual
knowledge of pre-trained models also plays an in-
tegral role in developing language models in the
future.

7.2 Benchmarks
Unanswerable Questions. Although UIT-
ViQuAD 2.0 successfully further introduced new
types of artificially unanswerable questions, our
work in Section 5 shows that current unanswerable
questions in the development test of UIT-ViQuAD
2.0 are still not challenging enough. In order to
increase the challenging levels of unanswerable
questions, we believe that more high-quality works
on adversarial human annotation for unanswerable
questions are needed. These works can follow the
guidelines of adversarial human annotation for an-

swerable questions (Bartolo et al., 2020). Results
of these works can reveal different techniques to
annotate hard unanswerable questions and there-
fore be valuable for improving the guidelines for
unanswerable questions annotation for Machine
Reading Comprehension.
Quality of Benchmark. On the other hand, as we
have shown in section 5, although PhoBERT and
XLM-RoBERTa achieve high performances on the
UIT-VinewsQA development set, our unanswerable
questions reveal that these two models do not truly
understand the context to give the correct answer
for questions in the original development set. We
hypothesize that questions in UIT-VinewsQA en-
able machine reading comprehension systems with
shortcut learning knowledge (Lai et al., 2021) to
achieve high performance due to biases in anno-
tating process. Therefore, we believe that studies
on how Vietnamese machine reading comprehen-
sion systems are currently evaluated are important
for tracking the progress of Vietnamese language
systems.
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A Supplementary material

A.1 Unanswerable Types Examples
Table 7 shows examples of the unanswerable types
that we focus our analysis on. Most unanswerable
types in our work are inspired by the original work
of Nguyen et al. (2022).

A.2 Implicit and Explicit Antonym
Figure 1 shows examples for Implicit Antonym and
Explicit Antonym, which are defined in Section 5
of our analysis.
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Reasoning Description Example

Antonym Antonym used

Sentence: Vào năm 1171, Richard khởi hành đến Aquitaine với mẹ mình và Henry phong
ông là Công tước xứ Aquitaine theo yêu cầu của Eleanor. (In 1171, Richard departed to
Aquitaine with his mother and Henry, who had appointed him as the Duke of Aquitaine at
the request of Eleanor.)
Original question: Richard khởi hành đến Aquitaine với mẹ vào năm nào? (In what year
did Richard depart to Aquitaine with his mother?)
textbfUnanswerable question: Richard khởi hành từ Aquitaine với mẹ vào năm nào? (In what
year did Richard depart from Aquitaine with his mother?)

Overstatement
Word that has similar meaning
but with a higher shades of mean-
ing is used

Sentence: Ngày 9 tháng 11 năm 1989, vài đoạn của Bức tường Berlin bị phá vỡ, lần đầu tiên
hàng ngàn người Đông Đức vượt qua chạy vào Tây Berlin và Tây Đức. (On November 9,
1989, several parts of the Berlin Wall were collapsed, and for the first time thousands of East
Germans crossed into West Berlin and West Germany.)
Original question: Bức tường Berlin đã bị sụp đổ một vài đoạn vào ngày nào? (On which
date were some parts of Berlin Wall collapsed?)
Unanswerable question: Bức tường Berlin đã bị sụp đổ hoàn toàn vào ngày nào? (On which
date was Berlin Wall completely collapsed?)

Understatement
Word that has similar meaning
but with a lower shades of mean-
ing is used

Sentence: Quân đội Nhật Bản chiếm đóng Quảng Châu từ năm 1938 đến 1945 trong chiến
tranh thế giới thứ hai. (The Japanese army occupied Guangzhou from 1938 to 1945 during
the second world war.)
Original question: Khi Chiến tranh Thế giới thứ hai xảy ra thì Quảng Châu bị nước nào
chiếm đóng? (During the World War II, Guanzong was occupied by which country?)
Unanswerable question: Khi Chiến tranh Thế giới thứ hai xảy ra thì Quảng Châu bị nước
nào đe dọa? (During the World War II, Guanzong was attacked by which country?)

Entity Swap Entity replaced by other entity

Sentence: Là cảng Trung Quốc duy nhất có thể tiếp cận được với hầu hết các thương nhân
nước ngoài, thành phố này đã rơi vào tay người Anh trong chiến tranh nha phiến lần thứ nhất.
(As the only Chinese port accessible to most foreign merchants, the city fell to the British
during the First Opium War.)
Original question: Trong cuộc chiến nào thì Anh Quốc đã chiếm được Quảng Châu? (In
which war did Britain occupy Guangzhou?)
Unanswerable quetion: Trong cuộc chiến nào thì Nhật đã chiếm được Quảng Châu? (In
which war did Japan occupy Guangzhou?)

Relation Reverse
Reverse the relation between two
entities

Sentence: Một lần nữa, Gandhi bị bắt giam, và chính quyền tìm cách đập tan ảnh hưởng của
ông bằng cách cách li hoàn toàn ông và các người đi theo ủng hộ. (Once again, Gandhi was
imprisoned, and the government sought to crush his influence by completely isolating him
from his followers.)
Original question: Chính quyền làm cách nào để đập tan ảnh hưởng của Gandhi?(How does
the government crush Gandhi’s influence?)
Unanswerable quetion: Gandhi làm cách nào để đập tan ảnh hưởng của Chính quyền?(How
does Gandhi crush the influence of the government?)

Normal Word Swap
A normal word replaced by an-
other normal word

Sentence: Sự phát hiện của Hofmeister năm 1851 về các thay đổi xảy ra trong túi phôi của
thực vật có hoa [...] (Hofmeister’s discovery in 1851 of changes occurring in the embryo sac
of flowering plants [...])
Original question: Năm 1851 nhà sinh học Hofmeister đã tìm ra điều gì ở thực vật có hoa?
(What did the biologist Hofmeister discover in flowering plants in 1851?)
Unanswerable question: Năm 1851 nhà sinh học Hofmeister đã công nhận điều gì ở thực
vật có hoa? (What did the biologist Hofmeister accept in flowering plants in 1851?)

Adverbial Clause
Swap

Adverbial clause replaced by an-
other adverbial clause related to
the context

Sentence: Trước đó Phạm Văn Đồng từng giữ chức vụ Thủ tướng Chính phủ Việt Nam
Dân chủ Cộng hòa từ năm 1955 đến năm 1976. Ông là vị Thủ tướng Việt Nam tại vị lâu
nhất (1955–1987). Ông là học trò, cộng sự của Chủ tịch Hồ Chí Minh. (Pham Van Dong
previously held the position of Prime Minister of the Democratic Republic of Vietnam from
1955 to 1976. He was the longest-serving Prime Minister of Vietnam (1955-1987). He was a
student and collaborator of President Ho Chi Minh.)
Original question: Giai đoạn năm 1955-1976, Phạm Văn Đồng nắm giữ chức vụ gì? (What
position did Pham Van Dong hold during the period from 1955 to 1976?)
Unanswerable question: Khi là cộng sự của chủ tịch Hồ Chí Minh, Phạm Văn Đồng nắm
giữ chức vụ gì? (As a collaborator of President Ho Chi Minh, what position did Pham Van
Dong hold?)

Modifiers Swap
Modifier of one word in the given
context is used for another word

Sentence: Các phần mềm giáo dục đầu tiên trong lĩnh vực giáo dục đại học (cao đẳng) và
tập trung được thiết kế chạy trên máy tính đơn (hoặc các thiết bị cầm tay). Lịch sử của các
phần mềm này được tóm tắt trong SCORM 2004 2nd edition Overview (phần 1.3) (The
first educational software in the field of higher education (college) and concentration was
designed to run on a single computer (or portable devices). The history of these software is
summarized in SCORM 2004 2nd edition Overview (section 1.3).)
Original question: Lịch sử của các phần mềm giáo dục đầu tiên trong lĩnh vực giáo dục đại
học (cao đẳng) được tóm tắt, ghi nhận ở đâu? (Where did the history of the first educational
software in the field of higher education (college) was summarized and recorded?)
Unanswerable quetion: Lịch sử của các phần mềm giáo dục trong lĩnh vực giáo dục đại học
(cao đẳng) được tóm tắt, ghi nhận đầu tiên ở đâu? (Where did the history of the educational
software in the field of higher education (college) was first summarized and recorded?)

Table 7: Categories of unanswerable questions in UIT-ViQuAD 2.0. Most of categories are inspired by and adopted
from Nguyen et al. (2022)
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Figure 1: Example of Implicit and Explicit Antonym
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Abstract
Representation of coreferential relations is a
challenging and actively studied topic for pro-
drop and morphologically rich languages (PD-
MRLs) due to dropped pronouns (e.g., null sub-
jects and omitted possessive pronouns). These
phenomena require a representation scheme at
the morphology level and enhanced evaluation
methods. In this paper, we propose a repre-
sentation & evaluation scheme to incorporate
dropped pronouns into coreference resolution
and validate it on the Turkish language. Us-
ing the scheme, we extend the annotations on
the only existing Turkish coreference dataset,
which originally did not contain annotations
for dropped pronouns. We provide publicly
available pre and post processors to enhance
the prominent CoNLL coreference scorer also
to cover coreferential relations arising from
dropped pronouns. As a final step, the paper re-
ports the first neural Turkish coreference resolu-
tion results in the literature. Although validated
on Turkish, the proposed scheme is language-
independent and may be used for other PD-
MRLs.

1 Introduction

Coreference resolution (CR) is a semantic-level
natural language processing (NLP) task and aims
to determine sets of mentions which describe the
same real-world entity (e.g., a person, a place, a
thing, an event). An end-to-end CR system has two
sequential steps: mention detection and mention
clustering. The mention detection stage focuses
on identifying all possible coreferential mentions
referring to a real-world entity within a text. In
the next step, the mention clustering stage collects
mentions referring to the same real-world entity
under the same cluster, resolving which extracted
mentions are coreferential.

Although CR is an NLP subject that has been
studied for quite a long time (Ng and Cardie, 2002;
Sukthanker et al., 2020), studies on PD-MRLs are
still in their infancy, and Turkish is one of them.

In MRLs, words may appear under different sur-
face forms taking different types of affixes. In some
languages, the richness level may be very high so
that most syntactic information is carried at the
morphological level leading to the possibility of
dropping some functional words and pronouns. An
example from the Turkish language (a highly rich
MRL) is provided below1, where verbal agreement
and possessive suffixes2 allow the drop of personal
and possessive pronouns. Morphemes emphasized
with bold font describe the dropped pronouns: ‘-im’
holds for the pronoun ‘benim’ (me) and ‘-n’ holds
for ‘sen’ (you). However, the sentence is naturally
made as exemplified below in the second line with-
out personal and possessive pronouns.

Sen benim geldiğimi gördün mü?
Sen benim geldiğimi gördün mü?
You I came see did
Did you see that I came?
The pro-drop nature of such languages reveals

the need for mention annotation on other tokens
(i.e., artificially inserted (Pradhan et al., 2012a;
Nedoluzhko et al., 2022) or existing tokens (Ro-
drıguez et al., 2010; Klemen and Žitnik, 2021)
other than the dropped pronouns, such as verbs
carrying personal suffixes). The morphological
richness in these languages may reveal the appear-
ance of multiple coreference relations on a single
token which is illustrated below. The word ‘anne-
min’ (of my mother) in the below example carries
multiple coreferential relations3 to different people:
me and my mother.

1Color codes are used to indicate mentions referring to the
same entity.

2One should note that personal and possessive suffixes
differ from the phenomena called clitic pronouns in Romance
languages (e.g. French, Portuguese, Italian) in two ways: 1)
These suffixes always appear at the morphology level of a verb
or noun although an overt pronoun depicting the same entity
exist within the sentence. 2) They always appear as suffixes
whereas clitic pronouns in Romance languages are written
either as a separate word or as an attachment via a hyphen.

3‘-m’ holds for the pronoun ‘benim’ (my) and the word
‘annem’ (my mother) is a mention itself.

14



Sen [benim] [anne[m]in] geldiğ[i]ni gördün mü?
Sen benim annemin geldiğini gördün mü?
You my mother came see_did
Did you see the coming of my mother?

Unfortunately, existing coreference evaluators
(Pradhan et al., 2014), originally developed for non-
prodrop languages (e.g., English), do not support
multiple coreferential relations on a single token.
On the other hand, representations relying on arti-
ficially inserted tokens have their deficiencies, al-
though eliminating the multiple coreference issue:

1. difficulty in determining the most accurate
and natural position of the artificial token in
the sentence,

2. extra burden during manual annotations,
3. corruption of the original sentence flow,
4. extra coding of the already available informa-

tion easily deducible from morphology.

In this paper, we propose a representation & eval-
uation scheme using existing tokens to incorporate
dropped pronouns into coreference resolution and
validate it on Turkish. Using this scheme, we ex-
tend the annotations on the only existing Turkish
coreference dataset (Schüller et al., 2017; Pamay
and Eryiğit, 2018), which originally did not contain
annotations for dropped pronouns. We provide pub-
licly available pre and post processors4 to enhance
the prominent CoNLL coreference scorer5 (Prad-
han et al., 2014) to also cover multiple coreferential
relations arising from dropped pronouns. As a final
step, the paper reports the first neural Turkish coref-
erence resolution results in the literature providing
a strong baseline for future studies in this field. The
preliminary results are reported on a neural coref-
erence resolution model with a mention-ranking
approach (Klemen and Žitnik, 2021), which was in-
troduced for Slovene, another PD-MRL. Since the
coreference information is coded at the morphology
level, we investigate the impact of different word
embeddings (Mikolov et al., 2013a,b; Grave et al.,
2018), neural language models (Peters et al., 2018;
Devlin et al., 2018; Schweter, 2020), and the inclu-
sion of hand-crafted features used in previous stud-
ies (Schüller et al., 2017; Pamay and Eryiğit, 2018)
to analyze their representation power for morpho-
logical richness. Although validated on Turkish,

4Available from https://github.com/TugbaP/
processors-for-conll-coreference-scorer

5http:/github.com/conll/
reference-coreference-scorers

the proposed scheme is language-independent and
may be used for other PD-MRLs.

The paper is structured as follows: Section 2
gives the related work, Section 3 introduces the
representation of dropped pronouns on existing
data sets in the literature, Section 4 presents the
proposed representation & evaluation scheme for
dropped pronouns, Section 5 presents the experi-
mental setup and results, and Section 6 gives the
conclusion.

2 Related Work

Machine learning methods requiring hand-crafted
features have been used in the CR literature for a
long time. Generally, learning-based CR models
are collected under three main categories: mention-
pair (Ng, 2005; Ji et al., 2005; Nicolae and Nico-
lae, 2006; Yang et al., 2006; Denis and Baldridge,
2007a; Haponchyk and Moschitti, 2017), entity-
mention (McCallum and Wellner, 2005; Denis
and Baldridge, 2007a; Culotta et al., 2007), and
ranking mechanisms (Denis and Baldridge, 2007b;
Rahman and Ng, 2009, 2011). Deep neural net-
works have been frequently used in recent studies:
mention-pair (Martschat and Strube, 2015), entity-
mention (Clark and Manning, 2015), mention-
ranking (Fernandes et al., 2012; Durrett and Klein,
2013; Björkelund and Kuhn, 2014; Wiseman et al.,
2015, 2016). Recently, several neural end-to-end
systems which focus on determining the mentions
automatically before or in line with the coreference
resolution stage have been also introduced (Lee
et al., 2017; Joshi et al., 2020; Liu et al., 2020; Xu
and Choi, 2020).

Besides the above-mentioned studies on English,
the CR studies focusing on pro-drop languages
have been increasing. Kong and Ng (2013) im-
proved the CR performance reported in (Pradhan
et al., 2012a) by exploiting zero-pronouns (i.e.
elided pronouns) on Chinese with traditional ma-
chine learning methods. Chen and Ng (2013) en-
hanced the available approach (Zhao and Ng, 2007)
with a richer feature set and also incorporated the
dropped pronouns as a referential mention. Neural
CR architectures were also employed in the Chi-
nese CR studies (Chen and Ng, 2016; Yin et al.,
2016). For Korean, Park et al. (2020) proposed a
neural architecture using pointer networks to re-
duce the computational complexity of an available
end-to-end model (Joshi et al., 2019). Guarasci
et al. (2021) used ELECTRA (Clark et al., 2020)
on the neural structure (Lee et al., 2018) for Italian.
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Klemen and Žitnik (2021) proposed a neural CR
model focusing on only mention clustering stage
for Slovene.

Evaluation of CR systems is a challenging topic
which resulted with several evaluation metrics
in the literature: MUC (Vilain et al., 1995), B-
Cubed (Bagga and Baldwin, 1998), mention-based
& entity-based CEAF (Luo, 2005), BLANC (Re-
casens and Hovy, 2011), the averaged CoNLL
score (Denis and Baldridge, 2009; Pradhan et al.,
2014). Each metric evaluates a CR system from
different perspectives and has pros and cons. A
widely used evaluator (from now on referred to as
the CoNLL scorer (Pradhan et al., 2014)) outputs
CR performances via all these metrics.

Previous works on Turkish CR are based on tra-
ditional machine learning algorithms (Yıldırım and
Kılıçaslan, 2007; Yıldırım et al., 2007; Kılıçaslan
et al., 2009; Küçük and Yöndem, 2015; Schüller
et al., 2017; Pamay and Eryiğit, 2018). The most
recent Turkish coreference dataset (MTCC - Mar-
mara Turkish Coreference Corpus) is from Schüller
et al. (2017), and consists of a document subset ex-
tracted from METU Turkish Corpus (MTC) (Say
et al., 2002). The dataset had been later extended
by morpho-syntactic features by Pamay and Eryiğit
(2018) using an automated Turkish NLP pipeline
(Eryiğit, 2014). This dataset does not contain anno-
tations for dropped pronouns.

3 Representation of Dropped Pronouns
on Existing Data Sets

The CR literature has annotated datasets supporting
various languages: MUC (Hirschman and Chin-
chor, 1998; Chinchor, 2001; Chinchor and Sund-
heim, 2003), ACE (Doddington et al., 2004), Se-
mEval2010 (Recasens et al., 2010), OntoNotes
(Pradhan et al., 2007, 2012b). The MUC covers
coreference relation only for English which is not
a pro-drop language. The ACE focuses on only
seven pre-defined type entities, therefore, dropped
pronouns were excluded in the annotation process
for Arabic (a pro-drop language). Although the Se-
mEval2010 includes pro-drop languages (e.g. Cata-
lan, Spanish (Recasens and Martí, 2010)), dropped
pronouns were not covered during the annotation.
Compared with these datasets, the OntoNotes is
more comprehensive and contains gold-standard
coreferential relations of dropped pronouns for Chi-
nese and Arabic.

In the OntoNotes, dropped pronouns are repre-
sented by a unique artificial token: (“*pro*” for

Chinese and “*” for Arabic), which is inserted into
the correct position where the subject or object is
omitted in a sentence during the annotation. This to-
ken indicates that a pronoun has been dropped from
this location in the sentence. Example 1 shows how
a dropped pronoun is represented for Chinese.

(Zh.) 吉林省主管经贸工作的副省长全哲
洙说：“(*pro*) 欢迎国际社会同 (我们)
一道，共同推进图门江开发事业， 促进
区域经济发展，造福东北亚人民。”
(En.) Quan Zhezhu, Vice Governor of Jin-
lin Province who is in charge of economics
and trade, said: “(*pro*) Welcome interna-
tional societies to join (us) in the development
of Tumen Jiang, so as to promote regional
economic development and benefit people in
Northeast Asia”.

Example 1: Annotation of dropped pronouns with artifi-
cial (*pro*) token in Chinese (Pradhan et al., 2012b)

Chinese and English translations of the same
sentence are shown in the Example 1. In Chinese,
*pro* is inserted for an omitted subject pronoun,
which is referential with another pronoun: (我们)
(‘us’ in English).

A recent study (Nedoluzhko et al., 2022) pro-
posed a similar representation scheme as in the
OntoNotes, built on top of the CoNLL-UD frame-
work (Nivre et al., 2016, 2017), called the CorefUD.
Dropped pronouns are represented by inserted to-
kens, called empty nodes (i.e. zeros), and they
are related to their syntactic heads (hereinafter re-
ferred to as ‘owner’) by dependency relations. The
CorefUD introduces how the inserted tokens should
be represented (with a sub-indexed token number
i.e. <tokenID>.<subIndex>); however, there is no
standard on where to add them across different lan-
guages. In Hungarian, they are added immediately
after their owners in the sentence (with some minor
exceptions due to punctuations). In Czech, Spanish
and Catalan, there is no strict rule about their po-
sitions except that empty nodes are almost always
placed before their owners. The decisions about
their positions seem to be affected by the fact that
they will have an influence on the dependency trees
of the related language.

Besides the explained representation above, Iida
and Poesio (2011) introduced another approach
and applied it on the Italian CR dataset. Italian
is a partial PD-MRL, allowing only omitted sub-
jects, called null-subjects. In this approach, instead
of an artificially inserting token, dropped subject
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pronouns are directly annotated on the verbs. Ex-
ample 2 shows how a dropped subject pronoun is
represented for Italian.

(It.) (Pahor) è nato a Trieste, allora porto
principale dell’Impero Austro-Ungarico. A
sette anni (vide) l’incendio del Narodni dom.
(En.) (Pahor) was born in Trieste, then the
main port of the Austro-Hungarian Empire.
At the age of seven (he) saw the fire of the
Narodni dom.

Example 2: Annotation of dropped subject pronoun in
Italian (Iida and Poesio, 2011)

Italian and English translations of the same sen-
tence are shown in Example 2. In this approach,
each verb is considered as a potential coreferential
mention. Mentions existing before this verbal men-
tion in a text are considered antecedents of the verb.
In the example, the predicate of the second Ital-
ian sentence, vide, has a coreference relation with
Pahor in the first sentence. Since English is not a
pro-drop language, the subject of the second sen-
tence, he, is explicitly defined, and the coreference
relation are made between he and Pahor. Slove-
nian CR dataset (Klemen and Žitnik, 2021) used
the same representation approach for null-subjects
as in Italian.

Both the OntoNotes and CorefUD approaches
propose inserting new tokens to represent dropped
pronouns, but from different perspectives. In the
OntoNotes, all type of dropped pronouns are repre-
sented with the same artificial token which could
be easily adapted to various languages. However,
each dropped pronoun is represented with the same
surface form creating ambiguity for automated CR
systems. On the other hand, the CorefUD proposes
inserting an empty token according to pronominal
information at the morphology level, not a unique
token for all dropped pronouns; however, it requires
extra coding of the already available information
easily deducible from the owner’s morphology in-
formation. These approaches harm the original
sentence flow, reduce human readability and also
cause an extra burden to the annotation process
from the perspective of determining the most accu-
rate and natural position of the these newly inserted
tokens in the sentence. However, they both allow
direct use of existing evaluation tools, which may
be considered as an advantage of these approaches.

Moreover, the Universal Dependencies (UD)6

(Nivre et al., 2016, 2017) initiative suggests to re-
6UD aims to create a common framework for annotation

duce the use of additional artificial tokens (i.e.,
inflectional groups) even in case of derivational
suffixes/cases requiring a new sub-token group.
However, the above-mentioned approaches propose
inserting extra nodes based on morphological suf-
fixes, which may be treated as contradictory.

Using existing tokens to represent coreferential
relations of dropped pronouns overcomes these
drawbacks. However, in extreme PD-MRLs, drop-
ping may occur in cases other than null-subjects;
e.g., dropped possessive pronouns. The morpho-
logical richness in these languages may reveal the
appearance of multiple coreference relations on
a single token; e.g., a nominal as exemplified in
the introduction section. This is a barrier in front
of using existing evaluation tools for such kind of
representations.

4 The Proposed Scheme
This section introduces our representation and eval-
uation scheme and its validation.

4.1 Dataset Representation
Morphologically rich languages allow nouns and
verbs to contain pronominal markers in their mor-
phological analyses. A pronominal marker may be
a possessive marker for nouns or a personal marker
for verbs. These markers carry information about
the related person who did the action (or was af-
fected by the action passively) or specify the prop-
erties of a pronominal possessor of a noun/noun
phrase. In PD-MRLs, information about the omit-
ted pronouns can be reached by these markers. The
proposed scheme considers the pronominal mark-
ers in existing nouns/verbs as a coreferential men-
tion and allows a coreferential relation between
these markers and other mentions of the same en-
tity. Example 3 shows coreferential relations be-
tween pronominal markers and mentions for a sam-
ple Turkish sentence with its English translation.
Please refer to Figure 1 for the literal translation.

(Tr.) Ahmet bugün yeni okulunda öğretmen-
liğe başladı. Okulunu çok sevmiş.
(En.) Ahmet started teaching at his new school
today. He liked his school very much.

Example 3: Representation of dropped pronouns in
Turkish.

The nominal word, okulunda, has a morpholog-
ical analysis as okul+Noun+A3sg+P3sg+Loc with

of grammar (parts of speech, morphological features, and
syntactic dependencies) across different human languages.
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#sntNo: 00002213_102
1 Ahmet Ahmet Ahmet Noun Prop A3sg|Pnon|Nom 6 SUBJECT (50)
2 bugün today bugün Noun Noun A3sg|Pnon|Nom 6 MODIFIER
3 yeni new yeni Adj Adj _ 4 MODIFIER (17
4 okulunda at his school okul Noun Noun A3sg|P3sg|Loc 6 MODIFIER (50{P3sg}) | 17)
5 öğretmenliğe teaching öğretmenlik Noun Noun A3sg|Pnon|Dat 6 MODIFIER
6 başladı started başla Verb Verb Pos|Past|A3sg 0 PREDICATE (50{A3sg})
7 . . Punc Punc _ 6 PUNCTUATION

#sntNo: 00002213_103
1 Okulunu his school okul Noun Noun A3sg|P3sg|Acc 3 OBJECT (50{P3sg}) | (17)
2 çok very much çok Adverb Adverb _ 3 DETERMINER
3 sevmiş liked sev Verb Verb Pos|Narr|A3sg 0 PREDICATE (50{A3sg})
4 . . Punc Punc _ 3 PUNCTUATION

Figure 1: Annotated CoNLL dataset sample

a possessive marker, P3sg. This suffix shows that a
third singular person possessor, ‘onun’ (his), mod-
ifies the word. The pronoun is not explicitly de-
fined in the context; that is a dropped pronoun.
Therefore, the coreferential relation of the dropped
possessive pronoun is annotated on an existing to-
ken, okulunda. The predicates of both sentences,
‘başladı’ (start) and ‘sevmiş’ (like) are coreferen-
tial mentions due to the personal markers deducible
from their morphological analyses. These personal
markers refer to the same person, ‘Ahmet’. In the
first sentence, the person who started teaching can
be directly obtained from the syntactic analysis
of the sentence. However, the second sentence
does not contain an overt-subject. The predicate,
‘sevmiş’ (like’), carries a personal marker in its
morphological analysis, A3sg. This suffix shows
that a third singular person, ‘o’ (he), is the sub-
ject of this verb. The coreferential relations be-
tween the person and his personal markers are an-
notated on existing verbal tokens. Additionally, the
word ‘okulunda’ (at his school) has two corefer-
ential mentions: the possessive marker (‘-u’ holds
for the pronoun ‘onun’ (his)) and the word ‘oku-
lunda’, which is a mention itself. According to the
proposed scheme, verbs are considered potential
coreferential mentions due to the pronoun markers
in their morphological analyses7; and possessive
markers in nouns are also regarded as coreferential
mentions besides the noun itself.

Figure 1 shows how coreferential relations are
represented on top of the base CoNLL format for
a Turkish sample. In the base CoNLL format,
coreference annotations are given in the last col-
umn. Each sentence is labeled by a unique identi-
fier containing the document and sentence number

7On the contrary for null-subjects, it is not a tradition
to produce morphological markers for the null-object cases
(Nivre et al., 2016, 2017). However, the proposed scheme is
also applicable to null-objects when needed.

(#sntNo). Coreferential mentions are annotated by
their numerical cluster identifiers, and this number
is encapsulated by an opened and a closed paren-
thesis symbol to specify the initial and final words
of a mention span. Mentions referring to the same
real-world entity are labeled with the same clus-
ter number. In Figure 1, ‘Ahmet’ is a coreferen-
tial mention parenthesized by the cluster number
50. Another mention ‘yeni okulunda’ is a bi-token
mention with a cluster id 17. While the parenthe-
sis is opened with cluster 17 for the first token, it
is closed with the same number for the last token
to mark the mention’s border. As may be seen
from the figure, relations are inter-sentential. For
example, the mention ‘yeni okulunda’ in the first
sentence has a coreference annotation with the clus-
ter 17, and its referent, ‘Okulunu’, which is in the
second sentence, is also annotated with the same
cluster number.

The base CoNLL format assumes and describes
one coreference annotation per token; however, as
described in previous sections, a nominal token
may contain multiple coreference relations. There-
fore, in the proposed scheme, additional coreferen-
tial relations coming from dropped pronouns are
annotated with the help of curly brackets includ-
ing pronominal markers’ information. In this way,
pronominal markers existing in nominal and ver-
bal tokens are annotated as a coreferential mention
rather than adding a new token for each dropped
pronoun. With this representation, the dependency
tree of the actual sentence is not affected as in the
newly inserted token approach.

In Figure 1, the predicate ‘başladı’ in the first sen-
tence contains the third singular personal marker,
A3sg, in its morphological analysis. This marker
is annotated as a mention with cluster number 50.
The marker and the person ‘Ahmet’ are corefer-
ential within the same cluster. Similarly, in the
second sentence, the possessive marker of the first
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token, ‘Okulunu’, {P3sg}, also exists in the same
cluster, 50. Moreover, the first token of the second
sentence contains multiple annotations separated
by the pipe symbol. The first annotation stands for
the coreferential relation of its possessive marker,
whereas the second annotation with cluster number
17 shows the relation of the word itself.

4.2 Adaptation of Evaluators

Although in practice, the widely-used CoNLL
coreference scorer accepts multiple coreference an-
notations per token in its input, it is reported5 that
this situation is only limitedly supported. Table 1
exemplifies this situation on some randomly se-
lected documents having a diverse number of mul-
tiple annotations; the number of tokens having mul-
tiple coreference annotations is reported in the last
column of the table. The table provides the drop in
evaluation scores on gold-standard data where the
key and the predicted inputs are exactly the same;
in other words, we expect 100% F-Scores on all
metrics. However, as it can be seen from the table,
the performances are dropped as far as the num-
ber of tokens with multiple annotations increases;
e.g. 9.20 percentage point drop in MUC score for
the last document having 98 tokens with multiple
annotations.

MUC B-Cubed CEAFe
#Tokens w
MultAnn.

D#1 ↓0.82 ↓0.79 ↓0.47 4
D#2 ↓1.25 ↓1.34 ↓0.79 8
D#3 ↓3.09 ↓3.31 ↓1.07 16
D#4 ↓3.56 ↓3.20 ↓1.83 20
D#5 ↓6.62 ↓7.99 ↓3.03 42
D#6 ↓9.20 ↓14.51 ↓6.08 98

Table 1: Performance drops reported by the CoNLL
scorer on documents having multiple mentions per to-
ken.

A solution to the above-described problem is to
automatically create temporary tokens for dropped
pronouns on the backstage, to use the scorer, and
finally to remove these temporary tokens. In this
manner, the scorer will not encounter problems
evaluating the relations of dropped pronouns. That
is, the need of artificial tokens introduced in Sec-
tion 3 for dropped pronouns are handled at the
software level rather than the human-annotation
level, which eliminates the deficiencies listed in the
same section. The proposed pre-processor4 copies
a token having multiple annotations, as many as
the number of its annotations caused by pronom-

inal markers. Then, these duplicated tokens are
concatenated to the end of the sentence. After pre-
processing, each copy token carries only one an-
notation related to a pronominal marker, whereas
these relations are removed from the original to-
ken. We use the syntactic head identifier field (the
seventh column in the CoNLL format in Figure 1)
to keep the links between the original and tempo-
rary tokens, and use this information to aggregate
everything during the post-processor stage.

4.3 Validation

We validated our proposed scheme on the Turk-
ish language which is a strong representative of
PD-MRLs. As the first step, using the proposed
dataset representation, we reannotated a Turkish
CR dataset (MTCC8) to include the dropped pro-
nouns which were not available in the original an-
notations.

MTCC ITCC
# Documents 24 24
# Paragraphs 1564 1562
# Sentences 4744 4732
# Tokens 60788 60772
# Overt Mentions 3696 10031
# Dropped Pronouns n/a 11584
# Total Mentions 3696 21615
# Mention Clusters 691 4065
# Multiple Annotations/doc n/a 21.3±23.5

Table 2: Dataset statistics.

Table 2 provides statistics about the original
MTCC and its extended version (referred as ITCC4

from now on). Sentences containing only punctu-
ations are removed from ITCC. As seen from the
table, the number of dropped pronouns annotated
in ITCC is 11584, which resulted in the need for
the annotation of 6335 additional overt mentions
and the creation of 3374 new mention clusters. An
example to this may be as the following: when we
annotate the dropped pronoun ‘onun’ (its) on the
word ‘rengi’ (its color), we also need to annotate
its referent overt mention (e.g., the cat) within the
text although it had not been annotated initially
due to some decisions about neglecting singletons9.
ITCC includes 21615 mentions in total collected

8MTCC from Pamay and Eryiğit (2018) comes with auto-
matically produced morphological and syntactic analyses in
the CoNLL format.

9Singleton in CR is the situation where there appears only
a single mention within a mention cluster; i.e., a mention with
no coreferential antecedent.
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under 4065 clusters and contains 21.3±23.5 multi-
ple coreference annotations on average with a high
standard deviation. While 11 documents have less
than 10 multiple annotations, this number goes up
to 98 among the remaining 13 documents. Table 3
shows the distribution of referential pronominal
markers in ITCC. The personal marker ‘A3sg’ (the
third singular person, ‘o’ (s/he/it)) is the most fre-
quent one. Similarly, possessive marker ‘P3sg’ (the
third singular possessor, ‘onun’ (his/her/its)) has
the highest distribution percentage among all types
of possessive markers. One should note that there
is no gender in Turkish morphology; thus, s/he/it
pronouns all appear under the same surface form,
which yields higher complexity in their coreference
resolution.

Personal Marker
A1sg A2sg A3sg A1pl A2pl A3pl
815 262 3846 313 207 303

Possessive Marker
P1sg P2sg P3sg P1pl P2pl P3pl
499 124 4595 214 80 326

Table 3: Distribution of referential pronominal markers.

As the second step, we validate that the intro-
duced evaluation components eliminate the errors
coming from multiple annotations. The stand-alone
CoNLL scorer reports the following performances
on the gold-standard ITCC (as introduced in Sec-
tion 4.2): MUC=96.99%, B-Cubed=96.85%, and
CEAFe=97.84% F-scores on average. After the
introduced pre and post-processors are used to-
gether with the CoNLL scorer, the expected 100%
F-Scores on all metrics are successfully obtained
on the gold-standard key and predicted inputs.

5 Experiments & Results

This section introduces the first neural Turkish
coreference resolution results which provides a
strong baseline for future studies in the field.

5.1 Experimental setup
The neural Turkish CR performances are reported
using a neural coreference resolution architecture
(Klemen and Žitnik, 2021) which was introduced
for Slovene, another PD-MRL. The model
uses a mention-ranking approach and resolves
coreferential relations on gold-standard mentions.
The replicated model consists of three sequential,
fully connected layers with ReLU as an activation
function. The model takes a mention-pair

(mention1 (i.e., a head mention) and mention2 (i.e.,
an antecedent of the head mention) as input and
produces a score about how well these mentions
are coreferential. Mentions and their antecedents
are paired to create positive (coreferential) or
negative (non-coreferential) samples. The order
of mentions’ occurrence in a document is also
considered during pairing. A mention is paired
with its antecedents that are at most 50 mention-
away10. During inference, the model generates a
score for each antecedent and the most probable
one is selected as the model’s prediction.

The model may utilize either word embeddings
(word2vec11 and fastText12) or contextual neural
language models (ELMo11 and BERT13). In
addition to dense representations, we also extended
the replicated model by including hand-crafted
features used in previous Turkish studies (Schüller
et al., 2017; Pamay and Eryiğit, 2018) to analyze
their representation power for morphological
richness. A mention is considered as a sequence
of tokens so that its embedding is created from
its words’ embeddings. A mention embedding
contains three parts: the initial token’s embedding,
the final token’s embedding, and the weighted
average of all its tokens’ embeddings. The
averaging step allows the model to learn the most
essential token in the mention (i.e., the head
token in the mention) with an intermediate fully
connected layer, which may be assumed as an
attention mechanism. As a result, the produced
mention embedding comprises information about
the head token in the mention and its right and
left contexts. This paper replicates the neural
CR model with the default hyper-parameters from
Klemen and Žitnik (2021). Documents are split
into train/validation/test parts by considering their
genres. Documents having common genres are
used in validation and test datasets separately.
While the development set has 2 documents from
news and novel, the test set contains 3 documents
from news, novel, and story genres. The rest 19
documents are selected as the training dataset. The
model is evaluated on four coreference metrics:
MUC (Vilain et al., 1995), B-Cubed (Bagga and
Baldwin, 1998), entity-based CEAF (Luo, 2005)
and average CoNLL. The enhanced coreference

10The average mention-distance between referential
mentions in a chain is 50,3 in ITCC

11http:/vectors.nlpl.eu/repository/
12http:/fasttext.cc/docs/en/crawl-vectors.html
13http:/huggingface.co/dbmdz/

bert-base-turkish-cased

20

http:/vectors.nlpl.eu/repository/
http:/fasttext.cc/docs/en/crawl-vectors.html
http:/huggingface.co/dbmdz/bert-base-turkish-cased
http:/huggingface.co/dbmdz/bert-base-turkish-cased


MUC B-Cubed CEAFe CoNLL
P R F P R F P R F P R F

word2vec 45.26 16.34 23.91 80.03 18.76 30.17 11.22 51.62 18.29 45.50 28.91 24.12
fastText 52.66 37.62 43.86 56.75 26.17 35.70 18.60 48.73 26.77 42.67 37.51 35.44
ELMo 54.19 30.76 39.02 70.29 22.50 33.84 16.31 56.06 25.08 46.93 36.44 32.71
BERT 64.77 53.10 58.34 56.88 31.00 39.89 28.26 56.70 37.62 49.97 46.93 45.28

Table 4: The neural CR results on ITCC with different neural language models.

MUC B-Cubed CEAFe CoNLL

word2vec
None 23,91 30,17 18,29 24,12
+feats 57,14 41,18 36,33 44,88
Diff ↑ 33,23 ↑ 11,01 ↑ 18,04 ↑20,76

fastText
None 43,86 35,70 26,77 35,44
+feats 63,80 45,12 41,15 50,02
Diff ↑ 19,94 ↑ 9,42 ↑ 14,38 ↑ 14,58

ELMo
None 39,20 33,84 25,08 32,71
+feats 46,80 34,56 29,37 36,91
Diff ↑ 7,60 ↑ 0,72 ↑ 4,29 ↑ 4,20

BERT
None 58,34 39,89 37,62 45,28
+feats 58,22 40,06 38,56 45,61
Diff ↓ 0,12 ↑ 0,17 ↑ 0,94 ↑ 0,33

Table 5: The impact of the hand-crafted features on the
CR models with various word embeddings.

scorer (The CoNLL-2012 Scorer5 + our pre-post
processors4) is used to evaluate the model.

5.2 Experimental results

The preliminary results with different word
embeddings and language models are given in
Table 4. We observed that the gap between
precision and recall values decrease with the use of
contextual models (i.e. ELMo and BERT). fastText
performs better than word2vec which is expected
for an MRL. The highest F-scores on all metrics
are obtained with the pre-trained BERT language
model. The base Turkish CR model provides a
45.28% average CoNLL F-score with BERT.

The Turkish CR model is also enhanced with
hand-crafted morpho-syntactic and lexical features,
and the results are presented in Table 5 in
terms of F-scores for all metrics. External
linguistic features predicted by Turkish NLP
Pipeline14 are integrated as a one-hot vector to
mentions’ representations. The table’s ‘Diff’ raw
indicates whether the external features positively
or negatively impact each model. ‘None’ indicates
that no external features are utilized, whereas the
‘+feats’ setting benefits from features as in Pamay
and Eryiğit (2018). The results show that although
incorporating hand-crafted linguistic features into
the CR neural model improves performances
on all scenarios; its impact is higher with less-

14http:/tools.nlp.itu.edu.tr/

powerful word embeddings. Using the external
linguistic information increases the CoNLL F-
score by 20.76, 14.58, 4.2, and 0.33 percentage
points for word2vec, fastText, ELMo, and BERT,
respectively.

The Turkish CR model performance is increased
to 50.2% average CoNLL F-score with fastText
by incorporating hand-crafted linguistic features.
This model performs the best over all others and
provides a 5 percentage points improvement over
BERT. Adding external linguistic features does
not improve the performance considerably for
BERT. A similar conclusion was also obtained
by adding morphological information into BERT-
and LSTM-based downstream tasks on several
languages: Named Entity Recognition (NER)
and Dependency Parsing (DP). As introduced in
Klemen et al. (2022), the features help the LSTM-
based models perform better on the NER and
DP tasks. However, for BERT-based models, the
additional morphological features only positively
impact DP performance when they are gold-
standard but not when they are predicted.

6 Conclusion
The paper proposed a language-independent
representation and evaluation scheme to
incorporate dropped pronouns into coreference
resolution for pro-drop and morphologically rich
languages. Pre and post-processors to enhance
available CR evaluators to cover dropped pronouns
(i.e., multiple annotations over a single word)
are developed. The scheme was validated on the
Turkish language. The study revealed the first
Turkish CR dataset including the annotations
for dropped pronouns and the first neural CR
results for this language as a strong baseline
for future studies. The impact of interaction
between different text encodings and linguistic
features were investigated on this task. The best
performance was achieved by using fastText
embeddings together with hand-crafted linguistic
features with 50.2% CoNLL F-Score, which
provides a 5 percentage points improvement over a
BERT baseline.
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Limitations

The main limitation of the study is that the
proposed representation scheme was validated on
Turkish for now. This limitation may affect the
reliability of the proposed scheme. However,
it is foreseen that theoretically, the proposed
representation scheme can be applied to other PD-
MRLs. The proposed dataset is built on top of the
widely used CoNLL format to which most datasets
can be converted smoothly, and all necessary
morpho-syntactic information for the conversion is
already available in the CoNLL format.

A neural CR model (originally developed for
Slovene) was chosen to validate the proposed
scheme in Turkish due to the similar pro-dropping
structure of these PD-MRLs. However, the Turkish
dataset contains more complex mention spans: 1)
wider types of dropped pronouns (null-subjects and
also elided possessive pronouns), and 2) longer
coreferential spans due to the chain of noun phrases
and adjectival clauses. Even if our study introduced
a strong baseline, we did not examine whether
another neural, more powerful CR architecture
would provide higher performance on Turkish.

Beyond the listed limitations, this paper
analyzed and compared available representation
schemes of dropped pronouns in the literature and
introduced an easily applicable one by solving their
deficiencies. The Turkish, a highly complex PD-
MRL, was chosen for the validation to emphasize
the importance of incorporating dropped pronouns
into CR systems. Despite the increasing popularity
and power of neural networks for NLP from scratch,
this paper showed that employing hand-crafted
linguistic features in a neural model still provides
improvement for morphologically rich languages.
As future work, we plan to expand the neural
CR architecture with a mention prediction stage
to resolve coreferential relations of automatically
predicted mentions and explore the ways of
improving the success on the resolution of dropped
pronouns. The other future directions would be
applying the proposed scheme to other pro-drop
and morphologically rich languages and examining
how the representation scheme affects the neural
CR performance.
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Research Projects Coordination Unit with under
project number #MDK-2022-43607#. Computing
resources used in this work were provided by
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Abstract

Dealing with humor is an important step to
develop Natural Language Processing tools ca-
pable of handling sophisticated semantic and
pragmatic knowledge. In this context, this PhD
thesis focuses on the automatic generation and
recognition of verbal punning humor in Por-
tuguese, which is still an underdeveloped lan-
guage when compared to English. One of the
main goals of this research is to conciliate Nat-
ural Language Generation computational mod-
els with existing theories of humor from the
Humanities while avoiding mere generation by
including contextual information into the gen-
eration process. Another point that is of utmost
importance is the inclusion of the listener as
an active part in the process of understanding
and creating humor; we hope to achieve this by
using concepts from Recommender Systems in
our methods. Ultimately, we want to not only
advance the current state-of-the-art in humor
generation and recognition, but also to help the
general Portuguese-speaking research commu-
nity with methods, tools and resources that may
aid in the development of further techniques for
this language. We also expect our systems to
provide insightful ideas about how humor is
created and perceived by both humans and ma-
chines.

1 Introduction

Natural Language Processing (NLP) research tends
toward even more complex types of linguistic phe-
nomena, requiring systems that are capable to deal
with sophisticated semantic and pragmatic informa-
tion (Cambria and White, 2014). To achieve such
goals, it is essential to handle figurative and cre-
ative language (Reyes et al., 2012), which humor
is a part of. Additionally, introducing the ability
to recognize and create humor benefits general nat-
ural language-based systems, e.g. virtual agents,
which can exploit such knowledge to make interac-
tion with the user more pleasant and human-like, or

news aggregators capable of dealing with satirical
and comical articles.

This PhD thesis is also related to Computational
Creativity (CC), a multidisciplinary field of re-
search that is concerned with replicating, under-
standing and enhancing human creativity through
computational tools (Veale and Pérez y Pérez,
2020).1 In language, this has to deal with artifacts
such as poetry, literature, and, especially for us,
verbal humor. We refer to this intersection between
NLP and CC with a focus on humor as Computa-
tional Humor Processing.

Although research on Computational Humor
Processing dates back to the 1990s (Binsted and
Ritchie, 1994; Ritchie, 1999), there is still much
to advance on this area due to the complexity of
the tasks involved. As mentioned by Amin and
Burghardt (2020), the most successful systems for
humor generation are based on predefined tem-
plates and rules, which is limiting in terms of lin-
guistic realization. Furthermore, Clemêncio (2019)
mention that humor recognition can be improved
by exploiting new features and models, as well as
through the creation of larger corpora with humor-
ous texts, especially for the Portuguese language,
the main focus of this proposal.

Within this context, this thesis proposes to tackle
two main tasks related to computational humor pro-
cessing: automatic recognition and generation of
verbal humor, with a special focus on Portuguese,
which still receives less attention than other more
researched languages, such as English or Mandarin
Chinese (Bender, 2019).

As verbal humor is a largely diverse phe-
nomenon conveyed through many different ways,
we decided to concentrate this research on a spe-
cific kind of humorous format: puns. This individ-

1For a more complete definition of Computational Creativ-
ity, we recommend the Association for Computational Cre-
ativity website: http://computationalcreativity.net/
home/about/computational-creativity/. Accessed on:
28 nov. 2022.
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ual type of wordplay has had a special attention of
the community as it is considered to be a simpler
instance of linguistic artifact capable of expressing
funniness exploiting word ambiguity (Kao et al.,
2016). Nonetheless, this joke format still requires
dealing with complex language information (e.g.
common knowledge, semantic relations, linguistic
realization, and surprise) which could be useful
not only in Humor Processing, for instance sys-
tems that handle sarcasm, but also in other areas of
NLP, such as Natural Language Understanding or
Sentiment Analysis.

To this extent, our main research objectives are
(i) to conciliate explicit theories from the Human-
ities with sophisticated computational models to
exploit their different advantages to the tasks in
matter, (ii) to avoid mere generation by incorporat-
ing contextual information to the creation of humor-
ous puns, and (iii) to include the role of the user
into the generation and understanding of humor
by modelling their sense of humor and creating a
personalized experience. As expected, the devel-
oped methods will be evaluated in comparison to
existing techniques from the literature, which will
be adapted to the Portuguese language if needed.

After this introduction, the remainder of the pa-
per is organized as follows: in section 2 we present
in more detail the concepts, motivations, and gen-
eral background for this project, followed by a dis-
cussion about punning humor in section 3. The
research proposal alongside the intended method-
ologies are mentioned in section 4. Finally, we
include considerations about the limitations of the
project and some ethical concerns that may rise
from this research.

2 Background

This project has two main fronts, humor recogni-
tion and humor generation, which are discussed in
more detail below.

2.1 Humor generation

Works on the computational processing of humor
date back to 1994, with two prominent systems
named LIBJOG (Raskin and Attardo, 1994) and
JAPE (Binsted and Ritchie, 1994) created specif-
ically for the creation of jokes based on explicit
templates to be filled according to a predefined set
of rules; this kind of rule-based approach has been
the most used for the task (Ritchie et al., 2006;
Stock and Strapparava, 2003; Winters et al., 2018).

Later, Hong and Ong (2009) created T-PEG, a sys-
tem capable of learning templates and rule sets
automatically from given punning riddles.

Another approach explored for humor generation
is through lexical replacement on input texts, for
instance the methods by Valitutti et al. (2016) and
He et al. (2019). Lastly the most recent systems use
some modern Natural Language Generation (NLG)
techniques to create punning jokes, for example via
Neural Networks (Yu et al., 2018).

In their recent survey about humor generation
methods, Amin and Burghardt (2020) point out that
neural-based systems are considered by users to
create texts with a higher degree of linguistic com-
plexity, using a larger variety of textual devices to
convey the intended message; however, they also
state that such techniques are still far from achiev-
ing a decent level of humorousness when compared
to the usual template-based approaches. These ob-
servations reveal that both techniques have their
strengths and their shortcomings, opening some
path for future research on the matter.

Some authors also advocate that typical NLG
methods are not suitable for creating creative texts,
as they are built to approximate the general patterns
of language which is usually the opposite goal of
linguistic creativity (He et al., 2019). Hempelmann
(2008) even mentioned that the only way to cap-
ture complex irregular phenomena of language is
through explicit linguistic theories besides Machine
Learning (ML) algorithms. However, even though
they might not be completely fit for complex seman-
tic reasoning (Bender and Koller, 2020) or creative
tasks, modern techniques, such as Large Language
Models (LLMs), still show impressive results pro-
ducing human-like texts (Stevenson et al., 2022),
justifying some research on integrating both points
of view for the proposed task.

Investigation about automatic humor generation
can also be done toward the personalization of the
content being produced. As mentioned by Siekiera
et al. (2022), “the success of a joke is strongly
cultural-based”, which raises questions about the
role of the listener in the process of creating and
perceiving humor (Veale, 2004); from this point of
view, the authors indicate that future work can take
into account the cultural background — and we
might also include personal preferences — of the
user in computational tools for humor processing.
This perspective is also shared by Winters et al.
(2018), who mention that creating adaptive systems

27



capable of generating jokes based on the user’s
personal preferences is prone to outperform other
methods that do not have such ability.

A further argument for the insertion of the user’s
preferences into humor generation process lies in
the evaluation of such approaches. It is not unusual
that authors mention that their proposed scores do
not correlate with human ratings of funniness (Kao
et al., 2016; He et al., 2019; Gonçalo Oliveira and
Rodrigues, 2018). This may be due to the fact that
human evaluation is usually done without taking
into account the evaluators’ personal preferences,
resulting in a general neutral sentiment; for exam-
ple, even for human-made jokes, He et al. (2019)
report that the average rating obtained was 3 in a
scale from 1 to 5. These observations show that
including the reader actively in the process may
be fruitful not only for the development of better
methods, but also for the formulation of more ro-
bust evaluation methodologies for such systems.

2.2 Humor recognition

The recognition of humorous texts has been tradi-
tionally tackled as a binary classification problem
dating back to the early 2000s (Yokogawa, 2002;
Taylor and Mazlack, 2004; Mihalcea and Strappa-
rava, 2005). Usually, such systems differ on their
choices concerning the feature set used, as the ML
algorithms are frequently the same: Naïve Bayes,
Support Vector Machines (SVM), Decision Trees,
and Random Forest. For example, Mihalcea and
Strapparava (2005) features were primarily stylis-
tic ones (alliteration, adult slangs, and antonymy)
while Mihalcea and Pulman (2007) focus on se-
mantic characteristics such as negations, negative
human trains, and words related to professional
communities. In their turn, Sjöbergh and Araki
(2007) aim at using shallow textual features with-
out any intent to capture meaning, identifying some
relevant traits as frequent words, text similarity
with known jokes, and idiomatic expressions.

Despite being the most common approach, some
authors do not use ML for the task. An example
is the work by Tinholt and Nijholt (2007) who
create a rule-based system that recognizes humor
potential in non-humorous texts by identifying am-
biguous anaphora cases through a semantic graph.
Alternately, Kao et al. (2016) developed probabilis-
tic metrics for ambiguity and distinctiveness to rec-
ognize humor in homophonic and paronymic puns;
their results were promising as the scores were suc-

cessful in differentiating puns from non-puns, but
determining the level of funniness of a joke is still
a challenging task.

Another interesting observation by Kao et al.
(2016) was that their measures gave hints about
which words in the text were mostly related to the
humorous effect, opening a new path of research
toward not only identifying humor but also explain-
ing why a certain text might be considered funny.
This kind of task has also been approached by Yang
et al. (2015), which use a funniness model to deter-
mine humor-inducing words.

As mentioned in subsection 2.1, humor process-
ing systems usually do not take into account the
user’s specific preferences when creating jokes. For
humor recognition, the same concepts may also be
applied, it might be an interesting approach to not
only identify whether an artifact is funny, but also
to whom (or to which groups of people) it may have
the intended humorous effect, in a manner similar
to demographic filtering present in Recommender
Systems (Bobadilla et al., 2013).

2.3 Computational humor processing in
Portuguese

The majority of works in Computational Humor are
focused on the English language, requiring large ro-
bust lexical resources — e.g. WordNet (Fellbaum,
1998) and ConceptNet (Speer et al., 2017) — and
annotated corpora, which are not always available
or fully developed for other languages such as Por-
tuguese. Although there are initiatives to create
the needed resources, they are still limited when
compared to their English counterparts, which is
a natural consequence of the smaller number of
researchers interested in the Portuguese language.

For such reasons, Computational Humor sys-
tems for Portuguese are clearly in an early stage,
with most generation approaches based on hand-
crafted templates and rules (Gonçalo Oliveira et al.,
2016; Gonçalo Oliveira and Rodrigues, 2018). Al-
ternately, Mendes and Gonçalo Oliveira (2020) pro-
pose a method to create humor by editing an input
text. Humor recognition, in its turn, has been tack-
led through traditional ML with stylistic and seman-
tic features (Clemêncio, 2019; Gonçalo Oliveira
et al., 2020), similar to the previous works for the
English language.

Data availability is also a concern, as there are
few annotated corpora with humorous texts in Por-
tuguese. For example, Gonçalo Oliveira et al.
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(2020) introduced a collection of one-liners (short
jokes) and riddles with a binary annotation created
automatically according to their source. On a more
broad relation to this project, some other corpora
deal with other types of figurative language: Wick-
Pedro et al. (2020) provide a corpus of tweets re-
lated to satirical news with a manual annotation on
the intents of the users, as well as their sentiment
toward the subject; furthermore, some authors also
provide collections of user-generated content with
annotations and linguistic descriptions about irony
in such texts (Carvalho et al., 2009; de Freitas et al.,
2014; Wick-Pedro et al., 2020).

In sum, working with a language as Portuguese
is challenging due to the lack of large corpora, ro-
bust resources, and more modern methods to start
with. Therefore, we believe that this thesis will
be of great value, not only to research on Compu-
tational Humor Processing or Computational Cre-
ativity, but also to the general Portuguese-speaking
NLP community.

3 Punning Humor

As mentioned by Kao et al. (2016), puns are a sim-
pler instance of verbal humor based on phrase and
word ambiguity, which makes them an ideal start-
ing point for research on the area. This thought
is shared by Aleksandrova (2022), who also men-
tions that puns are relevant due to their frequency
in everyday live.

Even though they may be simpler and shorter,
Hempelmann (2008) argues that punning jokes still
require sophisticated models for doing meaningful
research, as they contain all necessary elements to
create a humorous effect, a sufficiently complex
phenomenon by itself. Therefore, research on this
kind of humor can produce knowledge that might
be generalizable to other types of humor or serve
as a basis for investigating other humor-related phe-
nomena.

For those reasons, this project focuses exclu-
sively on puns and punning jokes. Our working
definition for this kind of verbal humor is as fol-
lows:

A pun is a form of wordplay in which one
sign (e.g., a word or phrase) suggests
two or more meanings by exploiting pol-
ysemy, homonymy, or phonological sim-
ilarity to another sign, for an intended
humorous or rhetorical effect.

Miller et al. (2017)

From the definition, punning humor is created
through a relation between form (spoken or writ-
ten) and meaning, requiring that a sign must evoke
multiple meanings in the given context. Some ex-
amples of puns from Miller and Gurevych (2015)
with different characteristics are presented below;
the punning word is highlighted in bold and the
specific relation is between parentheses.

1. A lumberjack’s world revolves on its axes.
(homography)

2. She fell through the window but felt no pane.
(homophony)

3. A political prisoner is one who stands behind
her convictions. (homonymy)

4. The sign at the nudist camp read, “Clothed
until April.” (paronymy)

It is important to stress that the pun relates to not
only words but linguistic signs in general: word
segments, phrases, acronyms, graphemes, ono-
matopoeias, and others, as illustrated by some of
the examples provided by Aleksandrova (2022).

1. In English, we ‘drive cars on parkways’ and
‘park cars on driveways’. (word segments)

2. What four letters frighten a thief? O.I.C.U.
(phrase and graphemes)

3. How much space will Brexit free up in the
European Union? 1 GB. (acronym)

For the reasons mentioned, in this thesis, we will
focus on puns and punning humor. With this, we
hope to advance the current research on the compu-
tational processing of verbal humor in Portuguese,
as we will elaborate further in the next sections.

4 Research Proposal

The main objective of this thesis is to develop
methods and resources for the computational
recognition, analysis, and generation of verbal
punning humor in Portuguese. To this extent, we
defined some specific goals to be reached through-
out the development of the research work.

• Develop, evaluate and, if needed, adapt to the
Portuguese language existing methods for the
automatic recognition and generation of puns;
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• Create a corpus of short punning jokes in
Portuguese with user ratings on their funni-
ness alongside annotations of humor-inducing
words;

• Create new methods for pun generation and
recognition by determining and adapting lin-
guistic and psycholinguistic theories of hu-
mor, surprise, or creativity to a computational
scenario, combining them with different ap-
proaches for NLG and ML, especially LLMs;

• Avoid mere generation by including contex-
tual information — automatically generated
or not — to novel or existing methods for
computational humor generation systems;

• Include specificities of the target audience
in the process of generation, evaluation, and
ranking of punning humor through concepts
of Recommender Systems filtering;

• Evaluate the proposed techniques, comparing
them against each other, existing methods, and
baseline systems.

To come to each objective, we defined some
methodologies to be followed during the research,
which will be discussed as follows.

4.1 Adaptation of the literature methods

Since most of the techniques for computational hu-
mor processing are based on rules or large robust
resources, they tend to be limited to a single lan-
guage, usually English. To provide a fair compari-
son with our novel methods, and also to stimulate
research on rules and resources for the Portuguese
language, our first objective is to select, implement
and adapt systems from the literature to our work-
ing language.

For pun recognition, as mentioned in subsec-
tion 2.3, most of this work for the ML-based
methods has been done by Gonçalo Oliveira et al.
(2020); however, we might still implement other
methods, such as the ones by Yang et al. (2015) and
Kao et al. (2016), which also incorporate to some
extent the tasks of automatically determining lev-
els of funniness and identifying humor triggering
words in the input text.

For the creation of puns, there is still much work
to be done. The first method that seems interest-
ing to be adapted is the one by Hong and Ong
(2009), which automatically learns templates and

rules from pre-existing puns. This system is es-
pecially challenging, as it relies on some specific
resources for phonological, lexical, and semantic
analyses that should have their counterparts in Por-
tuguese. Other techniques are the ones by Yu et al.
(2018), a recurrent neural network to create homo-
graphic puns, and He et al. (2019), which is based
on probabilistic models of surprise to edit input
texts to create punning humor.

Implementing such systems for a language other
than English will help to start advancing the cur-
rent studies on the matter and also bring attention
to specificities of the Portuguese language and its
resources that need to be taken into account when
developing further methods.

4.2 Corpus Creation

A key point of this thesis will be the creation of a
corpus of short punning jokes in Portuguese, which
will enable not only our research on automatic pun
identification and generation, but also linguistic
studies on this format of verbal humor. We intend
to make the corpus publicly available, alongside
every annotation that results from this project.

The corpus will be gathered manually from web-
sites, social media, and YouTube videos, following
some guidelines regarding the definition of pun-
ning humor by Miller et al. (2017) (section 3) and
the textual format aimed for: short texts capable
of being written in a single line, this means that
dialogues or narrative arcs will not be included in
this first version of the corpus. We will also provide
a classification following the taxonomy defined by
Hempelmann and Miller (2017), explicitly marking
homophony and homography, which, despite not
being our main focus, might help other researchers
to better filter the data for their analyses.

During the data gathering, there will surely be
some hard cases, i.e. texts in which the gatherer has
some doubt about the nature of the humorous effect
or if the instance should be included into the corpus,
needing to refer back to the guidelines document.
Such cases will be highlighted to enable a deeper
discussion about what is punning humor, how it
occurs in general, and how we created our corpus.
As this is an ongoing work, we have already found
some interesting examples, presented below in Ta-
ble 1, that will need to be further analyzed to be
discussed in deeper detail.
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Table 1: Example of hard cases from the ongoing corpus collection, including onomatopoeias, neologisms, foreign
languages, and others.

Original joke in Portuguese English translation Comments

Qual é a consola de jogos
preferida dos polícias? Wii U!
Wii U! Wii U! Wii U!

What is the policemen favorite
video game console? Wii U! Wii
U! Wii U! Wii U!

This joke uses an onomatopoeia,
as the sound of “Wii U” resem-
bles the sound of the sirens used
in police cars.

Que nome se dá a uma freira no
casino? Católica apostólica.

How does one call a nun in a
casino? Catholic Apostolic.

This joke turns an existing word,
“apostólica” (apostolic), into a ne-
ologism that relates to the con-
cepts of “aposta” (bet) and “al-
coólica” (alcoholic), creating a
new word that describes a person
addicted to gambling.

Como é que se diz “fim” em ja-
ponês? Sakabô.

How does one say “end” in
Japanese? Sakabô.

This pun creates the word “sak-
abô”, whose sounds resemble a
foreign language (Japanese) and
approximate the pronunciation of
“se acabou” (it is over).

O que diz um castor excitado?
Suck my dique!

What does a horny beaver say?
Suck my dam.

This text uses a mix of languages,
Portuguese and English, taking
advantage of the similairy in pro-
nunciation of the words “dique”
(dam) in Portuguese and dick in
English.

Sonhei que pesava menos de
uma milésima de grama. E
fiquei tipo “0mg”.

I had a dream that I wheighted
less than one milligram. And I
was like “0mg”.

This joke uses the written resem-
blance of not entire words, but the
graphical symbols themselves: 0
(zero) and O (the letter O), to cre-
ate a pun between “0mg” (zero
milligrams) and “omg” (acronym
for oh my god).

4.3 Use of explicit theories

In this project, we share the points of view by
Hempelmann (2008) and Amin and Burghardt
(2020) that explicit linguistic theories have much
to offer when dealing with tasks that handle com-
plex irregular phenomena of the language, such
as creativity and humor. Nonetheless, as noted by
Stevenson et al. (2022), the power of LLMs to cre-
ate human-like linguistically complex text is too
strong even for creative tasks, but with clear limi-
tations on how creative or funny their outputs are.
This indicates that it might be fruitful to use such
explicit theories to overcome these limitations, for
example by including richer knowledge in prompts

or by using Augmented Language Model (ALM)
techniques (Mialon et al., 2023).

For humor detection, Kao et al. (2016) show that
linguistic-inspired scores can be a promising path
for research, capable not only of differentiating
puns from non-puns, but also to give hints about
which are the words in the text mostly related to
the proposed humorous effect. Such results can be
combined with features from the literature known
to be effective in the task — such as ambiguity
and taboo language — as well as with novel la-
tent semantic and language models that have been
achieving impressive results in various NLP tasks
(Bender and Koller, 2020).

Accordingly, for our second objective, we de-
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cided to create new methods for the computational
processing of puns by exploiting concepts and find-
ings of explicit theories from the Humanities (Lin-
guitics, Psycholinguistics, Cognitive Linguistics,
Psychology, and others) to help overcome the lim-
itations of existing computational models for the
processing of language.

Some examples of theories that can be studied
and exploited in our research are: Script-based
Semantic Theory of Humor (SSTH; Raskin, 1984),
General Theory of Verbal Humor (GTVH; Attardo
and Raskin, 1991), Optimal Innovation Hypothesis
(Giora et al., 2004), models for surprise (Macedo
and Cardoso, 2001; Tobin, 2018; Chieppe et al.,
2022), and theories on sense of humor (Martin,
2003).

4.4 Avoiding mere generation
The majority of systems that generate humorous
texts do not take into account some contextual in-
formation to constrain the creation process, a phe-
nomenon that we call “mere generation” (Ventura,
2016). For example, the method developed by Win-
ters and Delobelle (2021) uses Language Models
and Genetic Algorithms to edit news headlines to
make them sound funnier, however there is no ef-
fort to use the actual text of the article to ensure
that the title will match to its content, which is a
desirable characteristic in a real-life scenario.

Another instance, for the Portuguese language,
is the SECO system (Gonçalo Oliveira and Ro-
drigues, 2018) that creates funny riddles from a list
of compound words through pre-defined templates
and rules. The tool exhaustively tries to create a
joke for every entry in the list and each template,
regardless of any input about the content or topic of
the intended output. This process generates a large
amount of riddles that are not necessarily funny nor
suitable for any unrestricted context.

To make our methods more fit to final applica-
tions, one of the objectives of this thesis is to avoid
mere generation by including contextual informa-
tion to constrain the generation process. This can
be achieved through keywords, topics, conversa-
tion utterances, narrative texts, news articles, and
so on.

4.5 Include the user in the process
As mentioned by Winters et al. (2018), “an inte-
grated humor generator that is capable of generat-
ing jokes adapted to the user might [...] outperform
a generator that does not possess this capability.”

This quote explicits the necessity of considering
the sense of humor of the listener — the user — in
Computational Humor Processing systems. Some-
thing along these lines was also discussed by Veale
(2004) when the author mentions that an essential-
ist view of humor, i.e. an interpretation of humor
simply as a result of language-related characteris-
tics, is insufficient to deal with the complexity of
this phenomenon.

In this context, one of the main objectives of this
thesis is to create methods for both pun recognition
and pun generation that take into account the user’s
personal sense of humor to create a more personal-
ized experience. As the two tasks are distinct, we
give more details on them separately.

Pun recognition Few jokes are considered uni-
versally funny, as their humorous effect is depen-
dent not only on their textual characteristics, but
also on the cultural and personal background of
the listener; therefore, systems that categorically
determine if some artifact is funny or not might
be flawed (or at least limited). To deal with this,
we might create systems that, besides predicting
if a text is funny, also detect which users or demo-
graphic groups might perceive them as so.

Pun generation For our second task, some
model of the user’s interests should constrain,
prime, or guide the generation process to create
puns with a higher chance of producing a funny
outcome for that specific person.

In both cases, we need to capture the user’s pref-
erences into a model to be used by the systems in
their specific tasks. For this modelling, Recom-
mender Systems (RS) seem to be an interesting
field of research that has much to offer in terms of
concepts, techniques, and scores (Bobadilla et al.,
2013).

As in this research we deal with an indefinite
set of artifacts, using content filtering is essential;
this is a category of methods for RS that focus
on recommending items according to similarities
between their content (text, image, sound, etc.)
and the user’s profile created from their previous
choices (purchases, likes, shares, and others). Addi-
tionally, demographic filtering can also be valuable
to identify social groups prone to find some arti-
fact funny by analyzing personal characteristics of
individuals, such as age, gender, country, and the
like.

There exist other filtering techniques — e.g. col-

32



laborative and social filtering — however, we be-
lieve that the ones mentioned above are a satisfying
starting point to include into our methods for Com-
putational Humor Processing so that the user has a
more active role in such processes.

More details about how these techniques are
to be used depend on the amount of human re-
sources we will have available, as datasets on RS
usually deal with thousands of users. For exam-
ple, Jester (Goldberg et al., 2001), a well-known
data set for joke recommendation, has 100 jokes
evaluated by 73,421 users in their original version.

Another possibility to achieve this goal is to use
Reinforcement Learning techniques, in which the
model is fine-tuned according to a user feedback
(ranking, scoring, or classification) to result in a
modified system that takes into account their per-
sonal tastes.

4.6 Evaluation
The evaluation of humor processing systems is ex-
tremely complex, the whole phenomenon alike;
therefore, automatic scores are scarce, especially
for generation. As our two main tasks require dif-
ferent evaluation process, we detail them separately
below.

Pun recognition As humor recognition is usu-
ally interpreted as a classification or regression task,
all available automatic evaluation methods can be
used, such as precision, recall, accuracy, Mean
Square Error (MSE), Mean Absolute Error (MAE),
R Square (R2), and so on. However, when includ-
ing the user as an active part of the process (accord-
ing to our intentions stated in subsection 4.5), the
evaluation becomes more complex and needs to be
further thought of carefully.

Pun generation As reported by Amin and
Burghardt (2020), the evaluation of humor gen-
eration systems does not count with any satisfying
widely-adopted automatic scoring method; there-
fore, this process is in general performed manually.
A possibility is to evaluate the generated texts ac-
cording to the five criteria used by Gonçalo Oliveira
and Rodrigues (2018): interpretation, surprise, nov-
elty, and humor. It is also possible to analyze the
linguistic complexity of the outputs, as previously
done by Amin and Burghardt (2020). Since the
evaluation will be made mainly by hand, the qual-
ity of our user-focused pun generation methods
will naturally take into account their personal point
of view and interests, meaning that this evaluation

procedure seems suitable to every system we might
create for this task. On the other hand, we may
study the possibility of using the developed Pun
Recognition systems to evaluate the generation re-
sults automatically.

In sum, in this research project, we will focus
on already established evaluation methods used
by the scientific community. However, there are
cases in which we might need to develop custom
methodologies to better attain valuable and fair
evaluations of the proposed methods.

4.7 Expected results

As main results, we expect to develop computa-
tional methods for automatically generating, identi-
fying, analyzing, and, possibly, evaluating punning
humor in Portuguese. Such techniques can be in-
corporated into general applications to aid the final
user in their needs to create and recognize humor-
ous texts. Additionally, we believe that our systems
may also help other researchers to better understand
how verbal humor is created and perceived by both
machines and humans.

Another goal we would like to achieve is to bring
awareness to the Academia about the importance
of multidisciplinarity in NLP and how research on
Humanities may help to overcome the limitations
of usual computational methods. Besides the al-
ready mentioned expectations, we ultimately hope
that the resources and tools created during this re-
search project help the community on a wide range
of NLP problems, especially for the Portuguese
language.

Limitations

As every research, this thesis has challenges and
limitations regarding its execution and methodolog-
ical decisions, which are discussed below.

The first limitation we point out is that this re-
search focuses mainly on a very specific kind of
verbal humor: puns; in addition, we aim only at
short punning jokes. Therefore, we might not deal
directly with a large amount of other phenomena,
such as metaphors, narratives, dialogues, and so
on. Nonetheless, as argued in section 3, this is
a good starting point to advance the research on
Computational Humor Processing for Portuguese.

Finally, the last limitation to which we call atten-
tion concerns the usage of concepts from Recom-
mender Systems in the developed methods. There
are some issues with RS, which our techniques will
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probably be subject to, especially the cold-start
problem, which occurs when it is not possible to
provide reliable recommendations for new items or
new users, due to a lack of initial ratings.

Ethics Statement

Despite having positive effects, such as promot-
ing solidarity, bringing people together, and cre-
ating social acceptance and approval, humor can
also be harmful, as it can be used as a form of
social control, a correction for deviant behaviors,
or as a way to legitimize social prejudice and
stereotypes against marginalized groups (Craw-
ford, 2003; Kuipers, 2008; Bemiller and Schneider,
2010).

Additionally, there are jokes which are not suit-
able for specific vulnerable groups, such as chil-
dren, due to their possibly problematic content, e.g.
sexual relations, pedophilia, harassment, xenopho-
bic stereotypes, etc.

Therefore, it is important to bear these aspects
of humor in mind throughout the whole research,
including the data collection and the development
of our methods. This will help to bring awareness
and raise questions about how these systems, cor-
pora, and resources might affect society not only
in a positive light but also from a critical point of
view.
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Abstract
Automatic code generation from natural lan-
guage descriptions can be highly beneficial dur-
ing the process of software development. In
this work, we propose GAP-Gen, a Guided
Automatic Python Code Generation method
based on Python syntactic constraints and se-
mantic constraints. We first introduce Python
syntactic constraints in the form of Syntax-
Flow, which is a simplified version of Ab-
stract Syntax Tree (AST) reducing the size
and high complexity of real python AST but
maintaining crucial syntactic information of
Python code. In addition to Syntax-Flow, we
introduce Variable-Flow which abstracts vari-
able and function names consistently through-
out the code. In our work, rather than pre-
training, we focus on modifying the fine-
tuning process which reduces computational
requirements but retains high generation per-
formance on automatic Python code genera-
tion task. GAP-Gen fine-tunes the transformer-
based language models T5 and CodeT5 using
the Code-to-Docstring datasets CodeSearchNet,
CodeSearchNet AdvTest and Code-Docstring-
Corpus from EdinburghNLP. Our experiments
show that GAP-Gen achieves better results on
automatic Python code generation task than pre-
vious works. Our implementation is available
on the github1.

1 Introduction

With billions of people relying on software for their
everyday work and life, developers face an ongo-
ing challenge to create programs efficiently. One
potential solution to this challenge is to use human
descriptions to generate the corresponding source
code. By using this approach, developers can write
software specifications in natural language, which
are then translated into code through code gener-
ation mechanism. Early attempts to tackle this

* Equally contributed
1https://github.com/Rain9876/

Auto-Code-Generator

problem were rule-based, identifying syntactic pat-
terns in text and using handcrafted rules to map the
patterns to code. Methods used to recognize syntac-
tic structure include regular patterns (Gulwani and
Marron, 2014; Kate et al., 2005; Le et al., 2013)
and parse trees produced using context-free gram-
mars (Kate et al., 2005; Le et al., 2013; Ballard
and Biermann, 1979; Price et al., 2000). Several
previous approaches convert a sentence into a for-
mal statement by mapping verbs to functions in
the formal language, and mapping the objects of
the verb in the sentence to function arguments in
the formal language (Ballard and Biermann, 1979;
Price et al., 2000; Little and Miller, 2006). For
example, the sentence, “Add r1 to r2” might be
mapped to add(r1, r2) in a procedural language.
The problem of finding the objects of the verb to
use as function arguments is simple if the sentence
structure is strictly limited. Several approaches use
regular expressions (Le et al., 2013) or context-free
grammars (Kate et al., 2005) to identify the objects
in the sentence.

More recent approaches are data-driven and
leverage machine learning methods, e.g., (Desai
et al., 2016) uses a Naive Bayesian Classifier to
map English words to a domain-specific language,
and (Quirk et al., 2015) learns production rules
for a semantic parser. (Rahit et al., 2019) uses a
Long-Short Term Memory (LSTM) Recurrent Neu-
ral Network (RNN) architecture to implement their
neural machine translation approach . Work pre-
sented in (Ling et al., 2016) introduces the Latent
Predictor Network (LPN) architecture which treats
code generation as a sequence-to-sequence model-
ing problem. (Yin and Neubig, 2017) builds upon
this approach by leveraging the grammar model of
the target language as prior knowledge.

Research presented in (Clement et al., 2020;
Feng et al., 2020; Lu et al., 2021) introduced
transformer-based language model pre-training
methods to map the natural language semantic with
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Figure 1: An overview of the proposed approach Phase I has two language models generating Syntax-Flow and
Variable-Flow. In Phase II, another language model encodes these two types of information as well as the docstring
to generate code.

the code. Although these works have relatively
good performance on source code generation task,
they require high computational resources, which
are difficult to acquire. They also usually consider
the code as a sequence of tokens (Feng et al., 2020;
Kanade et al., 2020; Lu et al., 2021) and ignore
either the source code’s syntactic-level or semantic-
level information, which could improve the lan-
guage models’ code understanding capability, dur-
ing their pre-training process.

In this work, we present GAP-Gen, a method
to improve automatic Python source code genera-
tion from natural language description. Our GAP-
Gen is fine-tuning of the pre-trained T5-English
(Raffel et al., 2020a) and CodeT5 (Wang et al.,
2021) language models that employ Syntax-Flow
and Variable-Flow as guidance and has shown on
being able to understand the relationship between
natural language description and Python code from
syntactic and semantic level of the Python code.

Our GAP-Gen training pipeline is composed of
two phases. As shown in Figure 1, Phase I, fine-
tunes our pre-trained language model for the pur-
pose of generating Python code’s syntactic con-
straints and semantic-level structure, the Syntax-
Flow and the Variable-Flow. Phase II, fine-tunes a
separate language model by encoding natural lan-
guage description of the code, the generated code
syntactic constrains (Syntax-Flow) and abstracted
variable names (Variable-Flow) from Phase I to
generate Python code. By doing so, language
models fine-tuned with GAP-Gen training pipeline
are able to surpass many previous works’ perfor-
mances, which rely on the pre-training process of
language models without considering code’s syn-

tactic and semantic information.
Our main contributions are:

• We introduce Syntax-Flow and demonstrate
the importance of the source code’s syntac-
tic information in the automatic Python code
generation task.

• We show that abstracting variable and function
names through Variable-Flow is effective in
maintaining the naming semantics of the code.

• We achieve high performance on automatic
Python source code generation task without
language model pre-training.

2 Related Works

Language Models for Programming Languages.
Transformer-based language models that utilize at-
tention mechanisms have been dominating NLP
benchmarks (Vaswani et al., 2017; Wang et al.,
2018). The novel attention-based message pass-
ing techniques plus multi-task pre-training (Devlin
et al., 2019) have been through extensive studies.
This leads to a deeper understanding of the rep-
resentational power of transformer-based models
(Ethayarajh, 2019; Kovaleva et al., 2019; Jain and
Wallace, 2019).

At the same time, transformer-based auto-
regressive language models consisting of en-
coder/decoder demonstrate stellar performances on
many NLP generative tasks (Radford et al., 2019;
Lewis et al., 2020; Raffel et al., 2020b). These tasks
include but not limited to story generation (See
et al., 2019), dialogue (Budzianowski and Vulic,
2019), summarization (Lewis et al., 2020), Entity
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Retrieval (Cao et al., 2021), Question Answering
(Guu et al., 2020), and so on. Similar advances
have also been made in Programming Language
relevant tasks.

Programming language generation tasks, al-
though not considered as natural language gener-
ation tasks, have been demonstrated to have great
results when they are modeled similarly as natu-
ral language generation tasks. (Feng et al., 2020)
pre-trains on Mask Language Modeling (MLM)
and replaced-token detection for code understand-
ing tas. In (Liu et al., 2020), the authors develop
a code completion transformer-based model by
jointly predicting the probability and type of the
next token. For the task of code summarization,
transformer-based models outperform the other
neural approaches (Yu et al., 2020; Ahmad et al.,
2020); Svyatkovskiy et al., 2020; Liu et al., 2020)
use GPT and UniLM respectively for code com-
pletion. More related to our work, (Husain et al.,
2019; Clement et al., 2020) explore pre-training
methodologies for learning better structural and
syntactical information for automatic code gener-
ation. Moreover, (Wang et al., 2021; Guo et al.,
2021) incorporates Variable-Flows and identifier
information into their pre-training process for bet-
ter code generation performance.

Guided Text Generative Models. Generative
modeling is powerful but often falls short in many
conditions. The behavior of auto-regressive lan-
guage models cannot be explicitly controlled, and
was shown to be very easy to degenerate (Holtz-
man et al., 2020; Welleck et al., 2020; Meister et al.,
2020). This is also the case for code generation.
This prompts researchers to combat this issue by
looking at either the training time or the decoding
time. Work in (Fan et al., 2018) constrains the
sample space to top-k tokens in the softmax logis-
tics to avoid introducing highly unlikely tokens.
(Holtzman et al., 2020) instead restricts the sam-
pling space to the smallest set of space above some
probability mass. Using simple decoding variants
is lightweight to implement, but does not change
the predicted likelihood of each token. (Welleck
et al., 2020) argues that the likelihood objectives is
at fault, and proposes unlikelihood training objec-
tive, which forces lower probabilities on unlikely
generations.

Furthermore, practitioners have also injected
priors or structural information into the language
model for better generation. (Zhang et al., 2020;

Lagutin et al., 2021) utilizes policy learning to con-
trol model behaviors. However, this approach suf-
fers from high variance (Choshen et al., 2020). Re-
cently work in story generation (Yao et al., 2019;
Rashkin et al., 2020; Goldfarb-Tarrant et al., 2020)
uses a plotline/storyline as an intermediate state
for generation. This alleviates the language mod-
eling tasks and sets up the model to better learn
the structure of the stories. Being motivated by
story generation, our work injects syntactic and
semantic structural information in a setup that is
similar to this line of works. For the code gener-
ation task, we utilize our proposed Syntax-Flow
and Variable-Flow as the intermediate state to help
language model better understand code’s syntactic
and semantic structure information and improve its
performance.

3 Method

In this section, we describe our method by intro-
ducing Syntax-Flow and Variable-Flow. Then we
present the generation process of Syntax-Flow and
Variable-Flow. Finally, we present the Python code
generation process guided by Syntax-Flow and
Variable-Flow.

3.1 Syntax-Flow

Unlike other methods that generate code directly
from source input with pre-training, our approach
works in a pipeline by generating the structure of
the code as an intermediate state first and then gen-
erating the detailed code using the code structure.

Procedural structure can be expressed formally
as an Abstract Syntax Tree (AST). An AST con-
tains two major components: STMT (Statement)
and Expr (Expression). STMT describes the
general structure of code including the high-level
Python code syntactic constraints. Expr is the de-
tailed content of the code, mainly including the
function variables and operations. Additionally,
there are some special components in an AST such
as the exceptional handler, import alias, arguments,
etc.

Due to the AST’s formality and rich expressive-
ness regarding the syntactic information of code,
there are works that generate an AST first and then
use it to aid code generation, such as (Yin and Neu-
big, 2017; Ling et al., 2016), but these works usu-
ally require composite model architecture changes.
Also, the AST is too complex for models to directly
generate information. The length of ASTs typically
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Figure 2: An overview of the Syntax-Flow and Variable-Flow Generation . The numbers refer to the number
of indentations (4 spaces) required at the beginning of the command line. For Syntax-Flow, statements (STMTs)
immediately follow the required indentation and are then followed by several built-in expressions (Exprs). In
contrast, Variable Flow follows the function and variable names.

makes it impractical to directly input them into
transformer-based language models due to their
input sequence length limitation. As a result, we
propose a simplified version of an AST, namely
Syntax-Flow.

Instead of using the entire tree structure of the
AST, we only extract crucial information includ-
ing Indentation, STMT, and some parts of Expr.
By doing so, we reduce the complexity of AST
but retain its crucial syntactic structure of Python
code, and is small enough to be compatible with
transformer-based language models.

In our proposed Syntax-Flow, there are three crit-
ical components: Indentation, STMT and Default
Functions. These three components are viewed
as invariants which means that these components
are kept unchanged for maintaining code’s correct
functionality.

3.2 Variable-Flow

Variable-Flow is another indispensable component
in automatic code generation task. It can be effec-
tively applied to maintain the naming semantics of
the code during the code generation process. (Wang
et al., 2021; Guo et al., 2021) use Variable-Flow
during their pre-training process and achieve good
performances on programming language-relevant
tasks. In their works, they extract function variables
names as Variable-Flow which is integrated into

their pre-training process for improving language
models’ capability on understanding the code se-
mantic structure.

In our work, rather than extract variable names
only as Variable-Flow, our Variable-Flow con-
tains Indentation, variable names, and function
names. Variable names and function names are
uniformly free to change. In other words, Python
code’s functionality remains correct regardless of
the changes in these two Variable-Flow compo-
nents. Therefore, compared with Syntax-Flow, our
Variable-Flow contains variant components and is
more dynamic.

3.3 Phase I - Generation of Syntax-Flow and
Variable-Flow

3.3.1 Generation of Syntax-Flow
Figure 2 shows the Syntax-Flow and Variable-Flow
generation pipeline. With regard to Syntax-Flow,
the numbers represent the number of indentations
(4 spaces) required at the beginning of the com-
mand line. Then, a statement is immediately next
to the Indentation, followed by several built-in ex-
pressions. This feature is extracted from Python
code through AST syntax visitor method, a method
to go through every detail of the AST nodes re-
cursively and extracts all necessary nodes for use,
such as FunctionDef, STMT, exception handler etc,
with the count of indentation at the same time.

40



The simplified generation process of Syntax-
Flow is shown in Algorithm 1 Appendix B.4.
For each line of source code, we generate one
line of Syntax-Flow as you can see in Figure 2.
Formally we denote the source code to be y =
(y1, y2, ..., yn), and let E = [e1, e2, ..., eL] be the
list of indexes of the newline character. Hence, ye1
is the first line break, and Y1 = (y1, ..., ye1) is the
first line of the source code, Y2 = (ye1+1, ..., ye2)
the second and so on. Then for each such line of
the code, we generate a pair a = (t, c). t is the
indentation of the current line of code or number of
tabs, and c is the code logic which includes control
flow or function definitions. In other words, we are
looking for,

p(ti, ci|Yi) = p(ai|Yi) (1)

where i denotes the ith line. Both properties
are derived from an AST, which is generated by a
standard toolkit. For more detailed steps, refer to
Algorithm 1 in Appendix B.4.

3.3.2 Syntax-Flow Language Model

To better learn and utilize the syntactical informa-
tion of the source code, we use the Syntax-Flow
language model to first encode docstrings and then
generate Syntax-Flow. Here we use a pre-trained
auto-regressive language model. We do not do
any additional pre-training, so computing resource
is restricted to a manageable amount. As shown
in Algorithm 2 in Appendix B.4, to fine-tune the
language model, we first generate AST from the
ground golden source code |y = (y1,y2, . . . ,yn).
Then we transform the AST of the source code to
Syntax-Flow in a deterministic process,

a = SYNPARSE(AST-PARSE(y)) (2)

where SYNPARSE stands for Syntax-Flow Parse.
Both SYNPARSE and ASTPARSE are deterministic
functions that generate the Syntax-Flow a. We take
this as our true reference and model the process as
a standard generative task PLMS

(âi|x, â1...âi−1),
namely,

â = LMS(x) (3)

where x is the input (docstring for code gener-
ation). During inference, given a docstring, this
language model is able to generate Syntax-Flow
directly for the latter use.

3.3.3 Generation of Variable-Flow
We define the format of Variable-Flow in our work
similar to that of Syntax-Flow as shown in Fig-
ure 2. For each line of code, it has an indentation
t followed by V = [v1, ..., vj ]. V is the list of
Variable-Flow which can be either variable names
or function names. Multiple variable names can
exist in the same line. Its sequential nature allevi-
ates language models like T5 during the generation
process. Similar to the setup of Syntax-Flow, we
are looking for

p(ti, Vi|Yi) = p(bi|Yi) (4)

where Yi is the ith line of source code and bi =
(ti, Vi).

3.3.4 Variable-Flow Language Model
We generate Variable-Flow from source code y =
(y1,y2, . . . ,yn). Then we can safely extract
Variable-Flow determinedly from AST:

b = VARPARSE(ASTPARSE(y)) (5)

where VARPARSE stands for Variable-Flow Parse.
We take this as our true reference and fine-tune
the Variable-Flow Language Model on the source
code and Variable-Flow pairs. Specifically, we are
modeling PLMV

(b̂i|x, b̂1...b̂i−1). Hence,

b̂ = LMV (x) (6)

for the ith line. At inference time, the model is
expected to generate Variable-Flow for the latter
models to encode.

3.4 Phase II – Generation of Code
Code generation is built on the same language
model as Syntax-Flow and Variable-Flow language
model. However, unlike the generation of Syntax-
Flow or Variable-Flow, an issue in the code gener-
ation task is that the length of code description is
usually much shorter than the length of generated
code. For example, in the CodeSearchNet dataset,
many function code data length is over 128 tokens
while the description only has an average length
is about 50 tokens per sequence. This means that
the input information is limited and not enough to
generate plausible code unless the language model
is available to have more prepared features during
the code generation process. For this reason, we
use the information generated from Phase I as in-
termediate features to guide the language model
generating Python code in Phase II.
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3.4.1 Guided Code Generation Language
Model

Our Code Generation Language Model depends
on the docstring and the corresponding Syntax-
Flow and the Variable-Flow. The language model
is obtained from a pre-trained auto-regressive lan-
guage model T5. In our work, we use the T5-based
language model as our guided Code Generation
Language Model LMG.

ŷ = LMG(x, LMS(x), LMV (x)) (7)

The Guided Code Generation Language Model
takes in the input docstrings x as well as the outputs
of the Syntax-Flow Language Model and Variable-
Flow Language Model.

4 Experiment

In this section, we present our experiment in detail.
First, we introduce the datasets we use and our data
processing approach in our experiment. Then, we
present our experimental setup. Finally, we intro-
duce our evaluation metrics in the last subsections.

4.1 Datasets
Code Search Net (CSN)2 (Husain et al., 2019)
is collected from publicly available open-source
non-forked GitHub repositories. Only projects that
are referenced by at least one other project are
included. The original paper filters around 500k
code-documentation pairs for Python. They re-
moved pairs where either the documents are less
than 3 words or methods less than 3 lines. They
also removed duplicate code, constructor and ex-
tension methods. After processing, there are 412k
training data, 22k validation data and 22k test data.

Edinburgh Code-to-Docstring dataset
(CDC)3 (Barone and Sennrich, 2017) is a parallel
Python function-to-docstring corpus collected
and processed from Github. The Edinburgh
Code-to-Docstring dataset contains 150,370 triples
of function declarations, docstrings and bodies in
the main parallel corpus. This parallel corpus is
partitioned into training/ validation/ testing data, in
which the training data contains 109,108 training
data, 2,000 validation data and 2000 testing data.

CodeSearchNet AdvTest (Adv)4 (Lu et al.,
2021) is a Python dataset derived from the Code-
SearchNet (CSN) corpus. The individual example

2https://github.com/github/CodeSearchNet
3https://github.com/EdinburghNLP/code-docstring-

corpus
4https://github.com/microsoft/CodeXGLUE

in CodeSearchNet AdvTest is designed for the code
search task. (Lu et al., 2021) took the first para-
graph of the docstring as the query for the corre-
sponding Python function. The function names and
variables are replaced by special tokens, which we
recover back with the original variables name. The
CodeSearchNet Advtest dataset contains 251,820
training data, 9,640 validation data, and 19,210
testing data.

4.2 Data Processing
In our experiment, we process our data in 3 steps.
(1) Clean up Raw Code: All Python 2 code is con-
verted to Python 3 using package 2to35, and all
Python code styles remain consistent with package
pep86. Similar with the step of (Clement et al.,
2020). We also remove all invalid code samples
that cannot be parsed to AST. After cleaning up
the raw code, 99.92% code data is remaining. (2)
Remove comments and docstrings: Comments and
docstrings are removed from the code, since these
will not be predicted. (3) Replace indentation and
newline: Indentation and newline is critical for gen-
eration a structured Python code. In our work, we
replace them with special symbol § for Indentation
and δ for newline.

4.3 Experimental Set Up
In both Phases, we use T5-based models. For Phase
I and II, the code description is the main source
inputs for the encoder.

Encoding Setup. We use the AdamW optimizer
for all the T5 models and assign learning rate 1e-
4 for Phase I and Phase II. The training step for
Phase I is kept at 75K and batch size at 32. The
training step for Phase II is kept at 100K and batch
size at 32.The learning scheduler is inverse root
square and has warm-up step of 5000 for phase I
and 10000 for Phase II.

Decoding Setup. Both Phase I and Phase II take
length 512 as input and have output length of 128
for phase I and 256 for Phase II. The beam size
is 5 for all Phases fine-tuning. We add repetition
penalty of 2 for Syntax-Flow and Variable-Flow
generation considering the case that repeated state-
ments occur frequently. All the tasks are run on
the two Nvidia GeForce A6000 with 48GB GPU
memory each.

Evaluation. For our experimental evaluation,
we use the metrics BLEU (Papineni et al., 2002),

5https://pypi.org/project/2to3/
6https://pypi.org/project/autopep8/
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Rouge1-F1 Rouge2-F1 RougeL-F1 BLEU
CSN Syntax-Flow 49.1 35.8 47.7 12.7
CSN Variable-Flow 36.7 15.7 33.7 11.4
CDC Syntax-Flow 51.8 41.4 50.4 15.2
CDC Variable-Flow 37.4 18.9 34.8 11.9
Adv Syntax-Flow 50.4 36.9 48.9 13.6
Adv Variable-Flow 37.3 15.6 34.0 11.1

Table 1: The results of Syntax-Flow and Variable-Flow generation for all three datasets in Phase I with T5. The
performance is evaluated through Rouge and BLUE.

Rouge1-F1 Rouge2-F1 RougeL-F1 BLEU CodeBLEU
CSN 31.1 12.1 27.9 21.2 22.1
CDC 32.3 15.7 29.3 22.6 22.4
Adv 29.8 11.0 26.7 20.7 20.9

Table 2: The results of Python code generation for CSN, CDC and Adv in Phase II using GAP-Gen pipeline with
T5. The performance is evaluated through Rouge, BLUE and CodeBLEU.

ROUGE (Lin, 2004) and CodeBLUE (Ren et al.,
2020). BLUE and Rouge are the most common
metrics to evaluate generated text. CodeBLUE is a
metric specifically designed for the evaluation of
generated programming languages. Apart from the
similarity of the tokens, it also considers the syntax
of commands and logic.

5 Results and Analysis

In this section, we first present our Phase I ex-
perimental results, which contain the performance
of Syntax-Flow and Variable-Flow generation on
the CSN, CDC, and Adv Test datasets. Then, we
present our Phase II experimental results on CSN,
CDC, and Adv Test datasets. We train our mod-
els on each dataset’s training data, and run evalua-
tions on the corresponding testing data. Finally, we
compare our approach’s performance on automatic
Python code generation task with previous works.

5.1 Results of Phase I
Syntax-Flow Results. We first show our results on
generating Syntax-Flow using T5 language model.
We evaluate the generated Syntax-Flow with Rouge
and BLEU metrics, as shown in Table 1. The
Syntax-Flow performance of CSN, CDC, and Adv
is around 50% in Rouge-F1 and Rouge-F2, and
over 35% in Rouge-F2. These results are good con-
sidering the real vocabulary size used in Syntax-
Flow is relatively smaller and syntax tokens are
generally similar. When we make a comparison
among the three corpora, results from CDC are
slightly better than that of Adv and CSN for all

the metrics consistently. CDC is a well-organized
dataset that’s specifically designed for Python au-
tomatic code generation task. Considering Adv is
derived from CSN and thus more organized, there
is only 1.3% in Rouge score and 1% in BLEU im-
provement.

Variable-Flow Results. We evaluate our gen-
erated Variable-Flow results from code docstrings
using the Rouge and BLEU metrics. Our evaluation
results regarding the generated Variable-Flow are
shown in Table 1. Similar to the results in Syntax-
Flow, the performance of Variable-Flow in CDC is
slightly better than the other two datasets for all the
metrics scores. The average results of the Variable-
Flow are not as good as those of Syntax-Flow be-
cause the generation of Variable-Flow variant com-
ponents is much more difficult than the Syntax-
Flow invariant components. Moreover, over 95%
of Syntax-Flow samples’ lengths are shorter than
125 tokens. The Rouge F1 is over 35% and Rouge
F2 is over 15% on average.

5.2 Results of Phase II

From Table 2, we observe the performance of final
Python code generation with Rouge, BLEU and
CodeBLEU. The result of CDC is the best among
the three corpora because of its cleaner data as
well as the effect of better Phase I performance
(Syntax-Flow and Variable-Flow). CSN’s results
were slightly better than Adv’s since CSN had
about twice as much training data as Adv. As we
can see from Table 3, the performance of GAP-Gen
slightly outperforms the T5 model that’s directly
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Rouge1-F1 Rouge2-F1 RougeL-F1 BLEU CodeBLEU
GPT2 (Clement et al., 2020) 20.9 7.6 21.9 2.8 –
PyMT5 (Clement et al., 2020) 28.4 13.5 24.8 8.6 –
T5 30.4 11.7 27.4 20.7 21.7
GAP-Gen T5 31.1 12.1 27.9 21.2 22.1
CodeT5 (Wang et al., 2021) 34.6 14.6 30.2 21.6 23.4
GAP-Gen CodeT5 35.1 14.9 30.6 22.3 24.1

Table 3: The results of GAP-Gen with other models fine-tuning on CSN datasets for Python code generation task.
We report the Rouge, BLUE and CodeBLEU score for all different models, where GAP-Gen T5 and GAP-Gen
CodeT5 are the models built on the T5 and CodeT5 model separately using GAP-Gen pipeline.

trained to generate Python code for both Rouge
and BLEU metrics. It indicates that our pipeline
approach is effective in improving Python code
generation. Similar conclusion can be proved by
fine-tuning the CodeT5 language model with our
GAP-Gen training pipeline. We apply our train-
ing pipeline with CodeT5 in Phase II and show
that GAP-Gen CodeT5 achieves the best Rouge,
BLEU and CodeBLEU scores compared with other
models on the same fine-tuning task.

There is a large gap between GAP-Gen and
PyMT5 on BLEU and CodeBLEU, which is be-
cause PyMT5 generates sequence with max tokens
1024. We limit the maximum target length to 256,
which covers about 75% of code lengths. Based
on our comparison between T5 and GAP-Gen, the
results of GAP-Gen have improved due to the pre-
requisite of Syntax-Flow and Variable-Flow gener-
ation.

5.3 Discussion

Unlike other works focused on pre-training, we
design a pipeline approach to achieve a better fine-
tuning result. Given the same training configura-
tion, our results prove that there is an improvement
derived from using docstring, Syntax-Flow and
Variable-Flow together, as compared to using the
docstring only. Code generation is a translation
task but has its own difficulties. First, our docstring
inputs are usually very short, while code outputs
are long. For example, there is about 85% of the
input sequences in CSN, CDC, and Adv are less
than 128 tokens while over half of codes that are
longer than 128 tokens. Moreover, code has stricter
syntax and less ambivalent semantics. Our pipeline,
by dividing the load of generating syntax and se-
mantic information to multiple language models,
bypasses the above difficulties and achieves better
generation results.

The data leaking issue exists in many previous
works using the pre-training technique on the auto-
matic code generation task. For example, in previ-
ous work (Clement et al., 2020), the dataset Code-
SearchNet used for fine-tuning overlaps with their
data used for pre-training. Both of them are col-
lected from the public github repositories. Data
leaking will tend to result in high performance on
the fine-tuning task but usually is dubious in prac-
tice because model should generalize on the unseen
data. In our work, we fine-tune our model using
T5 which is not pre-trained on existing Code-to-
Docstring datasets. Hence, T5 does not have the
data leaking problem. However, CodeT5 is pre-
trained on the CSN dataset, which may lead to the
data leaking problem in code generation task. This
can be the reason that CodeT5 alone without us-
ing our training pipeline can achieve very good
results. However, after we fine-tune CodeT5 using
our training pipeline, CodeT5 shows better perfor-
mance on the Python code generation task, as you
can see in Table 2.

At the same time, due to the computational re-
sources limitation, the maximum batch size we can
use is 32. Although we are limited by computa-
tional resources, we still achieve result improve-
ments in the code generation task. In the future,
better computational resources would probably in-
crease the performance further.

6 Conclusions

In this work, we demonstrate the effectiveness of
injecting Python syntactic and semantic informa-
tion into the code generation tasks. We design
and implement two different types of information
components: Syntax-Flow and Variable-Flow. To
incorporate this information, we encode them us-
ing separate language models and then feed them
along with the docstring input into the final lan-
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guage model. Pre-trained language models fine-
tuned with our proposed pipeline show better per-
formances over state-of-the-art code generation
models. For future directions, new strategies for
incorporating that information can be explored.
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A Appendix

B Ablation Study

B.1 Effectiveness of Syntax-Flow

In order to show the effectiveness of Syntax-Flow
on improving the language model’s capability for
the Python code generation task, we make com-
parisons between the results of T5 fine-tuned with
docstrings only and T5 fine-tuned with docstrings
and Syntax-Flow shown in Table 4. Based on
the comparisons of the results, we can observe
that T5_Syntax−Flow has outperformed the perfor-
mance of T5 on the majority of evaluation metric
scores. Since code has a tree structure and needs
to be compiled based on the corresponding AST,
it is particularly important to make sure that the
syntactic structure included in the generated code
is correct. In T5_Syntax−Flow, we inject the syn-
tactic structure of code, the Syntax-Flow, into the
fine-tuning process of the T5 model so that the
T5 can learn how the syntactic structure of code
should be incorporated to generate higher quality
code, a fact which we believe is the reason that
T5_Syntax−Flow has better code generation perfor-
mance.

B.2 Effectiveness of Variable-Flow

We also make experiments to show the effective-
ness of Variable-Flow for the Python code genera-
tion task. Similarly, we make comparisons between
the results of T5 fine-tuned with docstrings only
and T5 fine-tuned with docstrings and Variable-
Flow shown in Table 4. As we can observe from
the result comparison, T5_V ariable−Flow only does
not achieve significant improvements regarding the
evaluation metric scores and we believe that there
are two potential reasons causing this to happen.
First, comparing the evaluation score of the gener-
ated Syntax-Flow with that of Variable-Flow shown
in Table 1, we can see that the generated Variable-
Flow’s evaluation scores are worse than that of the
Syntax-Flow. It happens because the length of gen-
erated Variable-Flow is much longer than that of
Syntax-Flow due to the characteristics of Variable-
Flow that it supposes to contain general semantic
information of code. Second, due to the longer
length of the generated Variable-Flow, the inputs
to T5_V ariable−Flow are much longer than that of
T5_Syntax−Flow, and T5_V ariable−Flow does not
know which line of generated code the variable
should be assigned to because of the lack of syntac-
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Rouge1-F1 Rouge2-F1 RougeL-F1 BLEU CodeBLEU
T5 30.4 11.7 27.4 20.7 21.7
T5-Syntax-Flow 30.9 12.1 27.7 20.7 21.9
T5-Variable-Flow 30.5 11.8 27.4 20.6 21.7
GAP-Gen-T5 31.1 12.1 27.9 21.2 22.1

Table 4: Results Comparisons of GAP-Gen-T5 components on CSN datasets for Python code generation task.

Figure 3: Sample code generated from the docstring in CSN datasets. The most left code is the golden standard
reference code. The middle code is generated directly from T5 fine-tuned with docstring. The most right code is
generated using our GAP-Gen fine-tuning pipeline.

Figure 4: Sample code generated from the docstring in CSN datasets.

tic structure information, then much longer code is
likely to be generated. However, the effectiveness
of Variable-Flow can also be reflected from the loss
of T5 with Variable-Flow only from Figure 6. A
lower perplexity can be obtained, and the generated
code is more fluent on average.

B.3 Samples Analysis

To illustrate the usefulness of our proposed Syntax-
Flow and Variable-Flow components, we have at-
tached the generated Python code samples using
Syntax-Flow and Variable-Flow with the corre-
sponding docstrings in the CSN dataset. We have
also provided sample analysis of them in the fol-
lowing paragraphs.

As we have demonstrated in our paper, in or-
der to generate well-working Python code, the lan-

guage model should not only understand the text
semantic information from a given docstring but
also should be capable of considering the code syn-
tactic information and the code variable semantic
information.

Based on the given sample codes shown in Fig-
ure 3, it is clear that the code, which is gener-
ated directly from T5 without having Syntax-Flow
and Variable-Flow injected, cannot properly handle
both the code syntactic information and the code
variable semantic information. For example, the
docstring specifies that the code should return a
list or None variable, suggesting that there are 2
different return values that should be generated un-
der different conditions. As a result, the fine-tuned
model should consider both the code syntax logic,
the boolean operation, and the variable semantic,
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the generated variables, during the code generation
process. However, due to the lack of Syntax-Flow
and Variable-Flow components, the T5 model fine-
tuned with docstring only is unable to learn the
code syntactic information and the code variable
semantic information, resulting in the fine-tuned
model generates code that is not able to determine
where the boolean operation should be generated
to handle multiple return values. Similar trends
happen in the sample codes shown in Figure 4 as
well.

In contrast, in our work GAP-Gen, we consider
the Syntax-Flow and Variable-Flow during the code
generation process. Due to the support of these
two components, we can successfully generate a
higher-quality code with the boolean operation and
different return values.

B.4 Training Algorithms

In this subsection, we include the training algo-
rithms for 1. generating the Syntax-Flow and
Variable-Flow, and 2. fine-tuning the pre-trained
Language Model with Syntax-Flow and Variable-
Flow.

Algorithm 1 Generate Syntax-Flow & Variable-
Flow
Require:

x = (x1, x2, ..., xn) ∈ X: input docstring
LMS : Language Model being used for Syntax-
Flow
LMV : Language Model being used for
Variable-Flow

Ensure:
A = (a1, a2, ..., an): Syntax-Flow
B = (b1, b2, ..., bk): k Variable-Flow

1: Initialize A, B to be empty arrays
2: for each docstring:x ∈ X do
3: a← LMS(x)
4: b← LMV (x)
5: Append(A,a)
6: Append(A,a)
7: end for
8: return A,B

B.5 Code Generation Loss Analysis

We further analyze the loss trend for generating the
Python code using T5 and our GAP-Gen training
pipeline. In our analysis, we show three loss trend
comparisons:

Algorithm 2 Fine-tuning Language Model with
Syntax-Flow

Require:
x = (x1, x2, ..., xn) ∈ X: input docstring
LMS : Pre-trained Language Model being used
for Syntax-Flow

Ensure:
LMS : Language Model fine-tuned for gener-
ating Syntax-Flow

1: Initialize D to be empty array
2: for each docstring:x ∈ X do
3: p ← ASTPARSE(X) AST parsed by stan-

dard Python AST parser
4: d← SYNPARSE(p)
5: Append(D,d)
6: end for
7: for i = 1 to |X| do
8: a′ ← LMS(X[i])
9: l = loss(D[i], a′)

10: LMS .backwards(l)
11: end for
12: return LMS

• T5 vs GAP-Gen with Syntax-Flow only in
Figure 5,

• T5 vs GAP-Gen with Variable-Flow only in
Figure 6,

• T5 vs GAP-Gen with both Syntax-Flow and
Variable-Flow in Figure 8.

Based on our observations, we find the global
loss trends between T5 and GAP-Gen are similar.
However, when we zoom into the last 10k steps,
the training and validation loss of GAP-Gen are
consistently lower than those of T5 on the Python
code generation task from all three scenarios.

By comparing with the loss trend between T5
and GAP-Gen with Syntax-Flow only and GAP-
Gen with Variable-Flow only, we find both scenar-
ios have lower training and validation loss in the
last 10k steps than those of T5. This fact shows
that both of Syntax-Flow and Variable-Flow are
contributing to the Language Model fine-tuning
process. At the same time, we find GAP-Gen with
both the Variable-Flow and Syntax-Flow results in
the lowest training and validation loss compared
with those of the other two scenarios. This finding
further illustrates that our method GAP-Gen does
have improvement on the Python code generation
task.

49



Figure 5: Loss comparison visualization between T5 and GAP-Gen using Syntax-Flow only.

Figure 6: Loss comparison visualization between T5 and GAP-Gen using Variable-Flow only.

Figure 7: Loss comparison visualization between T5 and GAP-Gen.
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Figure 8: Additional generated sample codes from our experiments.
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Abstract
Clinical natural language processing aims to
tackle language and prediction tasks using text
from medical practice, such as clinical notes,
prescriptions, and discharge summaries. Sev-
eral approaches have been tried to deal with
these tasks. Since 2017, pre-trained language
models (PLMs) have achieved state-of-the-art
performance in many tasks. However, most
works have been developed in English. This
PhD research proposal addresses the develop-
ment of PLMs for clinical NLP in Spanish. To
carry out this study, we will build a clinical
corpus big enough to implement a functional
PLM. We will test several PLM architectures
and evaluate them with language and predic-
tion tasks. The novelty of this work lies in the
use of only clinical text, while previous clinical
PLMs have used a mix of general, biomedical,
and clinical text.

1 Introduction

Clinical text is one of the richest forms of infor-
mation in electronic health records. Therefore, de-
veloping tools to extract useful information from
clinical text has become relevant in clinical natural
language processing (NLP). However, processing
unstructured text is challenging due to the complex-
ity of human languages. Moreover, the clinical text
has its own complexities, including non-standard
abbreviations, misspellings, specific vocabulary,
and jargon (Dalianis, 2018).

Clinical NLP aims to address several tasks in
this complex scenario. These tasks can range from
language tasks such as extracting entities, text clas-
sification, and relation extraction, among others, to
prediction tasks such as predicting patient mortal-
ity, length of hospital stay, unplanned readmissions,
etc. Several works have been carried out to tackle
these tasks generating specific models.

However, since 2017, the NLP field has worked
towards the creation of pre-trained language mod-
els (PLMs) that can be fine-tuned for any specific

downstream task. These language models are built
for a much simpler task, such as next-word or
masked-word prediction in a huge amount of text.
This process, known as pre-training, allows the lan-
guage model to acquire language understanding
that can be used for any text-related task (Tunstall
et al., 2022).

As soon as the NLP field started to work in
PLMs, clinical NLP introduced this type of model
into its set of techniques to improve performance in
its own tasks. Some examples of clinical PLMs are
two different versions of ClinicalBERT (Alsentzer
et al., 2019; Huang et al., 2020). These models
show a significant improvement in language tasks
and a moderate improvement in prediction tasks.

Most of the research in clinical NLP has been
done for text written in English, but not so much for
other languages (Névéol et al., 2018). In Spanish,
some publicly available PLMs relevant to clini-
cal NLP are bsc-bio-ehr-es (Carrino et al., 2022)
and Spanish Clinical Flair (Rojas et al., 2022).
These PLMs were pre-trained heavily in general
and biomedical text with some additions of clini-
cal text. Despite this drawback, they outperform
general and biomedical PLMs in language tasks.

There are two approaches to evaluate PLMs, in-
trinsic and extrinsic. An intrinsic approach mea-
sures the model quality independently of an appli-
cation in any specific task. Examples of intrinsic
metrics are perplexity and word similarity. Mean-
while, an extrinsic approach evaluates the model
performance in downstream tasks, such as text clas-
sification or named entity recognition (NER). Ex-
trinsic evaluations are more expensive and time-
consuming than intrinsic evaluations (Jurafsky and
Martin, 2021).

In Biomedical NLP, some relevant benchmarks
have been developed for extrinsic evaluations, such
as BLUE (Peng et al., 2019) and BLURB (Gu et al.,
2021). Given their close relation to the clinical con-
text, they are also used to evaluate clinical PLMs.
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However, these benchmarks are built with tasks in
English. There are no such benchmarks in Spanish,
thus the research community evaluates their mod-
els in downstream tasks for biomedical and clinical
corpora. Most of these downstream tasks are lan-
guage tasks, and few works focus on prediction
tasks.

In this research proposal, we aim to develop clin-
ical PLMs in Spanish using mostly clinical text
and evaluate them with intrinsic and extrinsic ap-
proaches. The expected results are as follows:

• The development of a PLM in Spanish with
a large clinical corpus, instead of general or
biomedical text, will improve performance in
intrinsic and extrinsic clinical evaluations.

• The clinical PLM will perform similarly in
language tasks compared to existing PLMs,
but it will outperform them for prediction
tasks. This work focuses on prediction tasks
due to their applicability to real problems.
Thus, the expected results aim for better per-
formance in prediction tasks.

This research proposal shows a literature review
of PLMs architectures for general, biomedical, and
clinical domains. Then, it states the research ques-
tions and their implications. Later, it describes the
methodology to carry out this research and details
the expected results.

2 Literature review

Since the creation of transformers (Vaswani et al.,
2017) and ULMFiT (Howard and Ruder, 2018),
we have witnessed the development of several
PLMs that have become state-of-the-art on differ-
ent tasks. Starting with GPT (Radford et al., 2018)
and BERT (Devlin et al., 2019), continuing with
RoBERTa (Liu et al., 2019), and DeBERTa (He
et al., 2021b,a), among others, the research com-
munity has focused on finding new architectures
that can beat current benchmarks and apply them
in many areas as possible.

One of the areas where it is possible to find sev-
eral PLMs is health. Just a few months after the
publication of BERT, PLMs using clinical text were
released (Alsentzer et al., 2019; Huang et al., 2020).
Moreover, even though PLMs are built mostly for
English text, it is still possible to find clinical and
biomedical PLMs for Spanish (Carrino et al., 2022;
Rojas et al., 2022).

This section introduces PLMs in the clinical and
biomedical fields and describes significant clini-
cal and biomedical PLMs in English and Spanish.
Also, it shows some evaluation benchmarks and
tasks for biomedical and clinical NLP in English
and Spanish.

2.1 Biomedical and Clinical PLMs for English

Biomedical PLMs refer to models pre-trained in
medical text from academic sources, such as sci-
entific publications. Meanwhile, clinical PLMs
refer to models pre-trained in medical text from
the medical practice, such as clinical notes and
prescriptions.

2.1.1 BioBERT
Following BERT’s success, other fields created
their own versions of this model. BioBERT was
the first BERT-based PLM pre-trained in a biomed-
ical corpus (Lee et al., 2020). Using BERT ar-
chitecture, BioBERT was pre-trained with the En-
glish Wikipedia, BookCorpus (Zhu et al., 2015),
PubMed abstracts, and PubMedCentral (PMC) full-
text articles, totaling 21 billion words. BioBERT
was fine-tuned on a series of biomedical NLP tasks,
such as NER, relation extraction (RE), and QA.
BioBERT achieved state-of-the-art in most of the
tasks under study and significantly outperforms
BERT, showing that pre-training in specific domain
data is a key step for downstream tasks’ perfor-
mance.

2.1.2 ClinicalBERT (2019)
One of the first BERT-based clinical PLMs was
ClinicalBERT (Alsentzer et al., 2019). Unlike
BioBERT, ClinicalBERT used clinical text such
as physician notes and discharge summaries, both
extracted from MIMIC-III database (Johnson et al.,
2016). Several versions of ClinicalBERT were
implemented using a technique currently known
as continual pre-training. Continual pre-training
means starting from an existing PLM to continue
the pre-training process on additional data. In the
case of ClinicalBERT, BERT and BioBERT were
used as starting points, and clinical notes and dis-
charge summaries as additional data to continue
pre-training. One task of NLI and four NER tasks
were used for the fine-tuning process. In just two
tasks, Bio+ClinicalBERT (ClinicalBERT starting
from BioBERT) outperforms BioBERT, showing
that adding additional clinical text in continual
pre-training can help performance, but not in all
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cases.in all cases.

2.1.3 ClinicalBERT (2020)
Concurrently with the previous work, another Clini-
calBERT was being developed (Huang et al., 2020).
In this case, a continual pre-training process was
implemented using BERT as starting point and clin-
ical notes from MIMIC-III as additional data, simi-
lar to ClinicalBERT (2019). However, a readmis-
sion task was used for the fine-tuning process. This
task aims to predict if a patient will be readmitted in
the next 30 days after discharge, a clinical-specific
task. For readmission prediction, the ClinicalBERT
(2020) output for the classification token [CLS] is
passed to a classification layer with a sigmoid func-
tion. ClinicalBERT (2020) outperforms BERT and
the other two methods by more than 2% in AUC.

2.1.4 PubMedBERT
One of the latest and state-of-the-art biomedical
PLMs is PubMedBERT (Gu et al., 2021). The
assumption that general domain text can help
pre-training to introduce general language knowl-
edge into PLMs is challenged by this work. In
mixed-domain pre-training, the vocabulary and
the pre-training corpus come from general-domain
text. Some models, like BioBERT, add text
from biomedical sources to the pre-training cor-
pus, and others, like ClinicalBERT, do continual
pre-training over clinical text. On the other hand,
domain-specific pre-training from scratch gener-
ates both the vocabulary and the pre-training corpus
from specific-domain text. PubMedBERT imple-
ments the latter approach.

The domain-specific pre-training approach re-
quires a large amount of text, which in the field of
biomedicine can be found in PubMed. PubMed-
BERT pre-training corpus consists of 14 million
abstracts, and 3.2 billion words, totaling 21 GB
of uncompressed text. Out of 13 tasks, including
NER, RE, QA, sentence similarity (SS), and doc-
ument classification, PubMedBERT outperforms
11, showing that domain-specific pre-training is a
better option for downstream tasks’ performance.

2.2 General-domain, Biomedical, and Clinical
PLMs for Spanish

2.2.1 BETO
The first implementation of BERT for Spanish
is called BETO (Cañete et al., 2020). BETO
used the same architecture that the original BERT
model, but for the pre-training process it used some

changes introduced by RoBERTa such as dynamic
masking. Spanish Wikipedia and the Spanish parts
of the OPUS Project (Tiedemann, 2012) were used
as a pre-training corpus, totaling 3 billion words. A
benchmark of tasks, GLUES (Cañete et al., 2020),
was built to compare BETO to a multilingual im-
plementation of BERT, mBERT (Wu and Dredze,
2019). BETO outperforms most of the mBERT
results, excluding some QA tasks. These results
show that pre-training with Spanish text improves
performance for most downstream tasks compared
with multilingual PLM.

2.2.2 RoBERTa-bne
MarIA is a family of PLMs for Spanish (Gutiérrez-
Fandiño et al., 2022). One PLM of interest in
MarIA is the implementation of RoBERTa with
Spanish text, RoBERTa-bne. RoBERTa-bne was
pre-trained with text extracted from The National
Library of Spain (Biblioteca Nacional de España or
BNE). The pre-trained corpus consists of more than
200 million documents, and 135 billion tokens, to-
taling 570GB of uncompressed text. Two versions
of RoBERTa-bne. Out of nine tasks, RoBERTa-bne
outperforms eight compared to BETO and mBERT.

2.2.3 Bsc-bio-es and bsc-bio-ehr-es
The previous PLMs for Spanish were pre-trained in
general-domain text. bsc-bio-es and bsc-bio-ehr-es
are the first PLMs trained with exclusively biomed-
ical and clinical text in Spanish (Carrino et al.,
2022). Two corpora were built for this purpose,
biomedical and clinical. The biomedical corpus
consists of 2.5 million documents and 1.1 billion
tokens, and the clinical corpus consists of 514k
documents and 95 million tokens. Bsc-bio-es was
pre-trained only with the biomedical corpus and
bsc-bio-ehr-es with the biomedical and clinical cor-
pora. The reason behind this design decision is
two-fold; the clinical corpus is too small to create a
functional PLM by itself, and to assess if adding a
small clinical corpus to a large biomedical corpus
has a positive impact on clinical NLP tasks.

Three tasks were used to benchmark the PLMs
against others such as BETO-Galén, mBERT,
mBERT-Galén, RoBERTa-bne, among others.
BETO-Galén and mBERT-Galén are BETO and
mBERT versions with continual pre-training in the
Galén Oncology corpus (López-García et al., 2021),
respectively. bsc-bio-ehr-es outperforms all other
PLMs, including bsc-bio-es, in two tasks, and bsc-
bio-es came in second place. For the remaining
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task, another PLM, XLM-R-Galén (a continual pre-
training version of XML-R (Conneau et al., 2020),
a multilingual version of RoBERTa) outperforms
all the other PLMs, but bsc-bio-es and bsc-bio-ehr-
es came in second and third place, respectively.

These results show that using only biomedical
and clinical corpora for the pre-training process im-
proves performance compared to general-domain
text in Spanish. This result is congruent with Pub-
MedBERT findings for English. The results re-
main true even when the comparison is made with
RoBERTa-bne, a model pre-trained with 100 times
more text than bsc-bio-es and bsc-bio-ehr-es. In-
terestingly, XLM-R-Galén, trained in more than
2TB of general-domain data in 100 languages, has
the best results for one task, but bsc-bio-es and
bsc-bio-ehr-es are around 0.1% of F-score away.

2.2.4 Clinical Flair
Every PLM shown until this point has its architec-
ture built upon transformers (Vaswani et al., 2017).
However, there are PLM based on other architec-
tures, such as Flair. Flair is a character-level lan-
guage model, representing words as sequences of
characters contextualized by close words. Flair
uses the internal states of a bidirectional character-
level LSTM to obtain contextualized word repre-
sentations (Akbik et al., 2018).

Clinical Flair for Spanish (Rojas et al., 2022) is
a continual pre-training version of a Flair imple-
mentation in Spanish (Akbik et al., 2019), which
was trained over the Spanish Wikipedia. As ad-
ditional data for pre-training, the Chilean Waiting
List corpus was used (Báez et al., 2020; Báez et al.,
2022). The corpus consists of 5 million diagnostic
suspicions and 68 million words. Four NER tasks
were used to evaluate the Clinical Flair. As Flair
generates contextualized embeddings, an algorithm
has to be used to solve NER tasks. The LSTM-CRF
technique was used (Lample et al., 2016). Clinical
Flair outperforms other Spanish Flair models in
three tasks. For the remaining task, SciELO Flair
(Akhtyamova et al., 2020), a biomedical Flair PLM,
had the best results. These results also show the im-
portance of domain-specific data, even when using
continual pre-training.

2.3 Biomedical and Clinical PLMs evaluation

As mentioned in section 1, there are two ap-
proaches to evaluate PLMs, intrinsic and extrinsic.
The intrinsic approach measures PLM represen-
tation’s quality independently of any downstream

task. Meanwhile, the extrinsic approach evaluates
the PLM quality using downstream tasks.

2.3.1 Intrinsic evaluation
One of the most used intrinsic metrics is perplexity,
which is the inverse probability of a word sequence
normalized by the number of words (Jurafsky and
Martin, 2021). Intuitively, the perplexity measures
how well a language model predicts a sequence of
words. Another metric is a medical graph-based
intrinsic test, specifically built for biomedical and
clinical PLMs. This intrinsic test proposes that
using semantic distances between medical concepts
extracted from a medical knowledge graph can help
to measure the quality of representations made by
the PLMs (Aracena et al., 2022). Both metrics can
be applied to English and Spanish languages.

2.3.2 Extrinsic evaluation
In terms of extrinsic metrics, there are several
benchmarks, such as the biomedical language un-
derstanding evaluation benchmark (BLUE) (Peng
et al., 2019) and the biomedical language under-
standing reasoning benchmark (BLURB) (Gu
et al., 2021). However, these benchmarks are based
on datasets in English. In addition to the mentioned
benchmarks, BigBio (Fries et al., 2022), a frame-
work that gathers 126+ biomedical NLP datasets,
covering 13 task categories and 10+ languages, can
be used for extrinsic evaluation.

Unlike previous benchmarks, no biomedical nor
clinical benchmark has been built with Spanish
texts. However, there are NER tasks commonly
used to evaluate PLMs built with Spanish corpora.
Following is a list of tasks of interest for this pro-
posal, and in Table 1, their details.:

CANTEMIST-NER1 (Miranda-Escalada et al.,
2020): annotated corpus with tumor morphology
mentions in 1,301 oncological clinical case reports.

PharmaCoNER2 (Gonzalez-Agirre et al.,
2019): annotated corpus with entities such as chem-
ical compounds and drugs in 1,000 clinical case
studies.

CT-EBM-SP3 (Campillos-Llanos et al., 2021):
annotated corpus with UMLS entities in 1,200 texts
about clinical trials studies and announcements.

The Chilean Waiting List Corpus4 (Báez et al.,
2020; Báez et al., 2022): annotated corpus with

1https://zenodo.org/record/3978041
2https://zenodo.org/record/4270158
3http://www.lllf.uam.es/ESP/nlpmedtermen
4https://zenodo.org/record/5591011
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CANTEMIST-NER PharmaCoNER CT-EBM-SP
Train Test Dev Train Test Dev Train Test Dev

Tokens 442, 097 240, 326 396, 457 210, 778 104, 201 100, 147 208, 188 68, 994 69, 319
Sentences 19, 397 11, 168 18, 165 8, 177 3, 976 3, 790 12, 555 4, 506 4, 550
Avg sentence length 22.8 21.5 21.8 25.8 26.2 26.4 16.6 15.3 15.3
Entities 6, 347 3, 596 5, 948 3, 821 1, 876 1, 926 24, 224 7, 717 8, 258
Avg entity length 2.4 2.3 2.3 1.4 1.4 1.4 2.0 2.0 2.0

Chilean Waiting List NUBes
Train Test Dev Train Test Dev

Tokens 291, 561 36, 963 34, 987 255, 897 51, 233 35, 416
Sentences 15, 290 1, 912 1, 911 13, 802 2, 762 1, 840
Avg sentence length 19.07 19.33 18.31 18.5 18.6 19, 2
Entities 69, 847 8, 837 8, 340 17, 122 3, 548 2, 293
Avg entity length 2.7 2.7 2.7 2.6 2.6 2.6

Table 1: Statistics of the NER tasks.

clinical entities such as findings, procedures, medi-
cations, etc. in 10,000 anonymized referrals for spe-
cialty consultations from the waiting list in Chilean
public hospitals.

NUBes5 (Lima Lopez et al., 2020): annotated
corpus with negation and uncertainty entities in
anonymized health records.

3 Research questions

From the literature review, it is possible to identify
some research opportunities. These opportunities
are mostly related to which data we can use to
pre-train PLMs and which architecture best fits a
specific task. Also, the evaluation process should
be clear and easy for comparison, which in the
case of clinical NLP in Spanish, there are still miss-
ing parts. Additionally, there is an opportunity to
advance clinical NLP in Spanish by adopting strate-
gies used in English and joining current efforts in
the field.

From the identified opportunities, we can state
the research questions as follows:

1. Will it be better to pre-train a PLM exclusively
with clinical data compared to combinations
of clinical and biomedical data for solving
downstream clinical tasks in Spanish?

2. Is there a specific PLM architecture that out-
performs others for solving downstream clini-
cal tasks in Spanish?

To answer question one, we have to build a clin-
ical corpus in Spanish big enough to implement

5https://github.com/Vicomtech/NUBes-negation-
uncertainty-biomedical-corpus

a functional PLM. However, building a clinical
corpus is a difficult task since there are privacy
and confidentiality issues that may arise. The
PLM trained over this corpus will be compared
to biomedical and clinical PLMs for Spanish de-
scribed in the literature review.

To answer question two, we have to test several
PLMs architectures over the generated corpus. The
literature review shows some interesting architec-
ture to try in this research. However, as PLM archi-
tectures are being developed periodically, there is
always the risk of becoming obsolete.

For both questions, we have to create an evalua-
tion process that can include clinical intrinsic and
extrinsic downstream tasks, as well as, language
and prediction tasks. This evaluation process will
allow us to clarify the research questions, but prob-
ably the answers will depend on the several tasks
that we will include.

Hopefully, answering these research questions
will contribute to the current efforts made by other
laboratories working in clinical NLP in Spanish
and languages other than English.

4 Methods

The methodology for this research proposal con-
sists of three parts: build a clinical corpus for pre-
training PLMs in Spanish, test different PLM ar-
chitectures, and evaluate the implemented PLMs.
This section will explain in detail every part.

4.1 Build a clinical corpus in Spanish

The literature review shows several corpora that
can be used to pre-train PLMs. However, clinical
corpora are hard to find, and some publications do
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not release them given privacy and confidentiality
issues. For example, the clinical corpus of bsc-bio-
ehr-es is not publicly available, even though the
biomedical corpora are available to download.

For this research proposal, an agreement with
two medical institutions is in place. The agreement
allows us to access clinical notes from both insti-
tutions. As a safety measure, we cannot use the
data outside each institution to avoid unexpected
privacy issues. We expect to use both sources to
build two clinical corpora, one for each institution.
Depending on the data quality of each source we
will have to adjust the pre-processing steps to build
each corpus. According to the authors of bsc-bio-
ehr-es, the clinical corpus was left in its original
form. Therefore, no pre-processing will be used
in the first version of a PLM. Nevertheless, it is
foreseeable that quality issues can appear, thus a
cleaning process will be carried out for the second
version.

Preliminary analysis of the data of the clinical in-
stitution shows that clinical notes consist of nearly
one billion words. This situation shows that func-
tional PLMs could be built from scratch.

4.2 Test different PLM architectures
As seen in the literature review, transformer-based
architectures, such as BERT and RoBERTa, are the
most common in building biomedical and clinical
PLMs. In this proposal, we will test BERT and
RoBERTa architectures as baselines. Apart from
those two, DeBERTa is a relevant architecture to
test, since it introduces important changes to the
BERT architecture and it outperforms BERT and
RoBERTa for general-domain downstream tasks.
Additionally, we will test a non-transformer-based
architecture, Flair, as it has not been previously
pre-trained in clinical data exclusively, which can
improve performance in downstream tasks. After
this part, eight clinical PLMs will be implemented.
Those PLMs will be BERT, RoBERTa, DeBERTa,
and Flair versions for each clinical corpus.

4.3 Evaluate implemented PLMs
The evaluation process of the implemented PLMs
has to consider intrinsic and extrinsic tasks as well
as language and prediction tasks. Intrinsic tasks
allow us to measure the internal quality of PLM
independently of downstream tasks, so it is a good
way to compare transformer-based architectures
with others. Extrinsic tasks allow measuring per-
formance in relevant downstream tasks for clinical

NLP. Some of these tasks can be language tasks
such as NER, QA, and document classification,
among others, which are important to build tools
to extract information from clinical text. Other
tasks are prediction tasks such as prediction of un-
planned readmissions, treatment length, diagnostic,
etc., which support the decision-making of medical
personnel.

For intrinsic tasks, we will use perplexity and
the medical graph-based intrinsic test. The medical
graph-based intrinsic test will be used to compare
PLM where it is expected to have better results for
clinical and biomedical PLM compared to general
ones. For extrinsic tasks, we will use NER tasks
such as CANTEMIST-NER, PharmaCoNER, CT-
EBM-SP, NUBes, and the Chilean Waiting List.
Additionally, we will use prediction tasks such as
predicting unplanned readmissions and treatment
length.

The implemented PLMs will be compared with
existing and available general, biomedical and clin-
ical PLMs using the evaluation process. Those
PLMs will be BETO, mBERT, RoBERTa-bne,
XLM-R, bsc-bio-es, bsc-bio-ehr-es, and clinical
Flair.

5 Expected results

The expected results for this proposal are as fol-
lows:

• The implemented clinical PLM, mentioned
in subsection 4.2, will outperform existing
general, biomedical, and clinical PLM, men-
tioned in subsection 4.3. This result is ex-
pected given that evaluation tasks are mostly
clinical-related and the new corpora are clini-
cal.

• The implemented clinical PLM will have sim-
ilar performance in language tasks compared
to existing biomedical and clinical PLM, but
it will outperform them for prediction tasks.
This result is expected given that language
tasks measure the quality of PLM in linguis-
tic tasks related to the clinical context, and
most existing biomedical and clinical PLM
were pre-trained in corpora with some clinical
context. However, prediction tasks measure
how well PLM can extract information to pre-
dict a clinical outcome, and it is reasonable
to believe that a PLM pre-trained only with
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a clinical corpus will outperform PLM pre-
trained with a combination of biomedical and
clinical text.

• The implemented PLM with DeBERTa archi-
tecture will outperform the RoBERTa version,
and the latter PLM will outperform the BERT
version. Given the previous performance for
general, biomedical, and clinical PLM for En-
glish and Spanish, these results are expected.
There is not enough evidence to draw a simi-
lar conclusion for the implemented PLM with
Flair architecture.

• As an indirect result, if an implemented PLM
considerably improves the evaluation in the
task of prediction of treatment length, it could
be integrated into the current institutions’ sys-
tems to replace the already-in-use machine
learning models.

6 Conclusions

This work presents a PhD research proposal for
developing clinical PLMs in Spanish that can out-
perform general-domain, biomedical, and current
clinical PLMs. As a result, it is expected to an-
swer the research questions regarding whether us-
ing only clinical text to create a PLM can outper-
form current approaches and if a particular PLM
architecture is better for clinical purposes.

We expect this work can help to understand how
PLMs work in the clinical domain and in languages
other than English.

Limitations

Limitations of this work can be listed as follows:

• This work will not test larger PLM archi-
tectures, such as large versions of BERT,
RoBERTa, and DeBERTa, given the availabil-
ity of computational resources and data.

• This paper focuses on encoder-only PLM ar-
chitectures. This type of architecture has been
heavily studied for biomedical and clinical
PLMs and we continue with that line of re-
search. However, decoder or encoder-decoder
architectures can be tried to solve the same
tasks.

• The clinical corpora to be built can introduce
non-standard abbreviations and jargon unique
to the clinical institutions providing the data.

This can lower the performance of language
tasks in other contexts.

• The clinical text will not be released given
confidentiality issues which increment the gap
between advances in general-domain and clin-
ical NLP research.
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vided by the clinical institutions.
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Multimodal Object Identification in Situated Dialogue
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Abstract

The demand for multimodal dialogue systems
has been rising in various domains, empha-
sizing the importance of interpreting multi-
modal inputs from conversational and situa-
tional contexts. One main challenge in mul-
timodal dialogue understanding is multimodal
object identification, which constitutes the
ability to identify objects relevant to a mul-
timodal user-system conversation. We ex-
plore three methods to tackle this problem
and evaluate them on the largest situated di-
alogue dataset, SIMMC 2.1. Our best method,
scene-dialogue alignment, improves the per-
formance by ∼20% F1-score compared to
the SIMMC 2.1 baselines. We provide anal-
ysis and discussion regarding the limitation
of our methods and the potential directions
for future works. Our code is publicly avail-
able at https://github.com/holylovenia/
multimodal-object-identification.

1 Introduction

Recent advancements in multimodal dialogue sys-
tems have gained more traction in various domains
such as retail, travel, fashion, interior design, and
many others. A real-world application of multi-
modal dialogue systems is situated dialogue, where
a dialogue agent shares a co-observed vision or
physical space with the user, and is responsible
for handling user requests based on the situational
context, which are often about the objects in their
surroundings. This makes multimodal object iden-
tification from a dialogue (i.e., identifying objects
that fit a dialogue context) an indispensable skill in
multimodal dialogue understanding, built on cross-
modal understanding to comprehend the relations
between linguistic expressions and visual cues.

Various methods have been proposed to perform
multimodal object identification through different
paradigms (Yu et al., 2016; Hu et al., 2016; Ilinykh

∗Equal contribution.

Figure 1: Multimodal object identification is the fun-
damental step required to enable multimodal dialogue
systems to understand the object referred to by the user.
Image is adapted from (Kottur et al., 2021).

et al., 2019; Kamath et al., 2021; Kuo and Kira,
2022). These efforts have established remarkable
progress in solving this problem. However, aside
from an observed gap between the performance of
the existing works and human-level performance in
multimodal object identification, prior works also
rely on a presumption that the information given by
the textual context will only lead to specific (i.e.,
unambiguous) objects, which does not conform to
real-world multimodal conversations where ambi-
guity exists.

Therefore, in this work, we explore three differ-
ent solutions to enable multimodal object identifica-
tion in the situated dialogue system, i.e., dialogue-
contextualized object detection, object-dialogue
alignment, and scene-dialogue alignment, without
adopting the unambiguity assumption. Dialogue-
contextualized object detection utilizes the spatial
and object understanding capability of a pre-trained
object detection model, to generate semantic repre-
sentation containing both visual cues and the spa-
tial understanding of the object. Object-dialogue
alignment incorporates the image-text alignment
capability of CLIP (Radford et al., 2021), which
has been pre-trained on large image-text corpora
to perform multimodal object identification from
the given dialogue context. Scene-object alignment
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combines the spatial and object understanding capa-
bility of a pre-trained object detection model and a
pre-trained textual understanding model to produce
better semantic vision-language alignment.

Our contributions are three-fold:

• We introduce three different methods for han-
dling multimodal object identification in sit-
uated dialogue, i.e., dialogue-contextualized
object detection, object-dialogue alignment,
and scene-dialogue alignment;

• We show the dialogue-contextualized object
detection method fails to outperform even the
heuristic baselines despite having an accept-
able performance on the object detection task;

• We show the effectiveness of the other two
methods which significantly outperform the
SIMMC 2.1 baselines by ∼5% F1-score for
object-dialogue alignment and ∼20% F1-
score for scene-dialogue alignment;

2 Related Work

Multimodal Dialogue System Multiple studies
have attempted to enable the skills required for
multimodal dialogue system, e.g., understanding
visual (Antol et al., 2015; Das et al., 2017; Kot-
tur et al., 2019) or visual-temporal (Alamri et al.,
2019) content to answer user’s questions, ground-
ing conversations to images (Mostafazadeh et al.,
2017; Shuster et al., 2020), interpreting multimodal
inputs and responding with multimodal output to
assist users with their goal (Saha et al., 2018) or
as a means to converse (Sun et al., 2022), and per-
ceiving the shared environment to grasp situational
context to enable proper navigation, adaptation,
and communication (Lukin et al., 2018; Brawer
et al., 2018; Kottur et al., 2021).

At the core of these efforts, the ability to under-
stand language and vision, as well as integrate both
representations to align the linguistic expressions
in the dialogue with the relevant visual concepts
or perceived objects, is the key to multimodal di-
alogue understanding (Landragin, 2006; Loáiciga
et al., 2021b,a; Kottur et al., 2018; Utescher and
Zarrieß, 2021; Sundar and Heck, 2022; Dai et al.,
2021).

Multimodal Object Identification Identifying
objects or visual concepts related to a linguistic
expression is an incremental exploration in vision-
language research. It starts with identifying sim-

ple objects in a sanitized environment (Mitchell
et al., 2010) based on image descriptions or cap-
tions. Then, multimodal object identification has
been gradually increasing in complexity and real-
ism by involving visual contexts with cluttered and
diverse scenes (Kazemzadeh et al., 2014; Gkatzia
et al., 2015; Yu et al., 2016; Mao et al., 2016; Hu
et al., 2016; Ilinykh et al., 2019; Kamath et al.,
2021; Kuo and Kira, 2022).

While these works base their multimodal ob-
ject identification on single-turn text contexts, an-
other line of works explores the usage of multi-turn
sequences as a textual context to enable identify-
ing objects based on implicit constraints deduced
through multi-round reasoning (Seo et al., 2017;
Johnson et al., 2017; Liu et al., 2019; Moon et al.,
2020). However, they focus on identifying only the
specific (i.e., unambiguous) objects, in which only
a certain object in the scene fits the corresponding
linguistic context. This is quite dissimilar from
real-world multimodal object identification, where
multiple objects could fit a given textual context
and induce ambiguity into the conversation (Kot-
tur et al., 2021). For this reason, existing works
are not equipped with the ability to identify all ob-
jects that plausibly fit those constraints although
this skill is required to perform multimodal object
identification in situated dialogue.

Multimodal and Cross-Modal Learning Past
works have studied multimodal and cross-modal
alignment, grounding, and generation to solve var-
ious vision-language tasks, e.g., image caption-
ing (Hossain et al., 2019; Sharma et al., 2018), gen-
erating stories from image (Min et al., 2021; Love-
nia et al., 2022), as well as multimodal object iden-
tification (Li et al., 2019; Wang et al., 2022). These
attempts become more substantial and extensive
after the rise of pre-trained vision-language models
such as CLIP (Radford et al., 2021), ALIGN (Jia
et al., 2021), and FLAVA (Singh et al., 2022),
which allows transfer knowledge obtained from
the large-scale pre-training to downstream tasks.

3 Methodology

In this section, we describe the preliminaries of our
work (§3.1) and extensively elaborate on each of
our approaches, i.e., dialogue-contextualized object
detection (§3.2), object-dialogue alignment (§3.3),
and scene-dialogue alignment (§3.4).
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Figure 2: The architecture of SitCoM-DETR. SitCoM-DETR consists of a scene encoder and a dialogue encoder to
extract multimodal content, respectively. The dialogue representation is used to guide the object detector module to
judiciously filter out unrelated scene objects.

3.1 Preliminaries

The goal of multimodal object identification in sit-
uated dialogue is to identify objects from a given
scene image that fulfill the user’s request gathered
from the user-system interactions. To identify the
object(s) that could satisfy a user’s request in a di-
alogue, it is crucial to match the objects and the
implicit constraints interwoven in the dialogue, e.g.,
S: “I do! Take a look at these. I have a brown coat
towards the far end on the left wall, another brown
coat on the left side of the front floor rack, and
a black coat on the front of the same rack.”, U:
“Awesome! Tell me the cost and label on that one.”.
Thus, it is essential for the system to understand
the relation between the visual perception of the
objects in the scenes and the natural language used
to verbalize these constraints, which describe the
target object(s) by visual attributes (e.g., color, ob-
ject category or type, etc.), location (i.e., absolute
or relative position), or the combination of both.

We define a dialogue between a user and
a system as D = {u1, s1, u2, s2, . . . , un, sn},
a scene consisting of images correspond-
ing to multiple viewpoints of the scene
as {Iscene1 , Iscene2 , . . . , Iscenen }, and a set
of objects in the scene as Oscene =
{(b1, c1), (b2, c2), . . . , (bn, cn)}, where ui
and si respectively denote the user utterance
and the system utterance, and ci and bi de-
note the bounding box and the class category
of an object. Given a user dialogue turn
Duser

i = {u1, s1, u2, s2, . . . , ui}, i ≤ n, and a
scene image Iscenei , the goal of the task is to select
a subset of scene objects Omatch ⊆ Oscene that
could satisfy the referred criteria in Duser

i .

3.2 Approach 1: Dialogue-Contextualized
Object Detection

For dialogue-contextualized object detection, we
frame the task of multimodal object identification
as the contextualized object detection task. In ob-
ject detection, given a scene image Iscene, we aim
to detect all objects Oscene in the scene by predict-
ing their bounding box and class category. While in
contextualized object detection, the aim is instead
to select only a set of scene objects Omatch that
satisfy a given context.

Our approach for dialogue-contextualized object
detection extends a state-of-the-art object detection
model, namely DETR (Carion et al., 2020), by in-
jecting dialogue information as the context to guide
the detection model to filter out unidentified objects.
A similar solution has been proposed by Modu-
lated DETR (MDETR) (Kamath et al., 2021). De-
spite its strong performance on text-contextualized
object detection, MDETR requires an aligned an-
notation between the text phrase and the visual
object for training. Such annotation is not avail-
able on SIMMC 2.1, hence we develop a new text-
contextualized object detection model namely Sit-
uational Context for Multimodal DETR (SitCoM-
DETR). Unlike MDETR which concatenates the
textual representation along with the visual repre-
sentation before feeding them into the transformer
encoder of DETR (shown in Appendix A), SitCoM-
DETR injects a dialogue-level semantic represen-
tation vector into the input query of the transformer
decoder of DETR in order to guide the model to
select objects that match the dialogue context. We
incorporate the same loss functions as the origi-
nal DETR model. The depiction of our SitCoM-
DETR model is shown in Figure 2.
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Figure 3: Learning objectives of the original CLIP (Radford et al., 2021), CLIPPER (v1), and CLIPPER (v2) for the
object-dialogue alignment approach. The similarities of the positive pairs (blue) are maximized while the similarities
of the negative pairs (white) are minimized.

3.3 Approach 2: Object-Dialogue Alignment

For object-dialogue alignment, we frame the task of
multimodal object identification as the alignment
between a target object Omatch

i and a user dialogue
turn Duser

i pair. Given a user dialogue turn Duser
i

and its corresponding scene image Iscenei , we first
preprocess Iscenei to extract the object images of
Omatch. Each of the object images is paired with
Duser

i as the positive pairs. We obtain the visual
embeddings from the image by feeding it to an
image encoder, and the textual embeddings from
the dialogue turn by feeding it to a text encoder.
After these embeddings pass through a linear pro-
jection, we calculate the similarity using the dot
product between the two resulting vectors. Utiliz-
ing the contrastive learning objective, on a batch of
object-dialogue pairs, this cross-modal alignment
architecture learns by maximizing the similarity of
the positive pairs and minimizing the similarity of
the negative pairs (Figure 3).

Object-Dialogue Similarity Learning Strategy
The original contrastive learning approaches the
object-dialogue alignment task as a one-to-one
function, where the positive sample of Di is only
Oi in Figure 3. This is different from the actual
nature of multimodal object identification, where
more than one object could be relevant to a di-
alogue turn. For this reason, in addition to the
original contrastive learning, we explore two mod-
ifications of the learning objective, where: 1) the
positive samples of Di include Oi (image pair) and
similar objects1 to Oi; and 2) the positive samples
of Di include Oi and other supposedly identified

1We define similar objects to Oi as any other objects in the
corresponding scene that use the same prefabricated design as
Oi in the SIMMC 2.1 dataset.

objects in Di. For simplicity, we refer to these
methods as CLIPPER (v1) and CLIPPER (v2).

3.4 Approach 3: Scene-Dialogue Alignment

For scene-dialogue alignment, we aim to combine
the spatial understanding learned from object de-
tection training with the image-text matching for
multimodal similarity learning to solve multimodal
object identification. For this approach, we utilize
a pre-trained object detection model, i.e., DETR,
and two pre-trained language models, i.e., BERT
and GPT2. The resulting models are referred to as
DETR-BERT and DETR-GPT2, respectively. We
illustrate the overview of this approach in Figure 4.

In this approach, we first frame our dataset as
an object detection task, where a data instance con-
sists of a scene image Iscenei and its object anno-
tations Oscene = {(b1, c1), (b2, c2), ..., (bm, cm)},
and train an object detection model (DETR) on
it. The resulting model is then used to extract the
visual representations of all objects in the scene
image Iscene by matching the object queries with
Oscene using Hungarian matching (Stewart et al.,
2016).

For the next step, we frame our dataset as a bi-
nary classification task, where a data instance con-
sists of a user dialogue turn Duser

i , an object Oscene
j

in a corresponding scene Iscenei , and a binary label
(i.e., whether the object is identified by the user
dialogue turn or not). We utilize a dialogue en-
coder to extract textual representation from a user
dialogue turn Duser

i . The textual representation of
Duser

i and the visual representation of Oscene
j are

projected into a latent space. We compute the dot
product of the two and use the resulting vector as
the prediction logits for training and inference.
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Figure 4: Scene-dialogue alignment. We pre-extract the visual embeddings from an object detection model trained
on our dataset. The visual embeddings are used together with dialogue embeddings in the next training to perform
multimodal object detection as a binary classification task.

4 Experiment

4.1 Dataset

For all of our experiments, we utilize the ambigu-
ous candidate identification task from the SIMMC
2.1 dataset (Kottur et al., 2021). The dataset studies
conversational scenarios where the system shares
a co-observed vision (i.e., the same scene) with
the user. The dataset focuses on improving the
shopping experience in two domains: fashion and
furniture. In the setting of SIMMC 2.1, the system
is able to access the ground truth meta informa-
tion of all objects (e.g., object price, size, material,
brand, etc.) in the scene Oscene, while the user
observes objects only through the scene viewpoints
{Iscene1 , Iscene2 , . . . , Iscenen } to describe a request.

Each dialogue in the dataset can utilize differ-
ent scene viewpoints at different dialogue turns
throughout the session. This represents scenarios
where the user navigates the scene during the in-
teraction in a real physical store. Therefore, the
multimodal dialogue system needs to understand
user requests using both the dialogue history and
the scene image as a unified multimodal context.
The statistics of the ambiguous candidate identifica-
tion of SIMMC 2.1 dataset is presented in Table 1.2

4.2 Baselines

We incorporate various baselines including sim-
ple heuristics and deep learning based multimodal

2We use the devtest split of SIMMC 2.1 dataset as the
test set in our experiment.

Split # Sample # Dialogue Omatch

Oscene

Train 4239 3983 28.74%
Validation 414 371 24.72%

Test 940 905 30.78%

Table 1: Statistics of the ambiguous candidates identifi-
cation of the SIMMC 2.1 dataset.

matching methods from SIMMC 2.1.3 For the
heuristic methods, we incorporate uniform random
prediction (Random), empty prediction (No ob-
ject), and all objects prediction (All objects) as
our baselines. For the deep learning approaches
(ResNet50-BERT and ResNet50-GPT2), we ap-
ply cosine similarity between the feature extracted
from ResNet-50 (He et al., 2016)4 and two widely-
used pre-trained LMs, i.e., BERT (Devlin et al.,
2019)5 and GPT2 (Radford et al., 2019)6.

In addition to these baselines, we incorpo-
rate several additional baselines: 1) pre-trained
CLIP (Radford et al., 2021)7, which serves as
a baseline for the object-dialogue alignment ap-
proach and 2) pre-trained MDETR (Kamath et al.,
2021)8, which represents a text-conditioned object
detection baseline trained with an explicit align-

3SIMMC 2.1 repository: https://github.com/
facebookresearch/simmc2.

4We use the pre-extracted visual feature provided in the
SIMMC 2.1 repository.

5 https://huggingface.co/bert-base-uncased.
6 https://huggingface.co/gpt2.
7We use the checkpoint from https://huggingface.co/

openai/clip-vit-base-patch32.
8We use the EfficientNet B5 (ENB5) backbone checkpoint

from https://github.com/ashkamath/mdetr.
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ment between phrases and objects. For CLIP, we
report both zero-shot (CLIP (zero-shot)) and di-
rect fine-tuning (CLIP) performances, while for
MDETR, we only use the zero-shot performance
(MDETR (zero-shot)) due to the unavailability
of the explicit alignment between objects and dia-
logues in the dataset.

4.3 Models
We propose three different approaches to solve the
multimodal object identification task §3. For the
dialogue-contextualized object detection approach,
we incorporate one model, namely SitCoM-DETR
which will be compared to the MDETR baseline.
For the object-dialogue alignment approach, we
incorporate two model variants, i.e., CLIPPER
(v1) and CLIPPER (v2). For the scene-object
alignment approach, we incorporate two model
variants, i.e., DETR-BERT and DETR-GPT2.

4.4 Evaluation
Given a label set L and a prediction set P , we de-
fine the number of true positive N correct as the ob-
jects that appear in both the prediction and the label
sets. Using this definition, we evaluate the models’
performance on the multimodal object identifica-
tion task using three evaluation metrics, i.e., recall,
precision, and F1-score. The definition of each
metric is defined as:

Recall =
N correct

∥L∥ (1)

Precision =
N correct

∥P∥ (2)

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(3)

4.5 Implementation Details
Dialogue Preprocessing In all of our experi-
ments, following prior works in end-to-end task-
oriented dialogue system, we encode the last
three utterances from the dialogue into a single
text. For example a user dialogue turn Duser

i =
{u1, s1, u2, s2, . . . , ui} is encoded into a text "U:
<ui−1> S: <si−1> U: <ui>" to be further processed
by the dialogue encoder.

Inference strategy for object-dialogue alignment
For the proposed CLIPPER model in the object-
dialogue alignment approach, we simply apply sig-
moid to the logits and use a threshold value of 0.5
(denoted as Sigmoid), since it has a built-in capa-
bility to perform multi-label classification. While

for the CLIP model, which serves as a baseline,
does not have the same capability, hence we use
the mean value of the logits as the threshold (de-
noted as Mean). Additionally, we also evaluate the
performance of the model if the top-k objects with
the highest logits are considered valid predictions,
where k denotes the correct amount of objects in
the ground-truth label (denoted as Oracle).

Inference strategy for dialogue-contextualized
object detection For the dialogue-contextualized
object detection, since the model is originally for
the object detection task, we develop our own in-
ference strategy to allow it to perform multi-label
classification for object identification. This is done
through several steps: 1) we perform Hungarian
matching using all objects, 2) we compute inter-
section over union (IoU) of all pairs of matched
prediction and ground-truth bounding boxes9, and
3) we take all objects having IoU score ≥10%10.

Hyperparameter Details For the dialogue-
contextualized object detection, we fine-tune the
SitCoM-DETR model for a maximum of 200
epochs with AdamW optimizer using a linear learn-
ing rate decay, a learning rate between [1e-4..1e-5],
and an early stopping of 10 epochs. For the object-
dialogue alignment, we fine-tune the CLIP and
CLIPPER models for a maximum of 200 epochs
with AdamW optimizer using a linear learning rate
decay, a learning rate between [1e-4..1e-5], and
an early stopping of 10 epochs. For the scene-
dialogue alignment, we fine-tune the DETR-BERT
and DETR-GPT2 models for a maximum of 200
epochs with AdamW optimizer using a linear learn-
ing rate decay, a learning rate between [1e-4..1e-5],
and an early stopping of 10 epochs.

5 Result and Analysis

5.1 Result Overview

The results of our experiments are shown in Ta-
ble 2. The best baseline performance is achieved
by CLIP (fine-tuned) with 45.09% F1-score out-
performing the baselines provided by the SIMMC
2.1 (i.e., ResNet50-GPT2 and ResNet50-BERT),
showing the superiority of image-text alignment
pre-training over separate unimodal pre-trainings
for multimodal object identification. For the

9We do not consider the class label in the scoring to have a
fairer comparison with the zero-shot MDETR approach.

10We align this with MDETR’s class probability setting
during inference.
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Method Type Approach Recall Precision F1-score
Baselines

Heuristic
No object 0.00% 0.00% 0.00%
Random 49.90% 22.43% 30.95%
All objects 100.00% 22.34% 36.52%

SIMMC 2.1
ResNet50-GPT2 36.40% 42.26% 39.11%
ResNet50-BERT 36.70% 43.39% 39.76%

Dialogue-Contextualized
Object Detection

MDETR (zero-shot) 16.33% 29.70% 21.07%

Object-Dialogue
Alignment

CLIP (zero-shot) 55.70% 26.39% 35.81%
CLIP (fine-tuned) 73.00% 32.62% 45.09%

Proposed Methods
Dialogue-Contextualized
Object Detection

SitCoM-DETR (aug) 47.82% 25.69% 33.42%
SitCoM-DETR (no aug) 49.51% 25.81% 33.93%

Object-Dialogue
Alignment

CLIPPER (v1) 73.41% 33.00% 45.53%
CLIPPER (v2) 59.95% 25.60% 35.88%

Scene-Dialogue
Alignment

DETR-BERT 65.47% 51.48% 57.64%
DETR-GPT2 63.81% 56.79% 60.10%

Table 2: Experimental results of multimodal object identification on the SIMMC 2.1 dataset (Kottur et al., 2021).
Bold denotes the best performances of baselines and proposed methods. Underline denotes the best performances
within a method type.

dialogue-contextualized object detection meth-
ods, the proposed SitCoM-DETR outperforms
MDETR (zero-shot). Nevertheless, its perfor-
mance for multimodal object identification is low
despite having an acceptable object detection qual-
ity. We conjecture that a better method for adapting
an object detection model for multimodal object
identification is required, which is also shown by
our scene-dialogue alignment approach in §3.4.

For the object-dialogue alignment, our CLIP-
PER (v1) marginally outperforms the CLIP (fine-
tuned) baseline. This shows the effectiveness of
modifying the CLIP objective which is explained
in more detail in §5.3. For the scene-dialogue
alignment (i.e., DETR-BERT and DETR-GPT2),
where we combine the object detection and the
image-text contrastive objective, we show a signifi-
cant improvement over CLIP (fine-tuned), which
is the highest-performing baseline, by ∼10-15%
F1-score. This suggests the importance of com-
bining object detection representation and image-
text contrastive learning to fulfill the need for both
visual and spatial matching to solve multimodal
object identification.

5.2 Pitfalls of the Best Performing Models

We manually analyze the incorrect predictions
made by our scene-dialogue alignment approaches,
i.e., DETR-BERT and DETR-GPT2. Based on
our analysis in Table 5, our models encounter two
main issues. First, our models have difficulties
in identifying objects when faced with a sudden
object shift in the dialogue, e.g., the sudden shift
from beds to a chair in this user dialogue turn U: “I
need a new bed too. Any suggestions?”, S: “Both
of these grey beds are in stock.”, U: “What’s the
rating on that chair?”.

The second issue is the ineffectiveness of han-
dling textual coreferences. For instance, in the user
dialogue turn U: “How about a hat, but cheap and
in a small?”, S: “I have the black hat third from the
front, the white hat at the front, and the black hat
between them.”, U: “What’s the brand and reviews
for the black hat?”, the models fail to recognize that
“the black hat” in the user utterance is anaphoric to
either “the black hat third from the front” or “the
black hat between them” in the system utterance,
which leads to the system’s failure to identify both
black hats as Omatch. This shortcoming also be-
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Figure 5: Frequency of error types of 100 misclassified
samples from DETR-BERT and DETR-GPT2.

comes more pronounced if the coreference chains
are longer.

These issues show the limitation of pre-trained
LMs for discourse understanding and analysis, es-
pecially in terms of coreference and entity link-
ing (Jurafsky and Martin, 2019; Pandia et al., 2021;
Koto et al., 2021). Additionally, some other cases
require the model to process long-term dialogue
history dependency which existing LMs are not
able to handle because of the quadratic cost bottle-
neck of the attention mechanism of the transformer
architecture (Vaswani et al., 2017). Adapting an ef-
ficient attention mechanism with linear complexity
might be beneficial to mitigate this problem.

5.3 Impact of Changing CLIP Objective

As shown in Table 3, the CLIPPER models with
binary cross-entropy objective have a built-in ca-
pability for multi-label classification with Sigmoid
which consistently performs better compared to
the Mean thresholding. In addition, CLIPPER
(v1) outperforms the original CLIP model which
is trained with the cross-entropy loss. These facts
suggest that changing the CLIP objective is benefi-
cial for performing multi-label classification tasks
such as multimodal object identification.

When using Oracle, we can observe a signifi-
cant improvement in F1-score score, which mainly
comes from the improvement in the precision with
only a minor degradation on recall. This suggests
that there is a very sensitive range of logits which
consists of many negative samples with a few posi-
tive samples. To better segregate these few positive
samples from the negative ones, hard negative min-
ing techniques such as focal loss (Lin et al., 2020)
might be beneficial to alleviate this problem.

Approach Rec. Prec. F1
CLIP — Cross-Entropy

Mean 73.00% 32.62% 45.09%
Oracle 74.99% 74.96% 74.98%

CLIPPER (v1) — Binary Cross-Entropy
Sigmoid 73.41% 33.00% 45.53%
Mean 73.08% 31.97% 44.48%
Oracle 73.37% 73.34% 73.36%

CLIPPER (v2) — Binary Cross-Entropy
Sigmoid 59.95% 25.60% 35.88%
Mean 53.90% 23.42% 32.65%
Oracle 54.92% 54.89% 54.91%

Table 3: Results for object-dialogue alignment models
with different thresholding strategies.

6 Discussion

Based on the results and analysis, we show that the
scene-object alignment approach is the best per-
forming approach, achieving ∼55-60% F1-score
in the multimodal object identification task of
SIMMC 2.1. We analyze the behavior of the model
and conjecture that existing LMs have a limitation
on understanding discourse. Additionally, we show
the potential benefit of modeling the long-term de-
pendency of dialogue history to further improve
the quality of multimodal object identification task
(§5.2). Lastly, we analyze the limitation of the
existing image-text contrastive approaches for mul-
timodal object identification and propose an alter-
native objective to alleviate this limitation (§5.3).

For future work, we aim to focus on the scene-
dialogue alignment methods to further improve the
model performance on the multimodal object iden-
tification capability. We note five potential points
of improvement that can be further explored to im-
prove the model performance in multimodal object
identification: 1) the incorporation of cross-object
attention in the modality fusion phase to enable
a better relative position understanding between
objects, 2) the incorporation of linear attention
mechanism to handle the long-term dependency
of dialogue history, 3) the exploration on better
contrastive objectives for multimodal object identi-
fication, 4) the exploration on improving discourse
understanding for LMs to better handle coreference
and sudden object shift, and 5) the synthetic scene-
dialogue data augmentation through the utilization
of other publicly available object detection datasets
to handle the in-domain data scarcity problem.
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7 Conclusion

In this paper, we explore three methods to tackle
multimodal object identification and evaluate them
on SIMMC 2.1. Our best method, scene-dialogue
alignment, improves the performance by∼20% F1-
score compared to the SIMMC 2.1 baselines. We
provide an analysis of incorrect predictions by our
best approach and the impact of changing the CLIP
learning objective. We further provide discussion
regarding the limitation of our methods and the
potential directions for future works.
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A MDETR Architecture

We provide Figure 6 for illustrative comparison
with our proposed SitCoM-DETR in §3.2.

Figure 6: MDETR architecture.
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Abstract

Social chatbots have gained immense popular-
ity, and their appeal lies not just in their ca-
pacity to respond to the diverse requests from
users, but also in the ability to develop an emo-
tional connection with users. To further de-
velop and promote social chatbots, we need to
concentrate on increasing user interaction and
take into account both the intellectual and emo-
tional quotient in the conversational agents. In
this paper, we propose a multi-task framework
that jointly identifies the emotion of a given
dialogue and generates response in accordance
to the identified emotion. We employ a BERT
based network for creating an empathetic sys-
tem and use a mixed objective function that
trains the end-to-end network with both the
classification and generation loss. Experimen-
tal results show that our proposed framework
outperforms current state-of-the-art models.

1 Introduction

One of the significant challenges of artificial in-
telligence (AI) is to endow the machine with the
ability to interact in natural language with humans.
The personal assistants in our mobile devices in-
variably assist in our day-to-day lives by answering
a wide range of queries. Such assistants act as so-
cial agents that take care of the various activities
of their users. Besides reacting passively to user
requests, they also proactively anticipate user needs
and provide in-time assistance, such as reminding
of an upcoming event or suggesting a useful service
without receiving explicit user requests (Sarikaya,
2017). The daunting task for these agents is that
they have to work well in open domain scenarios as
people learn to rely on them to effectively maintain
their works and lives efficiently.

Building social chatbots to tackle the emotional
needs is indeed of great benefit to our society. The

∗∗Both authors contributed equally to this research.
†+Work done as an intern at IIT Patna.

primary objective of these chatbots is not inher-
ently to answer all the users’ questions, but rather
to be a virtual companion of the users. Therefore,
it is essential to empower the conversational agents
with the ability to perceive and express emotions
to make them capable of interacting with the user
at the human level. These agents help enhance
user satisfaction (Prendinger et al., 2005), while
reducing the breakdowns in conversations (Marti-
novski and Traum, 2003) and providing user reten-
tion. Hence, dialogue systems capable of generat-
ing replies while considering the user’s emotional
state is the most desirable advancement in Artificial
Intelligence (AI). Previously, researchers have fo-
cused upon classifying user emotions (Poria et al.,
2019; Chauhan et al., 2019) in conversations. For
building an intelligent agent, sheer understanding
of emotions is insufficient; hence several works
(Song et al., 2019; Colombo et al., 2019) have con-
centrated in inducing emotions into the dialogue
system. Most of these existing research have fo-
cused on generating emotionally aware (Rashkin
et al., 2019; Lin et al., 2019) or emotionally con-
trolled responses (Zhou et al., 2018; Huang et al.,
2018).

In our current work, we focus on creating an end-
to-end emotional response generation system that
is capable of identifying the emotions and use the
emotional information simultaneously for generat-
ing empathetic and emotionally coherent responses.
The key contributions of our current work are three-
fold: (i) We propose a joint model that is able to
simultaneously identify the emotions from the ut-
terances and incorporate the emotional information
for generation; (ii) We design a multi-task hierar-
chical framework with a mixed objective function
that jointly optimize the classification and genera-
tion loss; (iii) Experimental analysis shows that the
proposed multi-task framework is better in generat-
ing empathetic responses as opposed to single task
emotion generation networks.
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2 Related Work

In (Welivita et al., 2020), the authors proposed a
novel large-scale emotional dialogue dataset, con-
sisting of 1M dialogues and annotated with 32 emo-
tions and 9 empathetic response intents using a
BERT-based fine-grained dialogue emotion classi-
fier. Most of the early research on emotion classifi-
cation was performed upon textual datasets mostly
taken from twitter (Colneriĉ and Demsar, 2018;
Ghosal et al., 2018). The authors in (Chen et al.,
2018), propose a multi-party conversational dataset
for emotions. Lately, emotional text generation has
gained immense popularity (Huang et al., 2018; Li
and Sun, 2018; Lin et al., 2019; Li et al., 2017;
Ghosh et al., 2017; Rashkin et al., 2019). In (Zhou
et al., 2018), an emotional chatting machine (ECM)
was built based on seq2seq framework for generat-
ing emotional responses. Recently, a lexicon-based
attention framework was employed to generate re-
sponses with a specific emotion (Song et al., 2019).
Emotional embedding, affective sampling and regu-
larizer were employed to generate the affect driven
dialogues in (Colombo et al., 2019). The authors
employed curriculum dual learning (Shen and Feng,
2020) for emotion controllable response generation.
In (Asghar et al., 2018; Lubis et al., 2018; Zhong
et al., 2019; Li et al., 2020), the authors proposed
an end-to-end neural framework that captures the
emotional state of the user for generating empa-
thetic responses. Our present research differs from
these as we propose and address a novel task of gen-
erating responses and simultaneously identifying
the emotions in a multi-task framework.

3 Problem Definition

In this paper, we address the problem of identify-
ing emotion from a user utterance and generate
empathetic responses accordingly. In this setting,
emotion remains the same throughout the conver-
sation. Let Up = up,1, up,2, ..., up,j be the set of
utterances in a conversation and Ep denotes the
emotion for the conversation. We aim to identify
Ep through our emotion classification sub-network
and use this emotion information to generate re-
sponses to the user utterances Up. Understanding
emotion initially is very crucial to empathetic re-
sponse generation and cannot be treated indepen-
dently. Hence, we aim to propose an end-to-end
model capable to identifying emotions and utilizes
this emotion information for generation.

Figure 1: Architecture of the proposed model

4 Proposed Model

In this section, we present the proposed model. It
has two sub-networks: Emotion classification sub-
network and Generation sub-network.

4.1 Emotion classification sub-network

The input to this sub-network is a user utterance
and the output is predicted emotion for this utter-
ance. We employed a pre-trained BERT (Devlin
et al., 2019) small uncased model. Instead of taking
[CLS] token from just the final layer, we learn a
weighted representation on [CLS] tokens from all
the layers.

hlcls = BERT(Up)l ∈ {1, . . . , 12}

CE =
l∑

i=1

αt,ih
l
cls

αt,i = softmax(hlcls
T
Wghcls,t)

P ( ˜yem | yem) = softmax(WECE),

(1)

yem is the true emotion labels and ˜yem is the pre-
dicted emotion label. The emotion classifier is
trained by minimizing the negative log-likelihood

LEmo = −
N∑

em=1

yem log ˜yem (2)

4.2 Generation sub-network

Utterance Encoder For a given utterance Up, we
employ a bidirectional Gated Recurrent Units (Bi-
GRU) (Cho et al., 2014) to encode each word up,j ,
where j ∈ (1, 2, 3, .....n) having d-dimensional
embedding vectors into the hidden representation
hUk,i. We concatenate the last hidden representa-
tion from both the unidirectional GRUs to form the
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final hidden representation of a given utterance as
follows:

henUp,i = [GRU(up,j ,
−−−−→
hUp,i−1), GRU(up,j ,

←−−−−
hUp,i−1)]

(3)
Utterance Decoder For decoding the response to a
given user utterance, we build a GRU which takes
encoder last hidden state as the initial hidden state
and words generated previously. To integrate emo-
tion information, we compute the mean of emotion
representation obtained using CE and the encoder’s
last hidden state to initialize as decoder’s initial
state. We use the input feeding decoding along
with the attention (Luong et al., 2015) mechanism
for enhancing the performance of the model. Us-
ing the decoder state hdecd,t as the query vector, we
apply self-attention on the hidden representation
of the utterance encoder. The decoder state and
the encoder vector are concatenated and used to
calculate a final distribution of the probability over
the output tokens.

hd,t−1 = Mean(CE , h
en
c,t)

hdecd,t = GRUd(yk,t−1, hd,t−1)

ct =

k∑

i=1

αt,ih
ctx
c,p ,

αt,i = softmax(henc,p
TWfhd,t)

h̃t = tanh(Wh̃[hd,t; ct])

P (ỹt | y∗t ) = softmax(WV h̃t)

(4)

where, Wf , WV and Wh̃ are the trainable weight
matrices. y∗t , ỹt are the ground truth and generated
words at each time-step respectively. We employ
the teacher forcing (Williams and Zipser, 1989)
algorithm at every decoding step to minimize the
negative log-likelihood on the model distribution.

LGen = −
m∑

t=1

log p(y∗t |y∗1, . . . , y∗t−1) (5)

4.3 Joint Training (JT)
To train an end-to-end model, we jointly optimize
the emotion classification loss and the generation
loss. The final loss of the entire model is:

LJT = LEmo + LGen (6)

5 Dataset and Experimentation

Dataset We conduct our experiment on the Em-
patheticDialogues (Rashkin et al., 2019) dataset

which consist of 25k open-domain conversations
grounded in emotional situations and provides 32
emotion classes. We used the train, test splits pro-
vided by the authors.
Implementation Details The hidden size of utter-
ance encoder Bi-GRU is 768 and the hidden size of
utterance decoder GRU is 768. A dropout of 0.3 is
applied on both the utterance encoder and decoder
layers. A dropout of 0.1 is applied on the weighted
emotion representation obtained from 1 just before
the final softmax layer. All the models are trained
with a batch size of 32 for 10 epochs. AdamW is
used as the optimizer with a learning rate of 0.0001.
The maximum sentence length used is 80.

6 Baseline Methods and Metrics

We compare our model to the below SoTA models.
Pretrained:
It is a transformer model trained on 1.7 billion
REDDIT conversations (Lin et al., 2019).
Fine-Tuned:
The above pre-trained model is fine-tuned on Emo-
tion Dialogue Dataset (Lin et al., 2019).
MULTITASK:
It is an emotion classifier trained using a linear
layer on the top of a transformer (Lin et al., 2019).
EmoPrepend-1:
A top-1 predicted emotion is appended to the be-
ginning of input sentence (Lin et al., 2019).
ENSEM-DM:
The representations obtained from transformer en-
coder and pre-trained emotion classifier are con-
catenated and then fed to transformer decoder (Lin
et al., 2019).
CAiRE:
It is the current State-of-the-art model. In this
model, a large language model is jointly trained for
multiple objectives response language modeling,
response prediction, and dialogue emotion detec-
tion. It is then fine-tuned on EmphatheticDialogues
dataset (Lin et al., 2019).
Bi-LSTM-Attn (JT):
To signify the importance of a BERT pre-trained
model, we replace BERT with Bi-LSTM layer with
attention applied on the top of it.
Metrics:
We use AVG BLEU, the average of BLEU-1,
BLEU-2, BLEU-3, BLEU-4 (Papineni et al., 2002)
and emotion F1 for comparison. As the dataset is
unbalanced, we didn’t use emotion accuracy for
models’ comparison. We used balanced emotion
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labels during manual evaluation and hence we in-
cluded emotion accuracy.

Table 1: Automatic evaluation results of emotion identi-
fication and generation. Here: JT-joint training

Models
AVG

BLEU
EMO

F1
Pretrained (Lin et al., 2019) 5.01 -

Fine-Tuned (Lin et al., 2019) 6.27 -
MULTITASK (Lin et al., 2019) 5.42 -
EmoPrepend-1 (Lin et al., 2019) 4.36 -
ENSEM-DM (Lin et al., 2019) 6.83 -

CAiRE (Lin et al., 2019) 7.03 -
Bi-LSTM (JT) 6.84 8.22

Bi-LSTM + Attn (JT) 6.13 19.89
BERT (JT) 7.71 25.2

7 Result and Analysis

In this section, we present the results of our pro-
posed framework. We compute average BLEU
scores for the model response, comparing against
the gold label (the actual response). From the Ta-
ble 1, it is evident that our proposed framework
performs significantly better in comparison to the
existing baselines1. As compared to CAiRE, we
see an improvement of 0.68 in average BLEU score.
Emotion identification is crucial for relevant empa-
thetic responses and the generated responses should
be in accordance to sentiment expressed by the user.
Joint training helps in learning better emotion rep-
resentations thereby generating contextually coher-
ent, interactive, engaging and empathetic responses.
The emotion classification results reported in Ta-
ble 1, demonstrates effectiveness of joint training.
From table 1, it is visible that the F1-score of BERT
based classifier is better in comparison to the joint
training Bi-LSTM and Bi-LSTM + Attn with a gain
in performance of 17% and 6% respectively.

We recruit six annotators (in a similar manner as
(Shang et al., 2015; Tian et al., 2019)) from a third
party company, having high-level language skills.
In Table 2 we present the results of human evalu-
ation. We sampled 250 responses per model for
evaluation with the utterance and the conversational
history provided for generation. First, we evaluate
the quality of the response on two conventional
criteria: Fluency and Consistency. These are rated

1all the results are statistically significant. We perform
statistical significance t-test (Welch, 1947), and it is conducted
at 5% (0.05) significance level

Table 2: Human evaluation results of emotion iden-
tification and generation. Here: Flu-Fluency; Cons-
Consistency; EmoAcc-Emotion Accuracy

Model Flu Cons EmoAcc
Bi-LSTM (JT) 3.82 3.73 48%

Bi-LSTM + Attn (JT) 3.93 3.82 55%
BERT (JT) 4.11 3.96 69%

on a five-scale, where 1, 3, 5 indicate unacceptable,
moderate, and excellent performance, respectively,
while 2 and 4 are used for unsure. Secondly, we
evaluate the emotion quotient of a response in terms
of Emotion Accuracy metric that measures whether
the emotion induced in the response is in accor-
dance with the predicted emotion information and
the dialogue history. Here, 0 indicates irrelevant
or contradictory, and 1 indicates consistent with
the predicted emotion and dialogue context. We
compute Fleiss’ kappa (Fleiss, 1971) to measure
inter-rater consistency. The Fleiss’ kappa for Flu-
ency and Consistency is 0.53 and 0.49, indicating
moderate agreement. For Emotion Accuracy, we
get 0.65 as the kappa scores indicating substantial
agreement. From the table, it is evident that our
proposed framework performs better for all the hu-
man evaluation metrics. The responses generated
are fluent, consistent to the dialogue history and
the emotion quotient of the generated response is
higher in comparison to the baselines. Also, the
joint training mechanism proves to be efficient for
simultaneously identifying the emotions and using
the emotional information for generation.

8 Conclusion and Future Work

In our current work, we propose the task of jointly
identifying the emotions in dialogues and use the
emotional information for generating empathetic
responses. For our proposed task, we design a
BERT-based multi-task framework, that simulta-
neously identifies the emotion of the speaker and
generate the response in accordance to the situa-
tion, conversational history and the predicted emo-
tions. Experimental analysis on the EmpatheticDi-
alogues dataset shows that the proposed framework
achieved State-of-the-art results. In future, we look
forward to designing sophisticated joint mecha-
nisms to enhance empathetic response generation.
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Abstract

With the rise in larger language models, re-
searchers started exploiting them by pivoting
the downstream tasks as language modeling
tasks using prompts. In this work, we con-
vert the Named Entity Recognition task into a
seq2seq task by generating the synthetic sen-
tences using templates. Our main contribu-
tion is the conversion framework which pro-
vides faster inference. In addition, we test our
method’s performance in resource-rich, low re-
source and domain transfer settings. Results
show that our method achieves comparable re-
sults in the resource-rich setting and outper-
forms the current seq2seq paradigm state-of-
the-art approach in few-shot settings. Through
the experiments, we observed that the negative
examples play an important role in model’s per-
formance. We applied our approach over BART
and T5-base models, and we notice that the T5
architecture aligns better with our task. The
work is performed on the datasets in English
language.

1 Introduction

Named Entity Recognition (NER) is traditionally
approached as a sequence labeling task where a tag
is predicted for each token. For a sentence with
l tokens, the output would be l tags, usually, in
the Inside–outside–beginning (IOB) tagging format
(Ramshaw and Marcus, 1995).

Traditionally in probabilistic classification, Lan-
guage Models (LMs) "compute the probability of a
label, conditioned on the text" (Eisenstein, 2018),
that is, they quantify the likelihood of a sentence
to pertain to a language. Contextualized word rep-
resentations are used nowadays as pre-trained lan-
guage models that have shown to be effective in
natural language processing tasks as co-reference
resolution, gender resolution, etc.

Current language modeling approaches can be
broadly divided into two types:

1. Auto-Regressive: Models that generate predic-
tions, in our case pieces of text, using previous
predictions. Architectures like Generative Pre-
trained Transformers (i.e GPT3) (Brown et al.,
2020) follow this approach predicting the next
word given a sequence of prior words.

2. Sentence-Reconstruction: In this approach,
the input sentence is corrupted by either ran-
domly dropping words (Devlin et al., 2018),
spans (Joshi et al., 2019) or permutating the
word order (Lewis et al., 2019) and the model
is trained to reconstruct the original sentence.
Architectures like Bidirectional Encoder Rep-
resentations from Transformers or BERT mod-
els (Devlin et al., 2018) and T5 (Raffel et al.,
2020) follow this approach.

Mou et al. (2016) and Dai and Le (2015) sug-
gested transferring the knowledge learned during
pre-training to downstream tasks but with limited
success. However, with the advances in neural net-
works, (Howard and Ruder, 2018) proved that it
is possible by successfully fine-tuning a pretrained
LSTM (Hochreiter and Schmidhuber, 1997) lan-
guage model on a downstream task. After pre-
training, the model’s last layer, which is used to
predict the next word, is replaced with a new layer
for a downstream task. This way, information from
the remaining layers can help the model learn new
tasks better.

Instead of introducing a new layer at the end
of pre-trained models, Schick and Schütze (2020)
converted the downstream task examples into a
cloze-question format to leverage the knowledge
acquired during the pre-training. Later, the pre-
trained model is further fine-tuned in a method
called Pattern Exploitative Training (PET). Down-
stream tasks like sentiment analysis would be much
simpler to adapt since one can just append a tem-
plate at the end of the review and expect the model
to predict words related to the corresponding label.
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For instance, if we are predicting the polarity of a
movie review, we append a template to the review
as follows Overall, the movie is < mask > and
fine-tune the language model to predict < mask >
with the words corresponding to the sentiment.
However, PET cannot be directly applied to Named
Entity Recognition (NER) since the outputs must
be constrained to phrases within the sentence. It
is difficult (if not impossible) to provide a single
task description which allows the language model
to assign a label to each token in the input text
(Gatta et al., 2021). Gatta et al. (2021) handled this
issue by appending a template, filled by each word
and entity type, to the sentence where the model
must predict if the word in the template is either
beginning, inside or outside an entity type. The
template is generated for all combinations of words
in the sentence and entity types.

Cui et al. (2021) approached the problem by con-
verting the NER identification task into a seq2seq
task by generating synthetic target sentences. Fig-
ure 1 illustrates their data creation process. N-
grams generated from the sentence are substituted
in the template to generate positive and negative
examples. The authors fine-tune BART language
model (Lewis et al., 2019) to train a seq2seq model,
which inputs the natural source sentence (sentence
before the "→" symbol in Figure 1) and outputs
the synthetic target sentence (sentence after the
"→" symbol). At inference, the fine-tuned model
is used to score the synthetic sentences generated
from all the N-grams. A major limitation of this
approach is the N-grams part because, during infer-
ence, for a given sentence, all the synthetic target
sentences generated from all the N-grams ranging
from n = 1 to 8 must be checked against all the en-
tity types. This situation exacerbates with a larger
sentence and more number of entity types in a task.
Avoiding the problem of generating all possible N-
grams, (Yan et al., 2021) proposed a pointer-based
seq2seq (BARTNER) framework, which converts
NER sub-tasks to a unified sequence generation
task and predicts entities from the input sentences
and the corresponding type indexes. LightNER
(Chen et al., 2021) introduced prompt-tuning to the
attention mechanism of BARTNER and achieved
promising improvement in low-resource scenarios.

Our contribution is to avoid the usage of N-
grams by pivoting our task from a sequence label-
ing task into a seq2seq task that aligns with the
pre-training objective of certain generative models

like T5, BART, etc. Specifically, we leverage tem-
plates to convert the target entities into sentences.
Figure 2 illustrates the conversion process. Our
approach performs better in low-resource settings
and is comparable to existing works in resource-
rich setting. In comparison to the recent works,
our approach is faster than TemplateBART (Cui
et al., 2021) in terms of real-time inference. Al-
though BARTNER does inference in a single step,
we observed that our approach yields better results
at the cost of linear inference speed, proportional
to the number of entity types. At the same time,
our approach is simpler than LightNER.

We test our method’s performance in resource-
rich, low resource and domain transfer settings to
prove its robustness. We approximate low resource
setting by considering few-shot scenarios of the
datasets. Results show that our method achieves
comparable results in the resource-rich setting and
outperforms the current seq2seq paradigm state-of-
the-art approach in few-shot settings.

2 Related Work

To adapt the fine-tuning approach to the NER task,
the standard norm has been to use architectures
like LSTMs (Hochreiter and Schmidhuber, 1997),
CNNs (LeCun et al., 1989), and Transformers
(Vaswani et al., 2017) to extract token-level fea-
tures which are later passed on for classification
into the corresponding entity classes. In the final
layer, the softmax function (Strubell et al., 2017;
Chiu and Nichols, 2015; Cui and Zhang, 2019) or
the Conditional Random Fields algorithm (CRF)
(Lample et al., 2016; Ma and Hovy, 2016; Luo
et al., 2019) are used for classification.

With the rise of powerful LMs, there has been a
lot of interest in exploiting them for downstream
tasks. ULMFit (Howard and Ruder, 2018) was
the first approach to successfully fine-tune a pre-
trained LSTM language model to a downstream
task. However, this approach does not completely
exploit the information LMs have learned during
pre-training. Schick and Schütze (2020) converted
the downstream tasks into cloze questions to probe
LMs and leverage the knowledge learned during
pre-training. Simultaneously, Brown et al. (2020)
showed that, with large LMs (170 Billion parame-
ters large), it is possible to probe information in a
few-shot approach without having to train the full
model. These methods gave rise to a new research
field called Pattern Engineering (Liu et al., 2021).
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Figure 1: Template based NER approach by Cui et al. (2021)
.

Figure 2: Our approach.

However, until recently, most prompt-based ap-
proaches were not designed for Named Entity
Recognition. Cui et al. (2021) were the first to
adopt the template-based approach for Sequence
Labeling. They convert the task into a seq2seq task
and use language models as a scoring function for
each span. As mentioned before, Sainz et al. (2022)
filter the n-grams by labels provided by a linguistic
analyzer in a textual entailment task.

3 Methodology

We consider NER as a language model generation
task where the input is a text written in natural lan-
guage, appended by synthetic sentence generated
by a template and the output is also a synthetic
sentence but mentioning the corresponding entities.
(see Section 3.1). We start this section by introduc-
ing the template creation process in Section 3.1,
and then explain the training and inference pro-
cesses in Sections 3.3 and 3.2, respectively. In later
sections, we speak about the different assumptions
made for different resource settings.

3.1 Template creation

Let us consider a dataset with n entity types. For
each training instance, n synthetic sentences (cor-
responding to each entity type) are appended to
the source sequence i.e. input text and the corre-
sponding entities are provided as target sequences.
In case of multiple entities for an entity type, they
are separated by a delimiter in the output. Figure
2 explains our approach. The input template is as
follows,

In the sentence, < sentence >, the < entity −

type > entities are
In this template < sentence > is substi-

tuted by a sentence from the training set and
< entitytype > by an entity type. The training
instance shown in the figure has three entity types,
namely, ORG (organization), PER (person), and
LOC (location). So, we will have 3 positive exam-
ples, one for each entity type. One such positive
example is shown as T+. Since MISC (miscella-
neous) type entities are not present, we consider it
as a negative example (T−) and the output is made
as "None" denoting that there are no entities for the
entity type mentioned in the input.

3.2 Inference

During inference, for a given sentence, templates
generated for each entity type are passed through
the model for extracting entities. This approach
invokes the model only n times whereas Cui et al.
(2021)’s approach invokes the model n× k times,
where k is the number of N-grams.

3.3 Training

As we are leveraging pre-trained language mod-
els as the base models, we fine-tune them on the
downstream seq2seq task. During fine-tuning, the
model is trained to predict the correct named en-
tities word-by-word. In case of negative samples,
the model must only output the word None. In
the example in Figure 2, the system has generated
the named entity "Baghdad" for the location (LOC)
entity type and the label "None" for the "miscella-
neous" type, or negative example. It is possible that
the generative models may output partial entities
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or arbitrary text. In such cases, we consider the
output as no match at all.

Considering the success of contrastive learning
(Chen et al., 2020), we believe that the negative ex-
amples help the models in understanding the task
better, especially when the training instances are
less. Therefore, we consider all the n sequences
(including positives and negatives) generated per
each training instance for training. In later sec-
tions (Section 4.1), we evaluate our hypothesis by
comparing the impact of negative examples against
model performance. Experiments have been per-
formed on different datasets with different entity
classes (see Section 4).

3.4 Experimental settings

As mentioned earlier, we test our approach in three
different scenarios. The following sub-sections
explain the experimental settings of each scenario.

3.4.1 Resource-Rich setting
In this setting, we evaluate if it is worth adopting
this approach when there is access to abundance of
data.

3.4.2 Low Resource setting
In this setting, we measure the impact of the
amount of examples against model’s performance.
We follow Cui et al. (2021)’s evaluation settings
for better comparison. Specifically, we check the
model’s performance on different input data sizes
m = {10, 20, 50, 100, 200, 500}, where m stands
for number of instances per each entity type.

3.4.3 Domain Transfer
Since the input template and target sequences look
like natural sentences, the model trained on one
dataset should be able to adapt to another dataset
with different entity types. The above hypothesis
is made under the hypothesis that, with the first
dataset, model understands the task format better.

We evaluate this hypothesis by training a model
on a resource-rich dataset and later fune-tuning it
on a low-resource dataset. In our case, it would
mean, fine-tuning a pretrained model on a resource-
rich dataset and further fine-tuning it on a low-
resource dataset.

3.5 Adding special tokens

One-way of pre-training is to reconstruct the cor-
rupted sentence by predicting the dropped spans
(Joshi et al., 2019; Raffel et al., 2020). For instance,

given a sentence, I’m looking <X> to the party this
<Y>, the model is trained to predict the following
text, <X> forward <Y> weekend.

In order to make our downstream task closer
to the pre-training task of de-noising corrupted
sentences, we append a special token to the source
sentence and prepend the same token on the
target side to mimic the pre-training style. In
the results, we call this method as "Ours+ (T5
pretraining-style)".

Ours: In the sentence, < sentence >, the
< entity − type > entities are

Ours + (T5 pretraining-style): In the sentence,
< sentence >, the < entity−type > entities are
< X >

4 Results

For benchmarking, we use CoNLL03 dataset for
resource-rich setting and MIT restaurant (Liu et al.,
2013), MIT movie (Liu et al., 2013) and ATIS
(Hakkani-Tur et al., 2016) datasets are used for
low-resource and domain transfer settings. See
Table 4 in Appendix for more details. ATIS dataset
contains highly imbalanced entity types with one
entity type containing around 3705 instances while
another type occurring only once. All the scores
reported in this section are an average of 5 runs.

We conjecture that our hypothesis aligns better
with T5 considering the closeness to its pre-training
task. In order to evaluate this, we train T5-base
and BART-large (Lewis et al., 2019) on CoNLL03
(Tjong Kim Sang and De Meulder, 2003) and check
the performance. Table 2 shows that T5-base per-
forms better than BART-large. It is interesting to
note that T5-base, with 3x fewer parameters, per-
forms better.

From here on, we will be using T5-base model
for the experiments. The improvements reported
can be attributed to T5 but the inference speed is
due to our approach. For instance, when tested on
Titan XP GPU with the same pre-trained model,
T5, our approach takes 2 minutes to complete the
inference whereas TemplateBART (Cui et al.,
2021) approach takes 68 minutes.1.

Resource-rich setting: Table 2 shows that,
when tested in a resource-rich setting, (CoNLL03),

1We use a batch size of 32 and TemplateBART use a dy-
namic batch size varying between 5 to 40 with an average
batch size of 31
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Source Method MIT Movies MIT Restaurant ATIS
10 20 50 100 200 500 10 20 50 100 200 500 10 20 50

TemplateBART 37.3 48.5 52.2 56.3 62.0 74.9 46 57.1 58.7 60.1 62.8 65 71.7 79.4 92.6
LightNER 41.7 57.8 73.1 78.0 80.6 84.8 48.5 58.0 62.0 70.8 75.5 80.2 76.3 85.3 92.8

BARTNER* 41.1 54.0 67.7 NA NA NA 44.0 56.0 64.0 NA NA NA 77.7 86.1 93.4
None Ours 53.29 61.89 75.75 79.99 81.61 83.08 47.09 60.25 67.02 72.7 74.15 75.69 91.9 93.8 94.58

Ours2 52.1 60.43 75.23 78.3 81.07 82.47 51.34 61.97 65.86 73.64 76.31 77.24 92.75 93.57 94.66
TemplateBART 42.4 54.2 59.6 65.3 69.6 80.3 53.1 60.3 64.1 67.3 72.2 75.7 77.3 88.9 93.5

LightNER 62.9 75.6 78.8 82.2 84.5 85.7 58.1 67.4 69.5 73.7 78.4 81.1 86.9 89.4 93.9
CoNLL03 Ours 62.27 72.24 76.67 78.98 81.72 82.89 56.55 64.73 69.84 73.39 75.46 74.41 93.34 94.25 95

Ours2 62.07 70.52 75.64 78.84 81.09 82.56 59.03 64.06 67.72 74.21 75.47 75.94 92.9 93.83 94.68

Table 1: Few-shot results (including domain-transfer settings) on various input sizes. The first column "Source" refers to the
domain-transfer setting where we first train on CoNLL03 dataset or from scratch (None) and later fine-tune on the current dataset.
The scores reported are an average of 5 runs with a standard deviation around 2-3. "Ours" and "Ours2" refer to the two training
styles followed in section 3.5. BARTNER* scores are taken from the publication. Hence, couldn’t get its scores on size=100,
200 and 500.

Models P R F
LightNER 92.39 93.48 92.93

TemplateBART 90.51 93.34 91.90
Ours (T5-base) 91 89 90

Ours (BART-large) 90 80 85

Table 2: CoNLL03 results: Comparing our approach with
TemplateBART and LightNER

TemplateBART and LightNER perform better
than our approach. We conclude that our approach
is not a value addition when there is access to
enough labeled data.

Low Resource setting: In the few shot setting,
we check the model’s performance on different
input data sizes m = {10, 20, 50, 100, 200, 500},
where m stands for number of instances per each
entity type. Table 1 shows that our approaches
perform comparatively better.

Domain Transfer: Initially, we fine-tune the
T5 model on the full CoNLL03 dataset and later
fine-tune it on the few-shot scenarios of MIT restau-
rant, MIT movie and ATIS datasets. Table 1 shows
that our approaches indeed leverage the knowledge
gained from one task to learn another. However, it
only performs comparably to LightNER.

4.1 Ratio of negative samples

In case of resource-rich setting (Table 2), we can
observe that the precision of the system is compa-
rable to other baselines. We believe that this is due
to the large number of negative examples we are
considering while training. As a result, model is
producing less false positives.

In order to check the hypothesis that more neg-
ative examples can be helpful, we experimented
with different negative-positive ratio sentences per
each training instance. Table 3 shows that the neg-
ative samples are extremely important in few-shot
scenarios, especially when m (number of instances
per entity type) is small. We can also observe that
learning is saturated quickly when m is bigger. For

instance, for m=200 & 500, there is no consider-
able improvement despite the increase in negative
samples.

-ve to +ve ratio 10 20 50 100 200 500
1:1 18.32 42.97 57.58 67.06 71.83 75.43
2:1 26.25 53.95 62.88 70.55 75.13 77.24
3:1 34.32 55.91 64.68 71.1 75.37 77.2

Table 3: Effect of negative samples on model’s performance.
Scores reported on MIT restaurant. 10 indicates 10 instances
for each entity types. The scores reported are an average of 5
runs with a standard deviation around 2-3.

5 Conclusions and Future Work

In this work, we project NER as a seq2seq task by
generating synthetic sentences from templates and
show that our approach is faster than the current
state-of-the-art. We also show that our approach
works better in few-shot and domain transfer sce-
narios especially when the input size is small, al-
though the approach can be used in other scenarios.
While performing the experiments, we found T5
to better align with our task and also observed the
importance of negative examples.

Our system has been compared against seq2seq
systems (TemplateNER, LightNER and BART-
NER). But Instruction-NER (Wang et al., 2022)
leverages auxiliary training and obtains better re-
sults than our system. For instance, in MIT movies
few shot scenario (n=10), our approach has 53 F1
score and instructionNER 65 F1 score. In future, it
would be interesting to explore automatic template
generation along with auxiliary training.
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7 Appendix

Dataset Number of
entity types # Training # Validation # Testing Max Min

CoNLL 4 14041 3250 3453 7141 3451
MIT Restaurant 8 6128 1225 1522 3031 581

MIT Movie 12 7821 1564 2444 3510 92
ATIS 79 4233 634 894 3705 1

Table 4: Datasets: Number of sentences in train, val-
idation and testing splits in each dataset. # refers to
number of sentences. The "Max" and "Min" columns
refer to the entity types with maximum and minimum
occurrences.
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Charles University, Faculty of Mathematics and Physics

Institute of Formal and Applied Linguistics
Prague, Czech Republic

{mukherjee,hudecek,odusek}@ufal.mff.cuni.cz

Abstract

Generating polite responses is essential to
build intelligent and engaging dialogue systems.
However, this task is far from well-explored
due to the difficulties of rendering a particular
style in coherent responses, especially when
parallel datasets for regular-to-polite pairs are
usually unavailable. This paper proposes a po-
lite chatbot that can produce responses that
are polite and coherent to the given context.
In this study, a politeness transfer model is
first used to generate polite synthetic dialogue
pairs of contexts and polite utterances. Then,
these synthetic pairs are employed to train a
dialogue model. Automatic and human eval-
uations demonstrate that our method outper-
forms baselines in producing polite dialogue
responses while staying competitive in terms
of coherent to the given context.1

1 Introduction

Building a chatbot agent that produces stylized and
coherent responses can yield more engaging con-
versations (Niederhoffer and Pennebaker, 2002).
Generating stylized dialogue responses has been
investigated in various studies, with a broad un-
derstanding of style covering emotion (Zhou et al.,
2018), personality (Li et al., 2016) or politeness
(Niu and Bansal, 2018). In most cases, the stylis-
tic features we want to capture are embedded in
unpaired texts that cannot be directly utilized by su-
pervised models (Gao et al., 2019). This typically
leads stylized chatbot models to employ complex,
multi-step setups, potentially involving reinforce-
ment learning (Niu and Bansal, 2018; Sun et al.,
2022; Firdaus et al., 2022).

In this paper, we propose a straightforward polite
chatbot training procedure that uses a politeness
transfer model to create synthetic training instances
and results in an end-to-end model. We build upon

1Our code and related details are available at https://
github.com/souro/polite_chatbot.

the work of Madaan et al. (2020), who use a tagger
and generator pipeline to generate polite sentences.
However, we make their process more straightfor-
ward by merging these two sub-modules into a
single step: We finetune the BART model (Lewis
et al., 2020) to transfer neutral sentences into polite
ones. Using this model, we then prepare synthetic
pairs of contexts and polite responses and train a
dialogue model on this synthetic data. We evaluate
our approach on The DailyDialog dataset (Li et al.,
2017). Automatic and human evaluations show that
our method outperforms competitive baselines in
response politeness while staying competitive in
terms of coherence to the given context.

2 Related Work

Politeness Transfer in Text Politeness Transfer
is a sub-task of Text Style Transfer (TST) (Madaan
et al., 2020). McDonald and Pustejovsky (1985)
have defined style as a notion that refers to the man-
ner in which semantics is expressed. The aim of
TST is to change the style of the text while pre-
serving style-independent content. Politeness is a
text style attribute that is closely related to social
interactions, which enables smooth communication
in conversations (Coppock, 2005), such as emails
or memos, and it can be decoupled from content
(Kang and Hovy, 2019). The task of politeness
transfer (Madaan et al., 2020) aims to control the
politeness of a text while preserving the original
content. Madaan et al. (2020) use a two-step archi-
tecture here: (1) a tagger tags appropriate insertion
points, and (2) a generator generates polite phrases
to insert instead of the tags.

Polite Chatbot Response Generation Stylized
dialogue generation attracted a lot of attention in
recent years (Gao et al., 2019; Zheng et al., 2021;
Zeng and Nie, 2021). Previous works focus on
personalized (Li et al., 2016; Luan et al., 2017;
Su et al., 2019), polite Niu and Bansal (2018) or
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Figure 1: Our method: We (1) train the politeness transfer model; (2) generate synthetic training data by applying
the transfer model to neutral utterances; (3) train the dialogue models using the synthetic data.

emotional (Zhou et al., 2018) dialogues.
For politeness, traditionally, polite chatbot re-

sponses are accomplished by manual dialogue de-
sign, where predefined rules or templates are used
to generate responses based on certain keywords
or scenarios (André et al., 2004; Gupta et al., 2007;
de Jong et al., 2008). This approach has some lim-
itations such as requiring a lot of human effort,
being domain-specific, and lacking flexibility or di-
versity (Firdaus et al., 2022). Alternatively, recent
works have used neural language models to gen-
erate polite chatbot responses automatically. Niu
and Bansal (2018) used a politeness classifier and
a language model trained on polite utterances to
generate polite dialog responses. Sun et al. (2022)
post-process a baseline system response using a
two-step phrase replacement trained by reinforce-
ment learning. Firdaus et al. (2022) proposed a
two-step decoding approach that first generates a
rough response based on the input text and then
infuses human-written polite phrases into the re-
sponse using a separate politeness model.

Perhaps the closest to ours is the work of Silva
et al. (2022), who also adapts Niu and Bansal’s and
Madaan et al.’s models, but their focus is domain
transfer, not simplifying the overall architecture.

3 Method

Our method consists of three steps (Figure 1). First,
we train a politeness transfer model. Our goal here
is to train a model that takes as input a neutral sen-
tence x and outputs a sentence x̂ that retains the
content while increasing politeness. Second, we
apply this politeness transfer model to generate syn-
thetic polite chat data. Finally, we use the corpus
D̂ to train a dialogue model.

Politeness Transfer Model Although we do not
have parallel corpora available for politeness trans-
fer, our transfer model is trained in a supervised
fashion on synthetic input-output pairs. These are
obtained following Madaan et al. (2020): polite

Models PS BLEU CS

Madaan et al. (2020) 7.01 60.16 87.86
Ours 8.68 71.65 93.25

Table 1: Evaluation results of politeness transfer on the
test set of Madaan et al. (2020)’s data. We measure the
Polite Score (PS), BLEU Score, and Content Similarity
(CS). Model outputs are predicted based on synthetic
sentences where politeness markers have been removed.
BLEU and CS compare against original human-written
polite sentences.

phrases (politeness markers) are identified using
TF-IDF over polite and non-polite texts.2 The
markers are removed from polite texts on the input,
and a sequence-to-sequence model is trained to in-
crease sentence politeness by reconstructing the
politeness markers on the output. Unlike Madaan
et al. (2020), we do not use separate tagging and
generation steps here and join the task into a sin-
gle step. Specifically, we finetune a pre-trained
language model for this task using standard cross-
entropy loss (see Section 4.2).

Creating Synthetic Polite Data We apply our
politeness transfer model to a dataset consisting
of N dialogues D = {Ck1

1 , ..., CkN
N }, where dia-

logue Cki
i consists of ki utterances {u1i , ..., ukii }.

We create a corpus of context-utterance pairs
D̂ = {⟨C1

1 , û
2
1⟩, ⟨C2

1 , û
3
1⟩, ..., ⟨CKN−1

N , ûKN
N ⟩}

where C1
1 is the first utterance of the first dialogue,

C2
1 are the first two utterances of the first dialogue,

etc. In other words, for every partial context, we
add a polite version of the next utterance.

Dialogue Model We use a standard dialogue re-
sponse generation model that produces a dialogue
utterance ui based on context C = {u1, ..., ui−1},
trained using cross-entropy loss. We experiment
with multiple pre-trained language models here

2In principle, a much higher mean TF-IDF value over
polite than non-polite texts means that a phrase is likely to be
a politeness marker.
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BlenderBot DialoGPT GPT-2

Finetuned on PS BLEU-1,2 CS PS BLEU-1,2 CS PS BLEU-1,2 CS

Vanilla (no FT) 7.06 9.80 2.58 20.31 6.31 9.38 1.98 19.33 4.91 0.15 0.09 8.31
DailyDialog (DD) 7.11 17.21 7.25 45.80 6.14 11.72 2.60 38.44 5.08 7.82 2.13 29.72
DD + Madaan et al. (2020) 6.75 17.16 6.73 45.17 6.17 11.47 2.19 35.08 5.99 7.32 1.49 27.42
DD + Ours 7.65 17.03 6.85 41.80 7.75 11.44 2.57 35.03 7.20 5.65 1.03 26.80

Table 2: Evaluation results of polite dialog models. We indicate what version of the DailyDialog dataset (DD)
was used for Finetuning (FT) if any. We measure the Polite Score (PS), BLEU score, and Content Similarity (CS).
BLEU Score (of n-gram = 1,2) and CS are computed between predicted polite utterances and the original utterances.

Models PS BLEU CS

DailyDialog (DD) 5.41 – –
DD + Madaan et al. (2020) 6.37 73.34 90.29

DD + Ours 7.95 70.21 89.07

Table 3: Evaluation of synthetic data generated using
DailyDialogue (DD) to train polite dialog models. We
measure the Polite Score (PS), BLEU Score, and Con-
tent Similarity (CS) The BLEU and CS are measured
between original utterances and polite-transferred utter-
ances.

BlenderBot finetuned on Pol CC Flu

Vanilla (no FT) 3.46 1.16 4.64
DailyDialog (DD) 3.90 3.74 4.54
DD + Madaan et al. (2020) 3.50 3.06 3.98

DD + Ours 4.26 2.94 4.30

Table 4: Human Evaluation on BlenderBot outputs. We
measured politeness (Pol), coherent to context (CC),
and fluency (Flu).

(see Section 4.2). To achieve politeness in re-
sponses, we use the synthetic polite dialogue cor-
pus D̂ obtained using our politeness transfer model.

4 Experiment

4.1 Datasets
Politeness Transfer We use the dataset of
Madaan et al. (2020), i.e. preprocessed and filtered
sentences from the Enron e-mail dataset (Shetty
and Adibi, 2004) into ten buckets (P0-P9) based
on the score of a politeness classifier by Niu and
Bansal (2018). We use Madaan et al. (2020)’s TF-
IDF-based approach to remove politeness markers
(see Section 3) from the sentences in the most po-
lite P9 bucket to prepare synthetic parallel data for
training our politeness transfer models.

Dialogue To train our response generation mod-
els, we use DailyDialog (Li et al., 2017), an open-
domain dataset of 13,118 human-human dialogues.
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Figure 2: Confusion Matrix of multi-class politeness
classification. We can see that the model confuses
mainly neighboring buckets and the vast majority is
classified correctly.

DailyDialogue was collected to represent natural
day-by-day conversations between human partici-
pants. It is constructed mainly from English learner
websites and represents rather formal written con-
versations. Each conversation is focused on certain
topics, but the domain is not restricted in general.
The average length is 7.9 turns per dialogue. The
dataset is split into a training set with 11,118 dia-
logues and validation and test sets with 1,000 dia-
logues each.

4.2 Settings

We use BART (Lewis et al., 2020) for politeness
transfer. For dialogue modeling, we use multi-
ple pre-trained models: (1) GPT-2 (Radford et al.,
2019), which is a Transformer decoder trained for
general language modeling (including dialogues),
(2) DialoGPT (Zhang et al., 2020), which shares
GPT-2’s architecture but was pre-trained specifi-
cally on dialogue data, (3) BlenderBot (Roller et al.,
2021), which is an encoder-decoder Transformer
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Context : Nani Book Store. How can I help you? Do you have the ’The man and the Sea’ by Ernest Hemingway?

Ground Truth Yes, we have one copy left.

Vanilla (no FT) I would love to try it, but I don’t think I’ll be able to afford it.
DailyDialog (DD) Yes, it ’ s on that shelf. I ’ ll get it for you right away.
DD + Madaan et al. (2020) We do. Would you like a look at it?

DD + Ours Yes, we do. Would you like to have a look at it? please let me know.

Table 5: A sample output using BlenderBot. Vanilla BlenderBot produces polite but irrelevant responses, and
models finetuned on all DailyDialog data versions produce relevant responses, but ours is arguably the most polite.

specifically trained to learn dialogue skills such as
empathy or engagement.3

4.3 Baselines

Politeness Transfer We compare our system
against Madaan et al. (2020). They used 4-layered
transformers (Vaswani et al., 2017) to train both
tagger and generator modules. Each transformer
has 4 attention heads with a 512 dimensional em-
bedding layer and hidden state size.

Dialogue Model We evaluate all dialogue mod-
els against three baselines: (1) vanilla version of
the model, (2) model fine-tuned on unchanged Dai-
lyDialog data, (3) model finetuned on synthetic
polite DailyDialog data generated in the same fash-
ion as in our full model, but using Madaan et al.
(2020)’s politeness transfer instead of ours.

5 Evaluation

5.1 Metrics

Following prior work (Madaan et al., 2020; Niu and
Bansal, 2018), we use automatic metrics for the
evaluation of the models along two major dimen-
sions: (1) style transfer and (2) content preservation
and relevance. To measure politeness transfer qual-
ity, we compute Polite Score, which is defined as
the average score given to the generated sequences
by our politeness classifier, which we created by
finetuning BERT (Devlin et al., 2019) on Madaan
et al. (2020)’s Enron data (see Section 4.1).4 Fol-
lowing prior work (Jin et al., 2022; Hu et al., 2022),
we evaluate the relevance and content preservation
using embedding similarity (Rahutomo et al., 2012)
and BLEU score (Papineni et al., 2002). For em-

3We use AdamW optimizer with a learning rate of 5e-4 in
all cases. The politeness transfer model is trained for 5 epochs
using batch size 8. All dialogue models are finetuned for 4
epochs using batch size 3.

4Although the scale of politeness classes is not necessarily
linear, we believe that this is still a good indicator of the overall
politeness of the data.

bedding similarity, we use a pre-trained Sentence-
BERT model (Reimers and Gurevych, 2019) and
cosine similarity. We use BLEU-1 and BLEU-2 to
account for the expected different phrasing in po-
lite outputs and the high output variance common
to open-domain dialogue response generation. As
automated metrics for language generation do not
correlate well with human judgments (Novikova
et al., 2017), we conduct a small-scale in-house
human evaluation with expert annotators (computa-
tional linguistics graduate students). We randomly
select 50 context-utterance pairs from the DailyDi-
alog test set for all models based on the strongest
BlenderBot language model. The annotators rate
model outputs using a 5-point Likert scale for po-
liteness, coherence to context, and fluency.

5.2 Results

Politeness classification The accuracy of our
BERT-based politeness classification model is
83.27% on the politeness transfer data. More im-
portantly, the confusion matrix in Figure 2 shows
that the model confuses mostly adjacent classes;
the average error is only 0.98.

Politeness Transfer We compare the politeness
transfer models on content preservation and polite-
ness improvement using a test portion of Madaan
et al. (2020)’s data used for training, which con-
sists of synthetic non-polite sentences and the cor-
responding original polite sentences. Models are
tasked with producing polite sentences from syn-
thetic non-polite ones; the result is then compared
to the original human-written polite sentences. Ta-
ble 1 shows the results. Our model achieves a
higher politeness score than Madaan et al. (2020)
while producing sentences more similar to the orig-
inal human-written ones based on BLEU and sen-
tence similarity scores.

We also evaluate the performance of the polite-
ness transfer models with respect to content preser-
vation and politeness improvement on the synthetic
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pairs of contexts and polite utterances from the
DailyDialog dataset we prepared. The results are
shown in Table 3. Note that unlike in the previ-
ous experiment, we measure content preservation
against the original (source) utterances. We ob-
serve that our model increases politeness over the
source data and outperforms Madaan et al. (2020).
We can see a slight drop in content preservation
metrics against the original utterances, but this is
expected as these metrics also reflect changes in
phrasing.

Dialogue modeling Results of automatic metrics
for dialogue modeling are shown in Table 2. The
performance differences between the pre-trained
models used are expected given the models’ prop-
erties and intended use cases. While GPT-2 scores
low on politeness, the dialogue-specific models ob-
tain better results. As expected, all models perform
much better in terms of content preservation after
finetuning. Both ours and Madaan et al.’s polite-
ness transfer result in an increase in politeness, and
we can observe that our method consistently out-
performs Madaan et al.’s. Moreover, our method
is the only one that improves the Polite Score over
the vanilla BlenderBot model. Finally, although the
application of politeness transfer causes a decrease
in content similarity with reference responses from
DailyDialog, the drop is marginal, not consistent
with all metrics, and could be caused by different
phrasing, same as in the case of politeness transfer
(cf. Table 3).

Human Evaluation We have evaluated 50 model
outputs for each variant of the BlenderBot model
(see Table 5 for a sample). The results are pre-
sented in Table 4. The human evaluation results
mostly agree with our automatic evaluation results:
our data preparation method performs better than
Madaan et al. (2020)’s transfer in terms of polite-
ness and is able to improve the base BlenderBot
model. Both politeness-increasing methods cause a
slight degradation in context coherency of the gen-
erated utterances; ours performs slightly worse in
this aspect. However, our full approach yields more
fluent outputs than the model trained on Madaan
et al. (2020)’s politeness transfer.

6 Conclusion

We propose an innovative way of increasing dia-
logue models’ politeness. Our method is trained in
two steps: the creation of synthetic training corpora

with increased politeness and dialogue model train-
ing. The resulting dialogue response generation
model is end-to-end and does not require postpro-
cessing. Compared against multiple baselines for
both politeness transfer and dialogue modeling, our
politeness transfer model and dialogue response
generation achieve increased politeness while still
preserving important content. In future work, we
aim to extend our method to other stylized response
generation tasks.
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Abstract

Writing is an important element of language
learning, and an increasing amount of learner
writing is taking place in online environments.
Teachers can provide valuable feedback by
commenting on learner text. However, pro-
viding relevant feedback for every issue for
every student can be time-consuming. To ad-
dress this, we turn to the NLP subfield of feed-
back comment generation, the task of automat-
ically generating explanatory notes for learner
text with the goal of enhancing learning out-
comes. However, freely-generated comments
may mix multiple topics seen in the training
data or even give misleading advice. In this
thesis proposal, we seek to address these is-
sues by categorizing comments and constrain-
ing the outputs of noisy classes. We describe
an annotation scheme for feedback comment
corpora using comment topics with a broader
scope than existing typologies focused on error
correction. We outline plans for experiments
in grouping and clustering, replacing particu-
larly diverse categories with modular templates,
and comparing the generation results of using
different linguistic features and model architec-
tures with the original dataset versus the newly
annotated one. This paper presents the first two
years (the master’s component) of a research
project for a five-year combined master’s and
Ph.D program.

1 Introduction

Written corrective feedback on learner text is
widespread in language education, and an active
area of research in the field of second language
acquisition (Kang and Han, 2015). Research has
shown that properly administered teacher feedback
has a positive effect on language acquisition (Ferris
and Roberts, 2001; Bitchener, 2008), including in
electronic settings (Ene and Upton, 2014). With
the rise of shared online writing environments and
e-learning platforms, it has become possible for
teachers to assess and comment on learner text

Figure 1: Visualization of the use of manually-labeled
feedback comments to support the development of a
template-based feedback comment generation system.

digitally. While these advancements in computer-
assisted language learning (CALL) are helping rev-
olutionize language education, it remains true that
writing frequent and context-appropriate feedback
comments on essays is a time-consuming task for
teachers. It would be beneficial to provide instruc-
tors with automatically generated suggestions when
writing comments, allowing them to accept or edit
suitable feedback comments and reject unsuitable
ones. Using similar technology, it is also possi-
ble to provide such feedback comments directly to
learners in an intelligent tutoring setting as well.
With such use cases in mind, we turn to the task of
feedback comment generation.

In NLP, feedback comment generation is the
task of generating hints or explanatory notes for
language learners (Nagata, 2019). Data consists of
learner sentences, associated feedback comments,
and offsets or spans to highlight where the com-
ments were attached to the sentence. An example,
taken from the ICNALE Learner Essays with Feed-
back Comments dataset described in Nagata et al.
(2020)1 can be seen in Figure 2. This is one of a
handful of corpora about this task, along with a
translated subset used in GenChal 2022 (Nagata
et al., 2021) and a separate corpus developed by
Lee et al. (2015) and expanded upon in Pilan et al.
(2020). The commented ICNALE corpus is fairly
small, as seen in Table 1, and a lack of data is

1The dataset is available at https://www.gsk.or.jp/en/
catalog/gsk2019-b
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Figure 2: Example of an English learner’s sentence with
an annotator’s feedback comment on a targeted span.
Note that feedback comments in the source dataset are
written in Japanese, but presented here in English.

one of the major challenges of feedback comment
generation.

Additional challenges were revealed by Hanawa
et al. (2021) and the participants of GenChal 2022.
First, generation is confounded by a many-to-one
issue in which multiple comments which ultimately
concern the same topic may use different wording.
Consider the following pair of sentences:

*We reached to the station.

Because the verb "reach" is a transitive verb,
the preposition "to" is not required.

*I reached to New York.

"Reach" is a transitive verb. This verb does
not require a preposition prior to the object.

The targeted error is the same, but the comments
are superficially different. This diversity can result
in mixed generations which are less clear, as shown
in Hanawa et al. (2021).

Furthermore, there are a large number of very
specific comments relating to particular words and
their collocations. In relatively inflexible systems
such as the neural retrieval model seen in Nagata
(2019), these are rarely output, since the same
words would have to occur with the same errors to
produce a match. In more flexible generation sys-
tems, such comments show a great deal of diversity
and contribute to the mixed output problem.

Finally, generation systems can produce inaccu-
rate or misleading comments which can lead learn-
ers astray, as reported by Hanawa et al. (2021). It
is important to constrain these false generations,
which can have a negative learning effect or reduce
confidence in the system.

This research seeks to improve the generation
of educationally effective feedback comments by
addressing the above challenges. We outline plans

to group feedback comments with a set of annota-
tions which focus on the "topic" of each comment,
based on its communicative purpose and its con-
nection to an issue in the sentence when applicable.
We identify highly variable or noisy feedback com-
ment categories and replace such categories with
modular templates. We also describe experiments
with textual features and generation architectures
to be used in testing the effects of the above ap-
proaches. It is hoped that these contributions can
enable additional research into feedback comment
generation for language learning.

2 Related Work

Pedagogical feedback comments have long been
studied in the field of education, including in the
context of language learning. There is considerable
debate about what kind of feedback works best
and why, which includes dimensions such as direct-
ness (Ferris and Roberts, 2001), presence of met-
alinguistic terms (Bitchener, 2008), and hedging
(Baker and Hansen Bricker, 2010). While there are
some detractors (Truscott, 1996), written feedback
has generally been found effective for language
learning (Kang and Han, 2015).

Turning towards the online environment of our
task, we must consider systems which already exist.
There are various tools for grammatical error cor-
rection (GEC) and writing assistance, perhaps the
most notable of which is Grammarly2. We define
the purpose of these tools as writing assistance,
in which the goal is to improve the content of the
document. This overlaps with, but is distinct from,
the purpose of this work, which we define as learn-
ing assistance. Our goal is to help learners notice
and understand their errors, not just correct them.
Defining and suggesting changes in sentences is a
necessary step in the process, but it is done with
an eye towards a long term learning effect. The
generation goal is therefore different. In our case,
it is acceptable if we do not produce a comment for
every error in the sentence, since we prioritize pre-
cision to avoid misleading students, and because
a large number of overlapping and uncoordinated
feedback comments can overwhelm and demoti-
vate students (Lee, 2013). On the other hand, a
GEC or writing support system like Grammarly
ideally has something to offer for all issues in a
sentence. We also place more emphasis on explain-
ing what is wrong and particularly why, rather than

2https://www.grammarly.com/
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Dataset Information General Preposition Combined
Sentences 43568 28829 72397
Feedback Comments 26592 5693 32285
Commented Sentences 19991 4931 24922
Comment/Sentence Ratio 0.459 0.171 0.344
Most Comments/Sentence 14 6 14

Table 1: Information about the "ICNALE Learner Essays with Feedback Comments" dataset. It is divided into two
sub-corpora, one with comments on general topics, and the other focusing on preposition use.

what specific edits should be made, which the com-
ments in this task often hint at rather than provide
outright. This would quickly become frustrating in
a writing support environment, but in the context
of education, such comments have been found to
be effective for long-term learning (Sheen, 2007;
Bitchener and Knoch, 2010).

In the context of natural language processing,
feedback generation was first formally defined in
Nagata (2019), followed by the release of a dataset
containing learner sentences and feedback com-
ments, constructed from essays from The Interna-
tional Corpus Network of Asian Learners of En-
glish (ICNALE) (Ishikawa, 2013). The dataset con-
tains triples consisting of English sentences written
by learners, feedback comments added by profes-
sionals, and the offsets designating the target span
of the comment. There were also developments by
Lai and Chang (2019), who created a system which
constructed feedback templates from word colloca-
tions, and Pilan et al. (2020), who added additional
annotations to a corpus of textual revisions (Lee
et al., 2015) and investigated the revision outcomes
of various kinds of feedback comments.

Hanawa et al. (2021) performed experiments
on the ICNALE feedback dataset, revealing chal-
lenges faced by models using neural retrieval, sim-
ple generation, and retrieve and edit (Hashimoto
et al., 2018) architectures. Namely, the retrieval
model can not generalize, the retrieve-and-edit
model over-edited in an unconstrained manner, and
the simple generation and retrieve-and edit mod-
els both produced mixed or misleading outputs.
Following that, there was a shared task on feed-
back comment generation in GenChal 2022. Teams
demonstrated various modeling and preprocessing
techniques, particularly that it is possible to extract
detailed linguistic features from the sentences and
comments using existing NLP tools such as parsers
and GEC systems and use them to enhance feed-

back comment output.3 We discuss several such
options in section 3.4.

3 Research Plan

Based on the above literature, we have identified
two major challenges in this task:

1. Superficial diversity of comments. For a
given error, there are any number of ways to de-
scribe or explain it, and any number of ways to
phrase a suggestion. This manifests as superficial
differences among multiple comments that are ef-
fectively the same in meaning, presenting a chal-
lenge when counting or classifying feedback com-
ments. Such comments could be grouped into one
category or "topic." Consider the examples below:

*It should be a clean places for service every-
one that comes to have in there.

The preposition "for" cannot be followed by
the base form of a verb. Use a to-infinitive
instead.

*Sometimes students from the outside city will
do this for earn some money.

The preposition "for" indicating the purpose
of the sentence are followed by nouns includ-
ing gerunds. You cannot put a verb in its orig-
inal form after a preposition. Use to-infinitive
to indicate the purpose.

The learner sentences have little in common be-
yond the presence of "for + base form of a verb,"
and the feedback comments are different in length
and detail. The latter contains several words such
as "gerunds" and "purpose" which the former lacks.
There is also a difference in terminology: "base
form" vs. "original form." It is possible that these
differences may cause the two comments to be
treated somewhat differently by models. It is ideal
if they can be assigned to the same group.

3Participants’ systems can be viewed on the GenChal 2022
website: https://fcg.sharedtask.org/links/
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2. Unreliability of outputs. In the context of ed-
ucational feedback comments, it is very important
to provide accurate advice. Misleading outputs can
confuse learners and lead them astray with false
information. Furthermore, noticing inaccurate com-
ments can erode trust in the system. The following
example is taken from Hanawa et al. (2021):

*I disagree to you.

Since the verb "disagree" is a transitive verb,
the object does not require the preposition
"to."

In this case, the comment is incorrect because
"disagree" is in fact an intransitive verb. Further-
more, instead of removing "to," we should replace
it with "with." The model may have found the cor-
rect word to change, but suggests both the wrong
operation and the wrong reasoning. This exam-
ple is also a case where the correction relies on
a specific word’s use and collocations. It would
be beneficial to identify which kinds of comments
are particularly likely to face these issues, and ad-
dress them in a targeted manner. This would first
necessitate some form of grouping the comments.

3.1 Feedback Topic Tagging
To address these points, we decided to manually
tag all sentence-comment pairs in the dataset with
a "topic." This is distinct from error typing, since it
must include a broader scope to encapsulate what
an instructor’s comment is about. This can include
comments on more abstract issues in learner text.

Currently, NLP tools can identify errors and pre-
dict an edit, but not necessarily describe the un-
derlying rule. Just using the edit information to
generate feedback might give us a comment that
applies to the target text span in some way, but not
necessarily match the advice we want to give, es-
pecially if we want to comment on something with
a broader scope. Consider the following example:

If I will have chance, I must do part time job.

In the if clause "if... then", we do not use the
auxiliary verb "will" to express the future. In
the if clause, let’s express the future with the
present tense of the verb.

The correction is to change the verb’s tense
from future to present, but the reason is more
complex, relying on a conditional clause. The
topic of the comment could be thought of as "con-
ditional." However, if we consider existing NLP

frameworks for grammatical correction, we only
find much more local categories. The most popular
error typology in NLP is ERRANT (Bryant et al.,
2017), which compares erroneous sentences and
their corrections. ERRANT would characterize
this as "U:VERB:TENSE," which does not take the
broader picture of a conditional clause into consid-
eration. GECToR (Omelianchuk et al., 2020), a
sequence tagger which predicts grammatical cor-
rections, tags this as "$DELETE," addressing only
the edit operation of removing "will."

This is no indictment of these systems - indeed,
the scale of the errors they consider is reasonable
for the tasks they were designed for. Rather, we
highlight the difference in scope between GEC and
the present task, in which it is desirable to include
broader structures in our analysis. Therefore, we
seek to include information such as "conditional"
in our labels. Furthermore, since many GEC tags
can be returned automatically by present tools, it
is prudent to include complementary information,
and we thus use a set of categories which do not
always focus on the same phenomena. These labels
are based on the "topic" of the feedback, i.e. what
the comment is about. In the very common case
where a feedback comment targets an error, these
topic labels will often overlap with error typologies,
but they include broader-scoped perspectives of the
errors which extend beyond the level of edit opera-
tions, perhaps focusing on the learner’s attempted
grammatical pattern (e.g. "conditional"). They also
incorporate major types of teacher feedback which
are not sufficiently covered by automatic systems,
such as redundancy, parallelism, transitions, run-on
sentences, fragments, tone, and idiom errors.

The current tags are presented in section 3.1.2.
These were developed by first consulting previous
typologies (see section 3.1.1), considering which
categories are most likely to be used by English
language teachers,4 then checking them against the
comments in the ICNALE feedback dataset, adapt-
ing to the data in the corpus. As a first step, we
considered a subset consisting of of 250 sentences
each from the General and Preposition sub-corpora,
each with exactly one feedback comment. Com-
ments extending across multiple sentences were ex-
cluded, since they exceed the sentence-level scope
of this work. Sentences were then sampled with a
particular random seed. The proposed tag set may

4The author worked in English education for five years,
and drew on that experience in the process.
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evolve further by the time all sentences in the data
have been considered.

3.1.1 Existing Tag Systems
When designing the annotation system, considera-
tion was given to existing tag sets from the fields
of NLP, corpus linguistics, and second language
acquisition (SLA).

The error typology used in the NUCLE dataset
(Dahlmeier et al., 2013) contains 28 tags. Some ex-
amples work well for this task, such as redundancy,
which may not be identified as a grammatical error
per se, but which a critical teacher may certainly
comment on. However, it has some categories
which are too broad in some cases, such as Mec,
which concerns spelling, punctuation, and capital-
ization, among others. These would have quite
different feedback comments. There are also some
very distinct subcategories of each topic, which
may warrant more granular labels.

The system used in the Cambridge Learner Cor-
pus (Nicholls, 2003) and seen in the First Certifi-
cate in English (FCE) dataset (Yannakoudakis et al.,
2011) is more fine-grained, and contains detailed
descriptions of various errors. It is also modular,
with edit type (whether words are missing, unnec-
essary or should be replaced) as well as the relevant
part of speech. It has 77 tags, making it quite ex-
pressive. Some of the tags are for quite rare or
esoteric errors. Additionally, we find this system
too linguistically oriented for this task, its original
purpose being to describe a corpus of errors rather
than the topic of teacher feedback.

ERRANT was created with both of the above
in mind, and strikes a good balance between them,
having quickly become the standard for GEC re-
search. However, it too was created for the task
of GEC specifically, and thus its error tags do not
extend to the broader topics seen in the educational
realm as ours do. This is understandable, because
it is simply a tool for another (albeit related) field.

Meanwhile, educational researchers have also
been considering learners and their errors, creating
some typologies of their own. Error analysis stud-
ies such as Watcharapunyawong and Usaha (2013)
and Darus and Subramaniam (2009) tend to use
very broad categories, often with no section out-
lining their reasoning for them. These may be too
broad to use for this task.

The most direct source of educational feedback
topics may be the various sets of error code anno-
tations used by English teachers. These tend to

Figure 3: One grammatical error type (as identified
by ERRANT) can be associated with several different
underlying reasons, each with distinct comments.

Figure 4: A variety of error types may be associated
with a common attempted construction. "Grammati-
cal Pattern" feedback topics seek to model this kind of
broader phenomenon seen in learner errors.

include many of the more abstract categories we
wish to address, such as redundancy, parallelism,
and idiom. While there does not seem to be a
well-accepted correction code standard in litera-
ture, there are a variety of systems shared online,
many covering similar topics. One example is the
system used for writing programs at the University
of California, Irvine (UCI Writing Center, 2008).

3.1.2 Proposed Tag System
The proposed system is shown in Tables 2 and 3.
The tags are divided into three levels of abstraction.
The most concrete are "Operational" tags, which
reflect direct changes to one or a few words in the
text. These are expected to correlate very closely
with existing error typologies. Examples include
punctuation, spelling, and "missing noun." There
are cases where this kind of straightforward word-
level edit to the text is indeed the best summary of
a feedback comment’s content.

The next level of abstraction we call "Grammat-
ical Patterns." These are essentially designed as
a teacher’s perspective of the violated "grammar
point" that underlies the writer’s error. They can
thus serve to summarize a large portion of com-
ments that target errors in an educational setting.
If compared to GEC error types or the operational
tags, these are expected to display complex map-
ping behaviors with many-to-one and one-to-many
relationships, as demonstrated in Figures 3 and 4.
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Tags at the highest level of abstraction are appro-
priately called "Abstract" tags, which may map to
"any" or "none" of the theoretical errors in a sen-
tence. An example is "unclear," which teachers ap-
ply to certain sentences which can display any of a
vast variety of issues. Praise and complex rewrites
are also in this category, as are comments pointing
out language transfer. Specialized approaches may
be necessary to best generate these comments, if a
system’s designers intend to include them at all.

3.2 Grouping Comments

Once comments have been classified by topic, it
will be possible to run a variety of NLP tools on the
dataset and explore the co-occurrence of their out-
puts with each of the tags. These include sequence
taggers for parts of speech and dependencies as
well as error correction systems. If it is discov-
ered that some feedback comment types correlate
very strongly with certain parse patterns or GEC
error types, those system outputs may be useful as
predictive features for the feedback comments.

Returning to the proposed use cases, it may be
desirable in educational settings to focus feedback
on a limited number of categories, or to adapt the
system to the learner’s level using a framework
such as the Common European Framework of Ref-
erence for Languages (CEFR) (Council of Europe,
2001) or even specific curriculum goals laid out
by a school board. This would also allow cus-
tomization by users. Categorizing the comments is
a useful first step towards realizing such options.

Additionally, it will be easier to explore auto-
matic clustering once the comments have human-
annotated categories. Nagata and Hanawa (2021)
attempted to address the superficial diversity issue
by clustering the comments with textual similarity,
but the interpretability of the resulting categories is
limited. It would be useful to compare such results
to class labels added by a human.

In addition to surface similarity, we will exper-
iment with clustering based on semantic similar-
ity or with a topic-modeling approach as seen in
Grootendorst (2022). Topic labels can be identi-
fied in the feedback comment text, and placed into
hierarchical clusters. Given that there are many
synonyms for grammatical terms in the feedback
comments, we hypothesize that semantic or topic
modeling will perform better than surface simi-
larity. We will compare clusters to the manual
tags, potentially revealing additional topic subtypes

which can help improve the tagging logic.
Furthermore, it will be interesting to observe

whether the clustering and classification strategies
described above can generalize to other feedback
comment data. If so, it may suggest that the strate-
gies are sound. If not, useful observations may
result which could suggest improvements to ei-
ther the tagging logic or the application of these
techniques. Any dataset with pairs of learner sen-
tences and associated feedback comments made
by humans can be a candidate. Presently, the only
other suitable dataset we are aware of is the one de-
scribed in Lee et al. (2015) and expanded in Pilan
et al. (2020). We may additionally create our own
dataset of feedback on learner sentences as part of
future work on this topic, as noted in section 4.

3.3 Templates

To address the superficial diversity issue, we seek
to replace the outputs of highly diverse comment
categories with generalized templates. The manual
tagging step will allow us to identify the feedback
categories most in need of such attention. Tenta-
tively, it seems that there are a large number of
comments which contain content very specific to a
single word, pair, or triple, often taking a form like
the following:

We do not use «a» with «b» to express "mean-
ing of collocation." Think of an alternative
<(part of speech of a)>.

Comments like these form a long tail of rare ex-
amples in the dataset, and the data may simplify
significantly if they are unified into a limited num-
ber of semi-automatically generated templates with
slot-filling. The slots can be filled with words from
the sentence and information from open-source
lexical resources. This can also help with the re-
liability challenge in this task, since we can more
tightly control the output in these cases, and filter
candidate comments if they do not contain certain
words present in the original sentence.

The word designated «b» above is likely to prove
hardest to handle. It is a non-erroneous word be-
ing combined erroneously in the original sentence.
Lai and Chang (2019) call this is the "problem
word," and Nagata and Hanawa (2020) call it the
"attachment word." A collection of collocations or
other lexical resources may be necessary to deter-
mine this word and its relationship to others in the
sentence or its theoretical correction. It will also

99



Abstract Tags

Tag Name Example
Fragment Obligation at home and at campus.
Idiom [There’s → That’s] the way it goes.
Language Transfer I like riding [jet → roller] coasters.
Praise (Various kinds of praise and encouragement)
Rewrite (Used for explicit, complex revision suggestions)
Tone It’s maybe [cause → because] my work experience less than other people.
Unclear If home is not richness economically, everybody is only just doing it.

Grammatical Pattern Tags
Tag Name Example
Comparative Maybe you will study [more hard → harder] in the class.
Causative It will ruin our concentration and make everything [getting] worse.
Conditional If I [have → had] a job, I could buy more things.
Dummy Subject It is important [that] university students [have] a part time job.
Derivation Due to the time, we lived in a [peace → peaceful] world.
Hyphenation It is important for students to have a [part time → part-time] job.
Modal/Auxiliary Students [would better → should] have part-time jobs.
Nominalization [Breathe → Breathing] fresh air is important.
Noun Countability Also, they can buy other [stuffs → stuff].
Parallel Structure ...hanging out with my best friend, [buy → buying] cosmetics, or shopping
Participle In some restaurant, we can see students [works → working] as waiters.
Passive Voice As a result, their performance in school may be [get] influenced.
Possessive Studying is the main task [to → of] students.
Preposition + Transitivity I completely agree [with] this opinion.
Purpose Clause They should earn money [for → to] spend in the daily life by themselves.
Quantifier Almost [all] non-smokers hate the cigarette smoke.
Question Formation Why [students must → must students] do part time job[. → ?]
Redundancy I did part-time jobs last summer vacation to [go travel] to a foreign land.
Relative Clause College students [who] jump in part-time job have a variety of reasons.
Run-on Sentence In a word, I’ll try[, → .] if I find a job fit me, I’ll do that!
Subject-Verb Agreement The [students works] part time job
Transitions [But → However,] it costs a lot to go to the university.
Word Order What more serious is... → What is more serious...

Table 2: Annotation System for Feedback Comment Topics, Abstract Tags and Grammatical Pattern Tags.

sometimes be necessary to refer to other words in
the sentence which are not necessarily erroneous
in order to explain the relative position of a sug-
gested operation such as insertion. We will call
such words "reference words."

Creating templates also allows us a chance to
rewrite their contents to be more suitable to the task.
For example, it may be ideal to limit the amount
of direct citation which takes place, particularly
for the meaning of collocations, which may be
difficult to extract in a reliable manner. In addition
to this, we find that many of the comments in the
commented ICNALE dataset have fairly advanced
grammatical explanations, which can be simplified
to help learners understand them. An example of
a modular feedback comment template with such
revision can be seen in Figure 5.

3.4 Generation Experiments

After tagging, grouping, and template composition
is complete, we move on to experiments with gen-

eration models. The experiments performed by
teams in GenChal 2022 show that it is possible to
enhance generation performance using a variety
of supplemental features obtained from the data.
Systems of interest include GECToR, which tags
sequences with edit operations, as well as parsing
trees which use recent strategies to specialize on
erroneous text. These include the SynGEC system
(Zhang et al., 2022), which can output special tags
for words which are missing or which should be
rewritten, as well as a parser trained on the Ten-
busu Treebank (Morgado da Costa et al., 2022),
which incorporates "mal-rules", specialized rules
which match ungrammatical structures, allowing
the parser to describe erroneous text.

There are additional systems to consider as well,
with the caveat that they require corrected versions
of the sentences. These include the aforemen-
tioned ERRANT as well as SERRANT (Choshen
et al., 2021), a more recent addition which incor-
porates additional tags focused on syntax errors,
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Operational Tags

Tag Name Example
Capitalization In [korea → Korea], it is common.
Incorrect/Double Negative If smoking [not be → is not] banned, a lot of people will smoke.
Missing Adjective Almost [all] restaurant in Japan have smoking seat.
Missing Adverb And [when] they can get right answer, I feel very happy.
Missing Determiner They will relax after having [a] meal.
Missing Noun For students who don’t have money, [jobs] are very necessary.
Missing Preposition 70% [of] men in this country is smoking
Missing Pronoun Try to tell them what [they] should do, and what [they] should not to do.
Missing Verb Some of them can not [pay] their education fees.
Noun Number College students have a lot of [times → time].
Other (Miscellaneous Topics)
Punctuation They can learn the value of money[,] they use, too.
Replace Adjective It ’s [interested → interesting] to me .
Replace Adverb I have [ever → never] been in this situation.
Replace Determiner Second, they can know [an → the] importance of money.
Replace Noun I will talk about my [opinion → reason] why.
Replace Preposition I have three reasons [about → for] it.
Replace Pronoun They need work for them or [they → their] family .
Replace Verb It [does → is] important and helpful when taking a job.
Spacing Customers [may be → maybe] don’t want to go that restaurant again.
Spelling [The → They] will make good use of the money.
Unnecessary Adjective And it will be very [important] worthwhile in life.
Unnecessary Adverb I feel bored every time [when] someone smokes near me.
Unnecessary Determiner Nowadays it is [a] common for college students to have a part-time job.
Unnecessary Noun Students have burden on a lot of assignments and expensive tuition [fee].
Unnecessary Preposition Many students had a part-time job because they need [to] money.
Unnecessary Pronoun I have acquaintances that [he] died from smoking.
Unnecessary Verb Many of people [are] get a part time job for many reasons.
Verb Conjugation Smoking [are → is] very popular these days.
Verb Form How about [give → giving] sometime to think yourself.
Verb Tense Most students [are → were] isolated from society before.

Table 3: Annotation System for Feedback Comment Topics, Operational Tags

outlined in Choshen et al. (2020). CEFR-J (Ishii
and Tono, 2018), a framework for describing the
features and proficiency level of learner text, offers
a set of scripts to find grammatical items with regu-
lar expressions. Some of these are quite complex,
and may be able to indicate broader grammatical
structures in the dataset sentences. For example,
CEFR-J scripts can recognize both "not as large"
and "larger than" as part of a comparative group of
tags starting with "COMP." These are promising as
predictive features for a "comparative" topic tag.

We hypothesize that the tags output by these
systems, especially those found to correlate with
particular feedback topics, can provide useful in-
formation to language models when incorporated
into input sequences. We can obtain these features
by first creating a corrected version of the input
sentence via an automatic tool such as GECToR or
a generative model. We then apply SERRANT to
the sentence-correction pair to obtain error anno-
tations, and apply CEFR-J scripts to the corrected
sentence to obtain grammatical item matches.

To assess whether the above strategies are ef-
fective for feedback comment generation, we will

repeat the experiments from Hanawa et al. (2021),
using simple generation, neural retrieval, and re-
trieve and edit models and assessing the differences
associated with our changes. Given more time, we
will move on to larger and more recent language
models suited for generation tasks, such as GPT-2,
T5, and BART to examine whether and how perfor-
mance improves given the additional features.

4 Future Directions

This paper presents details about the first two years
(the master’s component) of a research project for
a five-year combined master’s and Ph.D program.
There are many additional research directions and
concepts which can be incorporated before the final
thesis is complete.

For generation, given the mixed output issue
observed in previous studies, and the overlapping
nature of the tagging system, it may be prudent
to separate generation models. Different models
could be used for abstract comments versus the op-
erational and grammatical pattern ones. If a more
abstract comment is generated, the grammatical
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Figure 5: Example of a feedback comment rewritten as a template and simplified. This example template has
two slots to fill with citations, a "problem word" whose mistaken combination caused the error ("agree"), and a
"reference word" for indicating a position for a suggested operation ("it").

pattern and operational models can withhold sug-
gestions. It may also be effective to separate the
generators in a more horizontal manner, with some
focusing on prepositions, others on verb errors, and
so on, likely informed by the results of clustering
analysis. A separate model would classify the er-
rors and call the relevant generator.

There is also a general lack of corpora for the
task of feedback comment generation. Given that
each teacher has their own idiosyncrasies in cor-
recting learner text, it is highly desirable to collect
more data from a variety of writers. Furthermore,
the ICNALE Learner Essays with Feedback Com-
ments dataset contains only essays written by learn-
ers from China, India, Japan, Korea, Thailand, and
Taiwan, and the number of comment writers is lim-
ited. The learner’s CEFR levels range from A2 to
B2, the ages range from 15 to 37, and all writing
is in the context of a single-draft essay. Working
with corpora with different learner first languages,
age groups, or writing tasks may further affect the
annotation sets and clusters discussed in this work,
as well as provide valuable training data in the form
of new and unique sentence-comment pairs, partic-
ularly for categories such as language transfer. We
have preliminary plans to construct a new corpus
of learner sentences, feedback comments, and com-
ment topic labels, which will be informed by the
insights gained during this research.

5 Summary

To assist in the task of feedback comment gen-
eration, we add manual labels to the feedback-
enhanced ICNALE dataset which consider broad-
scope errors, explore grouping comments using
these manual labels as a reference, craft modular
templates for highly diverse categories of feed-
back comments, and perform modeling experi-
ments with a variety of architectures and using
features obtained by parsers and GEC tools, report-
ing on the best combinations.

Limitations

Only sentence-level errors and comments are con-
sidered in this proposal. A separate body of work,
automated essay scoring, addresses paragraph and
document level writing issues. Extending feedback
comment generation to that scope is left for future
research. Both are useful for the intended settings
of online essay grading and intelligent tutoring sys-
tems, so it would be ideal to see them connected.

The proposed tags are ultimately manual, so data
from any new corpora must be tagged by hand as
well if it is to align with this work.

There are some cases where the new tags offer lit-
tle more than existing automatic tools, particularly
for the operational annotations. Furthermore, some
may question whether we need another tagging sys-
tem for learner essays and their issues, especially
after ERRANT was introduced to unify disparate
systems such as the Cambridge Learner Corpus and
NUCLE. Again, this is because this data, and thus
the proposed tags, are focused on learner support,
not grammatical error correction or writing support,
and are meant to describe the topic of a comment
and its link to an error rather than the local features
of the error itself. Additionally, they are meant to
complement existing error-focused systems such
as ERRANT or GECToR, and therefore provide
information from a slightly broader context which
can be used to identify additional kinds of issues.
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Abstract
While text-based medical applications have be-
come increasingly prominent, access to clinical
data remains a major concern. To resolve this
issue, further de-identification and anonymiza-
tion of the data are required. This might, how-
ever, alter the contextual information within
the clinical texts and therefore influence the
learning and performance of possible language
models. This paper systematically analyses
the potential effects of various anonymization
techniques on the performance of state-of-the-
art machine learning models based on sev-
eral datasets corresponding to five different
NLP tasks. On this basis, we derive insight-
ful findings and recommendations concerning
text anonymization with regard to the perfor-
mance of machine learning models. In addition,
we present a simple re-identification attack ap-
plied to the anonymized text data, which can
break the anonymization.

1 Introduction

Although clinical text processing is gaining more
and more attention, access to data remains a sig-
nificant challenge as it typically contains sensitive,
patient-related information. Thus, personal infor-
mation needs to be removed by applying one of the
many existing de-identification and anonymization
techniques and controlling access to the data (see,
e.g., Kittner et al. (2021), Henry et al. (2019))

Following the HIPAA Safe Harbor (HIPAA,
2022) method, we define de-identification as the
removal of protected health information (PHI) that
directly relates to an individual, such as name, ad-
dress, birth date, etc. However, de-identification
does not guarantee anonymity for data subjects.
On the other hand, anonymization is defined as
any irreversible procedure, which is applied to the
data, such that no information can be linked to any
specific individual anymore (Meystre et al., 2010),
making the data subjects anonymous and no longer
identifiable. De-identification might be sufficient

to conceal sensitive patient data for many existing
NLP tasks and datasets. Conversely, to train models
on a broader patient record provided by healthcare
practitioners, including text and structured informa-
tion, to support more complex medical problems,
anonymization must be considered to protect pa-
tients’ privacy. Initiatives to make holistic patient
data available for research are currently in planning
(EHDS, 2022).

In this work, we only consider text data, which
is one crucial aspect of a patient history. Each text
anonymization technique has different character-
istics and brings modifications to the source text
which might affect the machine learning potential.
Therefore, in this work, we explore the following
questions: RQ1: What happens when ML models
are trained on anonymized corpora and tested on
non-anonymized data? RQ2: In which ways does
this affect the learning procedure of NLP tasks
and the final performance of the models? RQ3:
To share data for a specific NLP task, which tech-
niques would be best, based on their characteris-
tics, anonymization strength, and effects on model
performance? RQ4: How effective are these tech-
niques against re-identification?"

To explore those questions, this work conducts
a systematic analysis regarding the influence of
text anonymization and their effects on the perfor-
mance of (state-of-the-art) ML models. In course
of this, we train and test context-sensitive language
representation models using various datasets corre-
sponding to different NLP tasks. The main contri-
butions of this paper include a set of findings and
recommendations regarding text anonymization for
NLP tasks in the context of ML, as well as, a ficti-
tious re-identification experiment investigating the
(in)effectiveness of the different techniques.

2 Related Work

A range of different text anonymization approaches
exist in the literature, which modify the text struc-
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ture within a dataset, delete, replace, or introduce
synthetic information, making it harder to iden-
tify or infer factual information about the patient.
The following approaches have been explored and
adapted for this work:

Suppression (Mamede et al., 2016) is a tech-
nique that either completely removes certain words
or sentences or masks them with a neutral label
denoting their suppression.

Perturbation (Zuo et al., 2021) modifies data
through permutation or data swapping, in the case
of text, similarly to data augmentation, by flipping
characters or changing the order of words.

Substitution (Mamede et al., 2016) replaces cer-
tain information with other related or more general
terms.

Aggregation (k-anonymity) (Samarati and
Sweeney, 1998) groups individual data subjects
together, e.g., by their attribute values, to make it
more difficult to identify a single individual.

Only limited work has been done to describe the
systematic influence of text anonymization on the
performance of ML models. Berg et al. (2020),
explore the effect of different PHI concealment
strategies on named entity recognition (NER) tasks,
Lange et al. (2020) explore the performance of con-
cept extraction using de-identified data, as well as
Vakili et al. (2022) explore the effects pseudonymiz-
ing/removing PHI data. The three papers men-
tioned above conclude that de-identification does
not have a (strong) negative effect on the model
performance regarding downstream NLP tasks. Fi-
nally, although not clinical text, Lampoltshammer
et al. (2019) show that anonymization can cause sig-
nificant negative changes in the sentiment analysis
performance on Twitter data. This work, however,
goes beyond existing related work, as we conduct
the first analysis regarding the anonymization of
clinical text and the effects thereof on ML models.
In this regard, we report the results and findings
obtained mainly through seven different techniques
we tested, on six datasets, corresponding to five
different NLP tasks.

3 Data and Methods

The experiments in this work are based on the fol-
lowing datasets and tasks:

• 2010 i2b2/VA (Uzuner et al., 2011) (NER)

• 2018 n2c2 (Henry et al., 2019) (NER)

• 2006 Smoking Challenge (Uzuner et al.,
2008) (multi-class classification, MCC)

• 2008 Obesity Challenge (Uzuner, 2009)
(multi-label classification, MLC)

• MedNLI (Shivade, 2019) (natural language
inference, NLI)

• ClinSTS (Wang et al., 2020) (semantic textual
similarity, STS).

While the first four datasets include annotated dis-
charge summaries, the last two datasets include
pairs of sentences extracted from MIMIC-III (John-
son et al., 2016). Due to limited space, we refer the
reader to the source papers.

Using those datasets, different text anonymiza-
tion techniques are applied to the training split. The
following techniques are implemented, based on
Suppression, Perturbation, Substitution, and Ag-
gregation, as described above:

De-identification (DeI) Although the docu-
ments already are pseudonymized, de-identification
through masking might have an influence on the
performance which we want to examine. In this
case, using the tool Philter (Norgeot et al., 2020),
all PHI data such as synthetic names and dates in
the text are replaced by "XXXX".

Mask Numbers (Mask) All occurrences of num-
bers in a given text, both in numerical or alphabeti-
cal form, are replaced using “XX”. In this case, any
numerical data that can hint to the patient, such as
drug dosages, types of diabetes, quantities, hours,
etc. is masked.

Shuffle Sentences (Shuf) Sentences in a given
text are shuffled.

Random Swap (Swap) A certain percentage of
words are randomly chosen and swapped all over
the document. The two previous procedures make
it harder (to different degrees) to infer factual in-
formation about the data subject since the logical
relationships between the sentences, such as tem-
porality and causality, are broken (Sugawara et al.,
2020).

Synonym Replacement (Syno) A certain per-
centage of the non-stop words in the document are
replaced with WordNet synonyms.
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Clinical Concept Synonym Replacement (Cnpt)
All signs/symptoms, diseases/disorders, and medi-
cations are replaced by a random UMLS synonym,
using cTAKES (Savova et al., 2010) for entity link-
ing. In the two previous procedures, the origi-
nal terms are replaced with new related concepts,
which should keep the same context but also pre-
vent finding a patient through specific keyword
searches.

Text Aggregation (AgX) is done by merging a
certain amount of shuffled documents (X) into one.
This procedure conceals a patient among other pa-
tients.

Finally, in order to experiment and examine
the effect of anonymization on the performance
of state-of-the-art machine learning models, we
rely on the pre-trained BERT models, which have
achieved promising results on the different datasets
in the recent past. More specifically, we rely
on BERT base (uncased) (Devlin et al., 2019),
Bio+Clinical BERT (Alsentzer et al., 2019), as
well as BERT long document classification (Mul-
yar et al., 2019).

4 Experiments

For our experiments, we rely, if possible, on the
original setup and configuration as described in the
original publications. Given the clinical corpus,
the data is split into training and test data. Next,
anonymization is applied to the training data. For
each anonymization technique, a model is trained
and then evaluated on the original (not anonymized)
text of the test split. The model is trained and eval-
uated five times to get reliable results in each ex-
periment. If the anonymization technique is not
deterministic and produces a different anonymized
dataset each time, we repeat the text anonymiza-
tion five times. This results in 25 runs. The results
of each approach are averaged and compared to
the base model’s performance (without anonymiza-
tion).

We test the models on the original data for two
main reasons: First, it’s closer to a real-world
scenario, where the (publicly available) data is
anonymized to train an ML model, and the test
data consists of the non-anonymized local patient
data at a health care facility. Second, this allows
us to compare the effects of different techniques
fairly.

All experiments are conducted with BERT base
and Bio+Clinical BERT. The experiments corre-

Model Smoking Obesity MedNLI ClinSTS 2010 2018
BERT 77.89 67.58 76.9 83.88 82.62 87.84
BioC 75.48 70.73 80.49 84.83 84.54 89.03
LDoc 87.69 82.51 - - - -
Eval F1 F1 Acc. Pearson F1 F1

Table 1: Base results on all datasets in terms of average
scores across all runs, using BERT base, Bio+Clinical
BERT (BioC), and BERT long document classification.

sponding to the classification tasks (Smoking and
Obesity) are additionally conducted with BERT
long document classification, as documents in
those tasks are quite long. In the case of Random
Swap and Random Replacement, we have tested
these techniques with different degrees of difficulty,
however, in the main article we only report the re-
sults in which the techniques are applied to 20%
and 100% of the data.

Moreover, we do not apply the aggregation on
the NER tasks (2010 i2b2 and 2018 n2c2) as NER
is only carried out on the sentence level. Thus, the
aggregation would not influence the execution of
the task. Similarly, the Shuffle Sentences technique
can only be applied to the Smoking and Obesity
tasks.

4.1 Results
First, each model has been trained and tested on the
original data, without applying the anonymization
beforehand. Results are presented in Table 1.

Next, we apply the different text anonymization
techniques to the training data, train the models
and test them on the original data. The results
of the different techniques, compared to the best-
performing base system on that task, are presented
in Table 2.

4.2 Analysis
The conducted suppression methods de-
identification (DeI) and mask number (Mask),
mask some information with a neutral label
(‘XXXX’). In most cases, the general effect is
rather minimal. Particularly in the case of DeI, the
table shows a slight performance improvement. A
reason could be that, from a model perspective, the
less relevant information has been discarded and it
learned to rely on more significant information to
make a prediction. However, the results are signifi-
cantly better only in the case of MedNLI. Mask on
the 2018 task causes a moderate performance loss
due to entities related to numerical values, such as
dosage or strength. Overall, the results align with
the findings presented by Berg et al. (2020) and
Lange et al. (2020).
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Suppression Perturbation Substitution Aggregation
Corpus DeI Mask Shuf Swap 20% Swap 100% Syno 20% Syno 100% Cnpt Ag2 Ag3 Ag4

Smoking +1.43 +0.27 +1.05 -5.09* -5.46* -4.74 -8.31* +0.22 -6.34* -6.80* -7.25*
Obesity +0.80 -0.61 -2.55* -1.94* -5.09* -2.99* -8.96* -1.31* -12.48* -22.59* -36.97*
MedNLI +1.55* +0.14 - -1.13 -1.93* -2.52* -8.42* -0.73 -7.98* -13.34* -14.81*
ClinSTS -1.21 -0.12 - -1.36 -0.95 -1.92 -21.96* -1.84* -3.30* -7.26* -24.31*

2010 -0.32 -0.50* - -4.34* -16.94* -5.96* -15.77* -2.48* - - -
2018 -0.83 -5.10* - -3.04* -25.12* -2.73* -9.72* -1.19* - - -
mean +0.368 -0.855 -0.355 -2.692 -3.353 -8.907 -12.232 -1.092 -7.342 -12.315 -20.655

Table 2: Anonymization Effects: Average performance drop/gain across all runs in percent compared to the best-
performing system on the corresponding task, according to Table 1. Significant (p<0.05) results are marked with *.

DeI Mask Shuf Swap 20% Swap 100% Syno 20% Syno 100% Cnpt Ag2 Ag3 Ag4
found 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.9063 0.6351 0.2789

a/o sim 0.9529 0.8949 1.0 0.9986 0.9986 0.5486 0.2442 0.7512 0.5758 0.4261 0.3470
avg-sim 0.1502 0.1458 0.1524 0.1518 0.1518 0.1084 0.0589 0.1388 0.1646 0.1603 0.1531

Table 3: Re-identification of patients using different text anonymization techniques. found refers to the ratio of cases
in which the most similar original document, i.e. highest ranked based on the Jaccard index, was the correct one,
i.e. corresponds to the anonymized document; a/o sim describes the similarity between the anonymized document
and its original version; avg-sim describes the average similarity between a given anonymized document all 3500
original documents.

In our experiment, perturbation changes the sen-
tence order (sentence shuffle; Shuf ) and the order
of the words within the document (random swap;
Swap). Unlike suppression, the technique shows
a more substantial performance loss, particularly
in the case of Swap. The more words swapped
across the document, the stronger, in most cases
the drop in performance (Swap 20% versus 100%).
The technique has a particularly strong influence
on NER tasks, in which the word order plays an
important role. Conversely, using sentence shuffle,
a significant negative effect can be observed on the
obesity task. Generally, the negative influence of
perturbation is expected, as the context and word
order play an important role.

We can observe a similar behavior with the sub-
stitution techniques synonym replacement and clin-
ical concept synonym replacement. Generally, both
techniques lead to a drop in performance, which is
stronger the more words affected by the technique
(applying to 20% of the data versus 100%). The
drop is notably stronger in the case of synonym re-
placement, as more words are affected and possibly
also out-of-context synonyms might have been in-
serted. For clinical concept synonym replacement,
the performance loss is notably smaller, as possibly
fewer words are affected. Also, according to the
frequency of UMLS mentions, in various cases, the
preferred concept mention might have been chosen.

Finally, text aggregation, which merges docu-
ments according to different characteristics, has the
strongest effect on the model performance. For all
tasks, we can observe that the more files are aggre-
gated, the stronger the drop in performance. We
stopped with a maximum of 4 documents (Ag4), as

the document length of the merged case reports was
too long otherwise. For multi-class classification
(Smoking) and NLI, documents with the same class
have been merged, thus the effect might not be too
strong. For STS, we average the similarity score
of the merged texts. Here, increasing the number
of texts makes it harder for the model to learn to
predict the correct score. However, for multi-label
classification (Obesity), the new aggregated docu-
ments are now not only larger but also contain more
labels, leading to a heavy drop in performance.

4.3 Re-Identification Experiment

Now, we examine the robustness of each
anonymization technique. To do so, we assume
a fictitious secure data repository in which the com-
plete patient data can be stored and accessed for
research. Data could be, for instance, provided by
healthcare physicians and includes the complete
patient history. The data would be semi-structured
and anonymized, but all information of one patient
is linked to the same ID. In order to train a more
complex machine learning model, it may be neces-
sary to learn from clinical data over time.

We assume the following re-identification attack:
An attacker a) has access to the secure data repos-
itory and b) has one single document of a known
patient. In the following, we examine if the cor-
responding anonymized document can be found
in the repository - and if so - it means that the
complete patient history can be re-identified.

The small fictitious re-identification experiment
is conducted using 3500 texts from MIMIC-III.
The setup is as follows: First, we run the different
anonymization techniques on the data. Then we
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start a similarity search by calculating the Jaccard
Index on the word level between each anonymized
document and all (original) 3500 MIMIC texts to
find the original text in the data repository. Finding
the exact original document means that, technically,
the complete patient history can be re-identified.
In a less severe scenario, the attacker would have
some prior knowledge of a target patient and they
would try to find the patient using a synthetic doc-
ument containing the appropriate keywords and
relying on the same similarity search approach.

As depicted in Table 3, the average similarity
(avg-sim) from an anonymized document to the
documents in the MIMIC dataset is mostly about
0.15. Instead, the similarity to the correct docu-
ment (a/o-sim) is always above this average score.
However, while in the case of suppression and per-
turbation techniques, the a/o-sim score is about
0.9–1, the similarity strongly decreases with sub-
stitution and aggregation, most notably with Syno
100% and Ag4. Conversely, only in case of ag-
gregation, the highest ranked documents are not
necessarily the corresponding original documents,
thus providing some (minor) security against a pos-
sible re-identification in our scenario. Based on the
outcomes, we define anonymization as ‘stronger’
the lower the values a/o sim and found are. This
means the anonymized document should be as dis-
similar as possible to the original document and
therefore cannot be easily found.

5 Discussion

Based on the outcomes of the previous experiments,
we draw the following insights regarding clinical
text anonymization:

First, de-identification is an indispensable tech-
nique as it removes all direct identifiers. It pro-
vides the lowest level of anonymity and causes
minimal performance loss but it must be combined
with other anonymization techniques. Based on
our results and analysis, we can deduce that some
anonymization techniques affect the performance
of the models on specific tasks more than others.
Therefore, there is no single one-fits-all anonymiza-
tion technique that can always be recommended.
The optimal technique needs to be selected depend-
ing on the (security) requirements, the sensitivity
of the data as well as the NLP task. Overall, the
results indicate a correlation between the perfor-
mance loss and the strength of the anonymization
technique, but each technique comes with different

costs that should be considered.
Text aggregation is the strongest of the pre-

sented techniques. It offers relatively good security
against re-identification but leads to the most sub-
stantial performance loss. Moreover, the technique
has various disadvantages: a) it leads to fewer train-
ing examples as data is merged, b) and longer text
documents which might cause problems with stan-
dard BERT models, which can only process up to
512 input tokens. Finally, c) a patient data reposi-
tory loses relevant information as data is mixed up
with other patients.

Moreover, the simple fictitious re-identification
experiment showed that patients could potentially
be re-identified through a similarity search attack.
Although the scenario is hypothetical, it highlights
the importance of providing additional security
mechanisms for future health data repositories.
One of the problems of our attack was that although
sensitive data was removed and text modified, most
of the text (words) remained the same. To make
anonymization more secure, coming up with more
advanced techniques might be necessary, such as
modifying the overall text without changing the
main content and meaning (a re-formulation task).
This could be possibly overcome by generating
synthetic data from real examples.

6 Conclusion
This work presented a first structured analysis re-
garding text anonymization and its effects on the
performance of state-of-the-art machine learning
models. Extensive experiments have been con-
ducted including seven different anonymization
techniques on multiple datasets, which cover five
different clinical NLP tasks. On the grounds of
this experimentation, we can analyse the results
and extract valuable insights regarding the effects
of different types of anonymization on machine
learning performance with respect to a given task.
For short, we did not find a universal one-fits-all
anonymization technique that would perform best
in all tasks. Instead, the particular decision depends
on several factors such as the type and strength
of the anonymization technique, the underlying
NLP task, desired level of anonymity, etc. In ad-
dition, we conducted a simple re-identification ex-
periment to examine the robustness of each tech-
nique on a fictitious data repository. Our initial
results show that depending on the setup, the tested
anonymization may not be strong enough to pre-
vent re-identification.
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Eibl, et al. 2019. Impact of Anonymization on Senti-
ment Analysis of Twitter Postings. In Data Science–
Analytics and Applications, pages 41–48. Springer.

Lukas Lange, Heike Adel, and Jannik Strötgen. 2020.
Closing the Gap: Joint De-Identification and Concept
Extraction in the Clinical Domain. In Proceedings

of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 6945–6952, Online.
Association for Computational Linguistics.

Nuno Mamede, Jorge Baptista, and Francisco Dias.
2016. Automated anonymization of text documents.
In 2016 IEEE congress on evolutionary computation
(CEC), pages 1287–1294. IEEE.

Stephane M Meystre, F Jeffrey Friedlin, Brett R South,
Shuying Shen, and Matthew H Samore. 2010. Au-
tomatic de-identification of textual documents in the
electronic health record: a review of recent research.
BMC medical research methodology, 10(1):1–16.

Andriy Mulyar, Elliot Schumacher, Masoud
Rouhizadeh, and Mark Dredze. 2019. Pheno-
typing of Clinical Notes with Improved Document
Classification Models Using Contextualized Neural
Language Models. ArXiv, abs/1910.13664.

Beau Norgeot, Kathleen Muenzen, Thomas A Peterson,
Xuancheng Fan, Benjamin S Glicksberg, Gundolf
Schenk, Eugenia Rutenberg, Boris Oskotsky, Marina
Sirota, Jinoos Yazdany, et al. 2020. Protected Health
Information filter (Philter): accurately and securely
de-identifying free-text clinical notes. NPJ digital
medicine, 3(1):1–8.

Pierangela Samarati and Latanya Sweeney. 1998. Pro-
tecting privacy when disclosing information: k-
anonymity and its enforcement through generaliza-
tion and suppression.

Guergana K Savova, James J Masanz, Philip V Ogren,
Jiaping Zheng, Sunghwan Sohn, Karin C Kipper-
Schuler, and Christopher G Chute. 2010. Mayo clini-
cal Text Analysis and Knowledge Extraction System
(cTAKES): architecture, component evaluation and
applications. Journal of the American Medical Infor-
matics Association, 17(5):507–513.

Chaitanya Shivade. 2019. MedNLI — A Natural Lan-
guage Inference Dataset For The Clinical Domain
(version 1.0.0). PhysioNet.

Saku Sugawara, Pontus Stenetorp, Kentaro Inui, and
Akiko Aizawa. 2020. Assessing the benchmarking
capacity of machine reading comprehension datasets.
In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 34, pages 8918–8927.

Özlem Uzuner. 2009. Recognizing Obesity and Co-
morbidities in Sparse Data. Journal of the American
Medical Informatics Association, 16(4):561–570.

Özlem Uzuner, Ira Goldstein, Yuan Luo, and Isaac Ko-
hane. 2008. Identifying Patient Smoking Status from
Medical Discharge Records. Journal of the American
Medical Informatics Association, 15(1):14–24.

Özlem Uzuner, Brett R South, Shuying Shen, and
Scott L DuVall. 2011. 2010 i2b2/VA challenge on
concepts, assertions, and relations in clinical text.
Journal of the American Medical Informatics Associ-
ation, 18(5):552–556.

110

https://health.ec.europa.eu/ehealth-digital-health-and-care/european-health-data-space_en
https://health.ec.europa.eu/ehealth-digital-health-and-care/european-health-data-space_en
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html


Thomas Vakili, Anastasios Lamproudis, Aron Henriks-
son, and Hercules Dalianis. 2022. Downstream task
performance of bert models pre-trained using auto-
matically de-identified clinical data. In Proceedings
of the Thirteenth International Conference on Lan-
guage Resources and Evaluation (LREC 2022).

Yanshan Wang, Sunyang Fu, Feichen Shen, Sam Henry,
Ozlem Uzuner, and Hongfang Liu. 2020. The
2019 n2c2/OHNLP track on clinical semantic tex-
tual similarity: overview. JMIR Medical Informatics,
8(11):e23375.

Zheming Zuo, Matthew Watson, David Budgen, Robert
Hall, Chris Kennelly, Noura Al Moubayed, et al.
2021. Data Anonymization for Pervasive Health
Care: Systematic Literature Mapping Study. JMIR
medical informatics, 9(10):e29871.

111



Proceedings of the 17th Conference of the European Chapter of the Association for Computational Linguistics: Student Research Workshop, pages 112–122
May 2-4, 2023 ©2023 Association for Computational Linguistics

Automatic Dialog Flow Extraction and Guidance

Patrícia Ferreira
CISUC, Univ. Coimbra

DEI, Univ. Coimbra
patriciaf@dei.uc.pt

Abstract

Today, human assistants are often replaced by
chatbots, designed to communicate via natural
language, however, some disadvantages are no-
torious with this replacement. This PhD thesis
project consists of researching, implementing,
and testing a solution for guiding the action of
a human in a contact center. It will start with
the discovery and creation of datasets in Por-
tuguese. Next, it will go through three main
components: Extraction for processing dialogs
and using the information to describe interac-
tions; Representation for discovering the most
frequent dialog flows represented by graphs;
Guidance for helping the agent during a new
dialog. These will be integrated in a single
framework. In order to avoid service degrada-
tion resulting from the adoption of chatbots,
this work aims to explore technologies in order
to increase the efficiency of the human’s job
without losing human contact.

1 Introduction

In the past, a consumer’s only option for customer
service was to speak directly with a service em-
ployee. Now, many customer interactions are han-
dled by automated systems powered by artificial
intelligence called chatbots (Tran et al., 2021).

During the last few years, there has been a grow-
ing interest in text-based chatbots. However, de-
spite the market’s enthusiastic predictions, chatting
with this type of agent raises some technological
limitations, directly involving the human side of
the interaction (Rapp et al., 2021).

That said, this thesis project proposes to pre-
vent call-center service degradation and customer
dissatisfaction through the use of chatbots, taking
advantage of technologies that can make a human’s
job more efficient without losing human contact.

This work consists of researching, implement-
ing and testing a solution to aid communication
between participants, suggesting appropriate re-
sponses, thus anticipating their interventions. This

guidance can be supported by the history of inter-
actions, where information is extracted from and
frequent dialog flows are discovered, which may
then be used for guiding humans engaging in new
dialogs of the same kind. The approaches will be
applied to task-oriented dialog transcriptions (e.g.
call center), providing a more efficient and facili-
tated service.

It begins by identifying, collecting and annotat-
ing dialogs written in Portuguese to be used in the
experimentation and make available to the commu-
nity. We plan to tackle the problem with a three-
component pipeline: Extraction, for processing di-
alogs, extracting information from them and classi-
fying interactions; Representation of the most fre-
quent dialog flows, by graphs of interaction classes;
Guidance, for assisting a human agent during a new
dialog. All components are often tackled in the
scope of Dialog Modelling (DM) (Budzianowski
et al., 2018) to allow the reproduction of aspects
of a natural conversation. Research in the area of
dialogs is currently booming, with interest in chat-
bots, but most systems are developed for English.
Instead, this work has innovative potential in the
area because it is targeted for Portuguese.

In the next section, important concepts for un-
derstanding this research are introduced and an
overview of related work is given. It includes an
introduction to Portuguese datasets, research work
on chatbots and its limitations, with the remaining
subsections divided according to the three com-
ponents of the project. In section 3, the research
proposal and the intended methodologies are pre-
sented. Finally, section 4 presents some prelim-
inary experiments, using NLP tools and related
extraction tasks.

2 Background and Related Work

This section starts with the presentation of a Por-
tuguese dataset, then it is checked how chatbots and
human-based customer service can be so different,

112



and finally it is divided into the three components
of the project where concepts and related work for
each are found.

2.1 Datasets

One of the first objectives of this work is the identi-
fication or creation of datasets in Portuguese.

There are several dialog datasets, of different
natures, mainly for English (Oliveira et al., 2022),
however, this work will focus on Portuguese, where
dialog datasets are scarce and thus it is possible to
explore approaches for low resource scenarios.

Existing resources for Portuguese are com-
posed of audios containing only read and prepared
speeches, and there is a lack of datasets that in-
clude spontaneous speeches, essential in different
applications. An exception is a new dataset in Por-
tuguese designated as CORAA (Junior et al., 2021)
that is composed of five different corpora of Euro-
pean and Brazilian Portuguese conversations. They
tried to bridge the gap of lack of spontaneity and
formal speech by having only real conversations.

2.2 Human agents and chatbots

Chatbots are the result of advances in Artifi-
cial intelligence (AI), in order to interact and
respond with suggestions appropriate to certain
needs (Shum et al., 2018).

Human-chatbot communication has notable dif-
ferences in content and quality compared to human-
human. The crucial difference is empathy, as chat-
bots are less capable of conversational understand-
ing than humans. However, chatbots are gradually
becoming more aware of their interlocutor’s feel-
ings (Adamopoulou and Moussiades, 2020).

The first known chatbot, developed in 1966, was
Eliza 1 (Weizenbaum, 1966). Its purpose was to
behave like a psychologist. It used simple patterns
and user sentences returned in the form of a ques-
tion. Its conversational ability was not very good,
but it was enough to start the development of other
chatbot systems (Bradeško and Mladenić, 2012).

Most chatbots tend to respond with the same
message, have a very limited vocabulary, and often
provide wrong information. To demonstrate the
lack of language capabilities of chatbots, a com-
parison was made between chatbots responses and
human responses (Feine et al., 2020), by analyz-
ing an existing human chat dialog analyzed from
the Conversational Intelligence Challenge 2 (Con-

1http://psych.fullerton.edu/mbirnbaum/psych101/eliza.htm

vAI22), where the lexical diversity was analyzed of
all chatbot and human messages, through Part of
Speech (PoS) and counted the adjectives, adverbs
and verbs that are relevant for expressing emotion
which is an inherently human ability. The results
indicate that human users used 75% more adjec-
tives, 65% more adverbs, and 76% more verbs than
the ConvAI2 chatbots. Therefore, this work reveals
that human language use is far from superior in
terms of lexical and emotional diversity.

There are several solutions on the market that
allow the development of chatbots such as Di-
alogFlow (Sabharwal and Agrawal, 2020), Amazon
Lex (Sreeharsha et al., 2022), Rasa (Sharma and
Joshi, 2020), etc. Using one of these solutions,
it is possible to develop a chatbot, through dia-
log flows for selecting responses or actions based
on the identification of expressions that the agent
should recognize, also called intents. However,
these are limited to maintaining a dialog based on
flows that are created manually. The limitations of
chatbots motivate the need for human involvement.

2.3 Knowledge Extraction from Dialog

The extraction component should start by process-
ing transcripts of real dialogs between humans, us-
ing an NLP pipeline (Tenney et al., 2019). This
pipeline starts by segmenting the text into tokens
and using a set of parsing processes such as Infor-
mation Extraction (IE) (Grishman, 2019) or Seman-
tic Parsing (Berant et al., 2013), the latter being the
task of deriving a representation of meaning from
the language sufficient for a given task, since IE
of the text can be characterized as representing a
certain level of semantic parsing.

It is also necessary to clean up the transcriptions
used from what is not relevant to the creation of
the dialog flow and segment it into individual ut-
terances, from the two interlocutors, linking them
together to create an objective dialog line. This
process can be implemented using contextual mod-
els, based on Sentence Embeddings (Reimers and
Gurevych, 2019), created from Deep Learning ap-
proaches (Li et al., 2018), and also from approaches
for Intent Classification (Chen et al., 2019), which
allow transforming words into vector representa-
tions and, thus, mapping the words used into known
concepts or intentions.

It is also fundamental to identify entities,
through Named Entity Recognition (NER) (Mo-

2https://paperswithcode.com/dataset/convai2
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hit, 2014), an IE task that consists in identifying
and classifying only some types of information ele-
ments, called Named Entity (NE). DM (Bai et al.,
2021) is a subarea of NLP that covers tasks aimed
at learning how humans use this language to inter-
act with each other, and exploiting it in computa-
tional applications. This typically includes intent
recognition (Sukthankar et al., 2014), which maps
utterances with responses or actions that the system
has to perform, and can be used for dialog summa-
rization (Goo and Chen, 2018; Liu et al., 2019),
human assistance (De et al., 2021) in communi-
cation, prediction of the next interactions (Ritter
et al., 2011) of a human user with a dialog system,
among others.

Dialogues are sequences of utterances, com-
monly classified according to: intents, which repre-
sent the end-user’s intents; or DAs, which represent
the action performed by the speaker (Austin, 1962)
and can be seen as more generic intents.

DAs function as action labels for the utterances
in a given conversation (e.g., ask, explain, speak, re-
quest, etc.), thus helping to characterize intents and
enabling a better understanding of conversations
(Hoxha et al., 2016). On the other hand, an intent
categorizes an end-user’s intent for one conversa-
tion turn (Truong et al., 2004) and is usually more
specific, depending on the given scenario. Thus,
DAs recognition can be accomplished by identify-
ing the function-related DAs of a single utterance
or segment, unrelated to a specific domain or task.
This is relevant during an ongoing conversation, as
it allows for interpretation or knowledge extraction
taking into account the intent and simplifies the
identification of related segments in the dialog his-
tory. A dialog representation is a sequence of DAs
that are useful for their interpretation by humans,
conversational systems, or computational methods
and for summarizing the conversation or predicting
future utterances (Hoxha et al., 2016).

Dialog Act Classification (DAC) is useful for
identifying patterns and extracting common flows
in dialogs. Several approaches have been devel-
oped for automatic DAC. Most adopt a supervised
approach, with models trained on dialog corpus
where DAs are manually annotated (Bangalore
et al., 2008). Some use traditional methods of
classification considering the context of the dialog,
using previous interactions, and capturing hierar-
chical relationships between tasks. In Sordoni et al.
(2015) they formulate a neural network architecture

for data-driven response generation trained from
social conversations, in which the generation of
responses is constrained by dialog utterances that
provide contextual information.

Others methods adopt learning by considering
utterances in isolation. However, since there may
be a dependency between the current interaction
and previous ones, that is, between consecutive ut-
terances (e.g., usually after a question comes an
answer) DAC should be approached as a sequential
classification problem and not as a simple classifi-
cation problem.

Hidden Markov Models (HMMs) (Stolcke et al.,
2000) present time intervals, where the process
evolves from one state to another, depending only
on its last state. The hidden states of the model are
the DA labels that generate the sequence of words.
Another widely used alternative path to HMMs to
address DAC as a sequence labeling problem is
the use of neural network models associated with a
Conditional Random Field (CRF) (Zimmermann,
2009; Kim et al., 2010) as the last layer. The CRF
implements dialog state management to keep track
of conversation history and current state in order
to decide on the next conversation step and mod-
els the conditional probability of the DA label se-
quence given the input sequence. Long Short Term
Memory (LSTM) (Yu et al., 2019; Barahona et al.,
2016) is an artificial replay of the neural network
(ANN) (Diehl et al., 2016) that can process not
only single data points (such as images) but also
entire sequences of data.

Statements provide knowledge that can be ex-
tracted in pairs, such as questions and their corre-
sponding answers. Thus, in order to learn through
dialogues, an agent must be able to identify what
these statements are, and thus DAs must be identi-
fied by automatically recognizing the generic DAs
conveyed by each segment (Searle, 1969). For this,
it will be useful to recognize the communicative
functions defined by ISO 24617-2 for the annota-
tion of DAs (Bunt et al., 2012, 2017), which are hi-
erarchically organized and feature a specific branch
for knowledge-providing functions.

As the dialog progresses, some systems maintain
a state representation in a process called Dialog
State Tracking (DST) (Henderson et al., 2014), thus
representing the user’s intentions, which involves
filling in predefined slot values.

Currently, most NLP tasks use Transformer neu-
ral network-based models which is an encoder-
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decoder architecture that allows the model to focus
on the relevant parts of input sequences, especially
long sequences such as sentences and paragraphs.
Improvements can be achieved if utterances are en-
coded by a transformer network-based (BERT) (De-
vlin et al., 2018).

Since manually creating the dialog flows used
by conversational agents is complex and time-
consuming, there are academic works focused on
automatic extraction of dialog flows. One of the
identified works presents structure extraction in
task-oriented dialogs by representing the dialog
flow with probabilistic transitions between differ-
ent states of the flow, based on HMMs (Stolcke
et al., 2000). A still preliminary work (Negi et al.,
2009) presents the identification of dialog flows for
use in chatbots, using clustering of similar expres-
sions and their sequencing. These works are only
some parts of the process we intend to develop, and
most of them focus on specific domains, with nar-
row scope and scale, so they are not applicable to
dialogs in a generic way, and therefore their use is
not feasible in a real environment. Thus, there is a
need to study and develop a suitable framework to
guide humans in a dialog, and represent knowledge
extracted from past interactions.

A supervised approach (Bangalore et al., 2008)
was exploited based on a dataset of annotated di-
alogs, exploited the id and the speaker’s word tri-
grams of the current utterance. In a first attempt
to incorporate context, for DAC only, the previous
statements were considered. DAs were discovered
from open domain Twitter conversations (Ritter
et al., 2010). Each post in a conversation is repre-
sented by a bag of words. DAs will correspond to
clusters of statements, representing their sequen-
tial behavior, which is captured by an HMM. In
addition, to separate between content words and
dialog indicators, the HMM is combined with a La-
tent Dirichlet Allocation (LDA) topic model. The
clusters have to be inspected manually. Negi et
al. (Negi et al., 2009) were based on initiated con-
versations by replacing named entities with their
type. Clustering was applied to similar utterances
based on frequent words. When these clusters are
discovered, calls are represented by sequences of
clusters and subtasks are discovered based on se-
quences of frequent utterances.

2.4 Representation of Dialog

In order to create a single representation that inte-
grates all dialog flows and their variations, we must
first study the best approach to aggregate the expres-
sions that represent the same intent, information,
or action. In this way, we can apply approaches to
dialogs, such as Topic Modeling (Vayansky and Ku-
mar, 2020) and Automatic Summarization (Gupta
et al., 2009), to reveal high-level topics covered
in dialogs and compress their content, or use Text
Clustering (Aggarwal and Zhai, 2012), which al-
lows the clustering of similar utterances. Since
DAs are less tied to the scenario or domain than
intentions, this is also a better representation for
recognizing common patterns in dialogs. DA Iden-
tification (Omuya et al., 2013) may help in a more
abstract representation of the flow, by classifying
the various interactions into different types.

DAs and transition graphs allow the discovery
of different types of interactions and the most com-
mon dialog flows that will be useful for classifying
the current dialog and recommending the next inter-
actions. Automatic response generation techniques
are based on sequence-to-sequence models (Yuan
and Yu, 2019) learned from large collections of
dialogs. One of the problems with such models
is that they are not able to model the context and
history of the dialog. To solve this, the model can
be extended with a latent representation of the dia-
log history or encapsulated in a hierarchical dialog
model (Sordoni et al., 2015; Lowe et al., 2017).

If annotated data is unavailable, clustering of ut-
terances can be done, in the expectation of grouping
them according to DAs or intents. Human interven-
tion is required for interpretation, which involves
looking at the utterances in each of the clusters.

The flow can be represented by a graph where
the nodes represent an expression of the dialog and
the arcs, directed between nodes, represent the dif-
ferent expressions that can follow. A single tree can
encapsulate the task structure (domain and prece-
dence relations between tasks), the DA structure
(sequences of DAs), and the linguistic structure of
utterances. We can also represent the probability
associated with each of the possible transitions be-
tween expressions (Ritter et al., 2010), as well as
the conditions, based on the extracted context, that
make each transition possible or impossible.

There are annotation schemes designed for open
domain human-machine conversations, such as Mi-
das (Yu and Yu, 2019). This has a hierarchical
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structure, including a semantic and functional or-
dering tree, and supports multi-label annotations.
Since dialogs in a large collection are represented
by sequences of tasks (Bangalore et al., 2008) or
DAs, hierarchical relationships between the latter
can be discovered from common patterns and rep-
resented by trees or graphs that are friendly for
human analysis, including transition probabilities.

Young et al. (2010) described a dialog manager
Hidden Information State System (HIS) where each
utterance is a DA and is designed for information
retrieval tasks. However, compared to simple slot-
filling systems, it supports a richer set of user goal
representations based on tree-like structures built
from classes that represent related values and sub
types that are specific variants of a class.

To be used as the input of most of the previous
approaches, textual utterances need to be repre-
sented in a vector space where semantically sim-
ilar words or utterances are closer to each other.
This is typically done at preprocessing and may
resort to models of vector semantics. For instance,
when performing intent classification, Hashemi et
al. (Hashemi et al., 2016) used pretrained models
of word embeddings, such as word2vec (Mikolov
et al., 2013), for representing utterances. Park et
al. (Park et al., 2022) obtains various intent cluster-
ing results with different embeddings, namely the
Sentence Transformer’s MiniLM-L6 and MiniLM-
L12 models. More recent efforts obtain sentence
embeddings from available transformers fine-tuned
in sentence similarity tasks (e.g., (Vulić et al., 2022;
Park et al., 2022)). An alternative to using pre-
trained embeddings is to learn embeddings and
part of the training process (e.g., first layer of the
neural network) (Firdaus et al., 2021).

2.5 Call Guidance

The orientation component will take advantage of
past dialogs, represented according to the previ-
ously defined, to identify the recommendations it
should provide to the agent during a new interac-
tion. Dialogs represented as a sequence or a graph
of DAs can be exploited in live conversations, ei-
ther to guide dialog systems that may include au-
tomatic response generation, or to guide human
agents in a call. The system can be useful for clas-
sifying utterances according to specific goals as
quickly as possible. The call can be redirected to a
different agent that has access to different knowl-
edge bases and/or different streams. For example,

Gunrock (Chen et al., 2018), a social bot, maps
users’ intentions to a topic, selects the most appro-
priate module for the topic, and advances the user’s
request to this module. In addition to the topic or
goal, the current DA can be classified in real time
using approaches already described, allowing the
anticipation of the next dialog with different prob-
abilities, which can be used to narrow down the
automatically generated responses.

It is important to use approaches such as Se-
mantic Textual Similarity (Cer et al., 2017), using
techniques that consider the words used and their
relevance, such as TF-IDF or more comprehensive
models based on embeddings.

Therefore, it is necessary to look at approaches
such as Recommender Systems (RS) (Resnick and
Varian, 1997) that help users find items of interest
and can be based on past behavior.

The design of flows is especially relevant for
task-oriented dialogue systems and can steer the
conversation in specific directions, avoiding purely
reactive responses to what the user says (Grassi
et al., 2022). It encompasses the definition of task-
specific intents and training phrases, among other
decisions, and generally ends up being created man-
ually, often with the help of tools like Google’s
DialogFlow3, Microsoft Luis4, or the open source
platform Rasa5.

As the dialogue progresses, the recommenda-
tion system accumulates the user’s information and
builds his profile. Thus, it can provide a recom-
mendation based on user preferences reflected in
the conversation. A recommendation system can
be based on conventional collaborative filtering al-
gorithms (Resnick et al., 1994; Sarwar et al., 2001)
or based on neural networks (Wang et al., 2018;
He et al., 2017; Ying et al., 2018).The generated
graphs can be used in a recommendation or guid-
ance system.

3 Research Proposal

The main goal of this PhD thesis is the research and
development of approaches to help communication
between interlocutors in a dialog, in Portuguese,
guiding the operator’s action that can be supported
by previous interactions. Information is to be auto-
matically extracted and frequent dialog flows are
identified, allowing their representation to guide the

3https://cloud.google.com/dialogflow/
4https://www.luis.ai/
5https://rasa.com/
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human in how to respond. To this extent, we define
five specific objectives to be achieved throughout
the development of the research work:

1. Collection and creation of a corpus of dialogs
in Portuguese that can be used in the project.

2. Studying, developing and experimenting with
approaches for extracting structured dialog
information from the various interactions.

3. Studying, developing and experimenting with
approaches for representing interactions and
flows extracted from those interactions.

4. Studying, developing and experimenting with
approaches for guiding the human by exploit-
ing the knowledge extracted from dialogs, in-
teractions, and common flows.

5. Evaluation on data collected and created, us-
ing automated and manual metrics.

To achieve the five defined objectives presented
above, the following tasks were defined:

1. Deepen the study of the state of the art to
understand important concepts for research;

2. Collection or creation of the data to be used;

3. Approaches for IE;

4. Approaches for representing dialog flows;

5. Approaches for dialog guidance;

6. Framework with approaches explored;

7. Tests and final evaluation;

8. Writing of the thesis and scientific articles.

We intend to explore generalized approaches ap-
plied to different types of task-oriented dialogues,
where one contribution will be to increase the effi-
ciency of call centers.

The experiments will be focused with data in
Portuguese, which will be a differentiating factor.
They will also be limited to written text, i.e., written
conversations or transcripts of oral communication.

Several alternatives will be explored to obtain
the data: Following the WOZ paradigm (Green
et al., 2004), where a conversation is held between
two interlocutors in which one is assigned a certain
task and to accomplish this task, this user must
interact, using natural language, with another who

will have access to more information about the do-
main (for example, a database or a service such
as Booking6) and will be able to provide appropri-
ate answers. Interaction can be done through any
chat application, such as Slack or Microsoft Teams;
Transcripts of existing dialogs in Portuguese, such
as CORAA (Junior et al., 2021); Customer support
services on social networks, such as conversations
with telecom operators on Twitter7; Movie sub-
titles (Lison and Tiedemann, 2016); Translation
of English datasets (e.g. DailyDialogue (Li et al.,
2017) or MultiWOz (Budzianowski et al., 2018))
into Portuguese, from which it will be possible to
import existing annotations.

The data will be used in the development of a
framework consisting of three components:

• Extraction - Process transcripts of dialogs and
extract information;

• Representation - Discovery of the most fre-
quent dialog flows, represented by graphs;

• Guidance - will take advantage of the flow
representation to guide the human.

The first component processes real dialog tran-
scripts and extract useful information from them
to represent the interactions, such as keywords, en-
tities or actions. The extraction of some of these
items may resort to an NLP pipeline (Tenney et al.,
2019), but some additional development may be re-
quired, considering the language (Portuguese) and
the type of text (dialog).

The extracted information can be used to better
describe utterances, classifying intentions and fill-
ing slots. However, performing these tasks is usu-
ally based on supervised learning, which involves
data annotation, something to consider during data
definition. It can also be used to group similar utter-
ances, using clustering. This process can make use
of sentence embedding techniques (Reimers and
Gurevych, 2019) to represent utterances. During
the extraction process, it is necessary to remove
from the text private information about the client
in order to ensure the confidentiality of the data.

In Figure 1, we show an example of a dialog in
which the customer requests the cancellation of an
order he previously placed.

Sometimes, the information found in knowledge
bases is not organized in a way that facilitate its use

6http://www.booking.com
7http://www. twitter.com
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Figure 1: Example of a dialog flow created by the ex-
traction component

by the agent in a conversation (Taylor et al., 2002).
Therefore, the project to be developed will answer
the question of how to improve the organization
and representation of information that supports the
agent’s assistance during a conversation.

Interactions with customers are dependent on
need and context. Even if the information is up
to date, we need to make sure that we effectively
map the need expressed by the possible solutions
and use the context to ensure that we choose the
solution that best fits that specific case. To this end,
the project will be able to answer the question of
how to find the best solution for customer’s need
and how to ensure that this solution fits its context.

The second component will aim to discover
the most frequent dialog flows, represented by
graphs, where the vertices represent speech classes
or groupings, and the arcs represent transitions be-
tween them, with probabilities. In this component
one can apply the classification of interactions into
more generic classes (DAs) or, if there is a lack of
data to make the system less domain-dependent,
perform a grouping that approximates these acts.
To facilitate human interpretation, it will be impor-
tant to have a way to describe the groupings/classes
through relevant n-grams or verb phrases. Figure 2
shows an example of a dialog graph, generated
from the previous dialog flow.

Finally, the guidance component will take ad-
vantage of the representation of flows to guide the
human.

The ability to take into account the previous
statements is key to building dialog systems that
can keep conversations active and engaging (Sor-
doni et al., 2015). Past interactions are an impor-
tant source of information about customers and
how their needs are met by agents, however, due to

Figure 2: Example of a dialog graph created by the
representation component

the complexity of working with past interactions,
they are generally ignored. We aim to find the
best approaches to extract from past interactions
the knowledge needed to guide agents on how to
respond to customer needs.

In each interaction, previous interactions will
be considered to suggest responses, while antici-
pating the next interactions. It will function as a
RS (Resnick and Varian, 1997) in the sense that
we want to recommend speech and/or actions. Fig-
ure 3 shows an example of a user interface with
expressions used in dialog and the recommenda-
tions provided by the guidance component.

Figure 3: Example of user interface - recommendations
are provided to the agent by the guidance component

The approaches resulting from tasks 3, 4, and
5 will be evaluated independently but a final eval-
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uation of their integration into the framework is
required. In this way, the approaches will be evalu-
ated on the data collected and created using metrics
for classification, used when annotations are pro-
duced, or metrics for clustering when this is not the
case. Due to the subjectivity of the quality of the
flows identified and the guidance produced, a sub-
jective evaluation based on human opinions using
the resulting framework is imperative, as well as
an objective evaluation where a control group that
uses the node-generated graphs and a group that
does not is selected and the average success rates
and response times are then compared.

4 Preliminary Experiments

The exploration of some NLP tools, through the
spaCy 8 library such as PoS Tagging considering
verbal syntagma, NER and coreference resolution
was performed and DAC, taking into account dif-
ferent vector representations, was done for these
tasks in order to generalize utterances.

Given that DAs can be seen as generic intents, a
possible representation of dialog flows is through
a graph of DAs. Transitions between DAs may
further have assigned probabilities, computed from
the dialogue history. This can be see as a Markov
chain, and its inspection may further enable the
identification of communication patterns.

For illustrative purposes, we generated such a
representation for the Mastodon dataset (Cerisara
et al., 2018) and its annotated DAs, with the help
of the NetworkX 9 package. The flow can be visu-
alized in Figure 4, where nodes were also included
for the start (SOD) and end (EOD) of dialog. Tran-
sitions with probability below 0.05 were ignored.

5 Conclusion

This research proposal aims to improve the cus-
tomer/human experience when contacting a call-
center, by improving the responsiveness of hu-
man agents in conversations, guided by intelligent
methods and NLP about the current context and
about previous interactions with customers. To
achieve this goal, the project is organized into three
components: extraction, representation and guid-
ance. One of the challenges involved is that this
project will be focused on Portuguese, a language
for which there is little work in this area.

8https://spacy.io/
9https://networkx.org/

Figure 4: DAs transitions in Mastodon

The existing work for the automatic extraction
of dialog flows is still underdeveloped and has been
applied in a small scope and scale. Furthermore,
this work is usually referenced in the context of
application to chatbots, and its application is not
oriented towards human agents.

The development of the proposed solution allows
for the automatic extraction of dialog flows from
past interactions, guiding human agents, and may
represent a breakthrough in the state of the art in
this area, answering the question of how to find the
best solution for the customer’s needs and how to
ensure that this solution fits the customer’s context.

Thus, the use of chatbots is increasingly present,
however, we believe that human agents have a rele-
vant role in contact centers, since they can handle
situations with a level of complexity that is not yet
within the reach of any chatbot and there is no dis-
tance between customers and human interlocutors.
All relevant findings and results will be published
in reports, articles and scientific papers, in addition
to the resulting doctoral thesis.
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chatbot systems through a loebner prize competition.
In Proceedings of Slovenian language technologies
society eighth conference of language technologies,
pages 34–37. Institut Jožef Stefan Ljubljana, Slove-
nia.

Paweł Budzianowski, Tsung-Hsien Wen, Bo-Hsiang
Tseng, Inigo Casanueva, Stefan Ultes, Osman Ra-
madan, and Milica Gašić. 2018. Multiwoz–a
large-scale multi-domain wizard-of-oz dataset for
task-oriented dialogue modelling. arXiv preprint
arXiv:1810.00278.

Harry Bunt, Volha Petukhova, David Traum, and Jan
Alexandersson. 2017. Dialogue act annotation with
the iso 24617-2 standard. In Multimodal interaction
with W3C standards, pages 109–135. Springer.

HC Bunt, J Alexandersson, J Choe, C Alex, K Hasida,
VV Petukhova, A Popescu-Belis, and D Traum. 2012.
Iso 246170-2: A semantically-based standard for
dialogue annotation. In Proceedings of the 8th In-
ternational Conference on Language Resources and
Evaluation, Istanbul, Turkey, page 8. ELRA.

Daniel Cer, Mona Diab, Eneko Agirre, Inigo Lopez-
Gazpio, and Lucia Specia. 2017. Semeval-2017

task 1: Semantic textual similarity-multilingual and
cross-lingual focused evaluation. arXiv preprint
arXiv:1708.00055.

Christophe Cerisara, Somayeh Jafaritazehjani, Ade-
dayo Oluokun, and Hoa Le. 2018. Multi-task dialog
act and sentiment recognition on mastodon. arXiv
preprint arXiv:1807.05013.

Chun-Yen Chen, Dian Yu, Weiming Wen, Yi Mang
Yang, Jiaping Zhang, Mingyang Zhou, Kevin Jesse,
Austin Chau, Antara Bhowmick, Shreenath Iyer, et al.
2018. Gunrock: Building a human-like social bot
by leveraging large scale real user data. Alexa Prize
Proceedings.

Qian Chen, Zhu Zhuo, and Wen Wang. 2019. Bert
for joint intent classification and slot filling. arXiv
preprint arXiv:1902.10909.

Abir De, Nastaran Okati, Ali Zarezade, and
Manuel Gomez Rodriguez. 2021. Classification un-
der human assistance. In Proceedings of the AAAI
Conference on Artificial Intelligence, volume 35,
pages 5905–5913.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Peter U Diehl, Guido Zarrella, Andrew Cassidy,
Bruno U Pedroni, and Emre Neftci. 2016. Conver-
sion of artificial recurrent neural networks to spiking
neural networks for low-power neuromorphic hard-
ware. In 2016 IEEE International Conference on
Rebooting Computing (ICRC), pages 1–8. IEEE.

Jasper Feine, Stefan Morana, and Alexander Maedche.
2020. A chatbot response generation system. In Pro-
ceedings of the Conference on Mensch und Computer,
pages 333–341.

Mauajama Firdaus, Hitesh Golchha, Asif Ekbal, and
Pushpak Bhattacharyya. 2021. A deep multi-task
model for dialogue act classification, intent detection
and slot filling. Cognitive Computation, 13:626–645.

Chih-Wen Goo and Yun-Nung Chen. 2018. Abstractive
dialogue summarization with sentence-gated model-
ing optimized by dialogue acts. In 2018 IEEE Spoken
Language Technology Workshop (SLT), pages 735–
742. IEEE.

Lucrezia Grassi, Carmine Tommaso Recchiuto, and An-
tonio Sgorbissa. 2022. Knowledge-grounded dia-
logue flow management for social robots and con-
versational agents. International Journal of Social
Robotics, 14(5):1273–1293.

Anders Green, Helge Huttenrauch, and K Severinson
Eklundh. 2004. Applying the wizard-of-oz frame-
work to cooperative service discovery and configu-
ration. In RO-MAN 2004. 13th IEEE International
Workshop on Robot and Human Interactive Com-
munication (IEEE Catalog No. 04TH8759), pages
575–580. IEEE.

120



Ralph Grishman. 2019. Twenty-five years of infor-
mation extraction. Natural Language Engineering,
25(6):677–692.

Vishal Gupta, Gurpreet S Lehal, et al. 2009. A survey of
text mining techniques and applications. Journal of
emerging technologies in web intelligence, 1(1):60–
76.

Homa B Hashemi, Amir Asiaee, and Reiner Kraft. 2016.
Query intent detection using convolutional neural
networks. In International conference on web search
and data mining, workshop on query understanding.

Xiangnan He, Lizi Liao, Hanwang Zhang, Liqiang Nie,
Xia Hu, and Tat-Seng Chua. 2017. Neural collabora-
tive filtering. In Proceedings of the 26th international
conference on world wide web, pages 173–182.

Matthew Henderson, Blaise Thomson, and Jason D
Williams. 2014. The second dialog state tracking
challenge. In Proceedings of the 15th annual meet-
ing of the special interest group on discourse and
dialogue (SIGDIAL), pages 263–272.

Julia Hoxha, Praveen Chandar, Zhe He, James Cimino,
David Hanauer, and Chunhua Weng. 2016. Dream:
Classification scheme for dialog acts in clinical re-
search query mediation. Journal of biomedical infor-
matics, 59:89–101.

Arnaldo Candido Junior, Edresson Casanova, Ander-
son Soares, Frederico Santos de Oliveira, Lucas
Oliveira, Ricardo Corso Fernandes Junior, Daniel
Peixoto Pinto da Silva, Fernando Gorgulho Fayet,
Bruno Baldissera Carlotto, Lucas Rafael Stefanel
Gris, et al. 2021. Coraa: a large corpus of sponta-
neous and prepared speech manually validated for
speech recognition in brazilian portuguese. arXiv
preprint arXiv:2110.15731.

Su Nam Kim, Lawrence Cavedon, and Timothy Bald-
win. 2010. Classifying dialogue acts in one-on-one
live chats. In Proceedings of the 2010 Conference on
Empirical Methods in Natural Language Processing,
pages 862–871.

Ruizhe Li, Chenghua Lin, Matthew Collinson, Xiao
Li, and Guanyi Chen. 2018. A dual-attention hier-
archical recurrent neural network for dialogue act
classification. arXiv preprint arXiv:1810.09154.

Yanran Li, Hui Su, Xiaoyu Shen, Wenjie Li, Ziqiang
Cao, and Shuzi Niu. 2017. Dailydialog: A manually
labelled multi-turn dialogue dataset. arXiv preprint
arXiv:1710.03957.

Pierre Lison and Jörg Tiedemann. 2016. Opensub-
titles2016: Extracting large parallel corpora from
movie and tv subtitles. European Language Re-
sources Association.

Chunyi Liu, Peng Wang, Jiang Xu, Zang Li, and Jieping
Ye. 2019. Automatic dialogue summary generation
for customer service. In Proceedings of the 25th
ACM SIGKDD International Conference on Knowl-
edge Discovery & Data Mining, pages 1957–1965.

Ryan Lowe, Nissan Pow, Iulian Vlad Serban, Lau-
rent Charlin, Chia-Wei Liu, and Joelle Pineau.
2017. Training end-to-end dialogue systems with
the ubuntu dialogue corpus. Dialogue & Discourse,
8(1):31–65.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Cor-
rado, and Jeffrey Dean. 2013. Distributed representa-
tions of words and phrases and their compositionality.
In Proceedings of the 26th International Conference
on Neural Information Processing Systems - Volume
2, NIPS’13, page 3111–3119, Red Hook, NY, USA.
Curran Associates Inc.

Behrang Mohit. 2014. Named entity recognition. In
Natural language processing of semitic languages,
pages 221–245. Springer.

Sumit Negi, Sachindra Joshi, Anup K Chalamalla, and
L Venkata Subramaniam. 2009. Automatically ex-
tracting dialog models from conversation transcripts.
In 2009 Ninth IEEE International Conference on
Data Mining, pages 890–895. IEEE.

Hugo Oliveira, Patrícia Ferreira, Daniel Martins, Cata-
rina Silva, and Ana Alves. 2022. A brief survey on
textual dialogue corpora. Proceedings of the 13th In-
ternational Conference on Language Resources and
Evaluation (LREC 2022).

Adinoyi Omuya, Vinodkumar Prabhakaran, and Owen
Rambow. 2013. Improving the quality of minority
class identification in dialog act tagging. In Pro-
ceedings of the 2013 Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics: Human Language Technologies, pages
802–807.

Jeiyoon Park, Yoonna Jang, Chanhee Lee, and Heuiseok
Lim. 2022. Analysis of utterance embeddings and
clustering methods related to intent induction for task-
oriented dialogue. arXiv preprint arXiv:2212.02021.

Amon Rapp, Lorenzo Curti, and Arianna Boldi. 2021.
The human side of human-chatbot interaction: A sys-
tematic literature review of ten years of research on
text-based chatbots. International Journal of Human-
Computer Studies, 151:102630.

Nils Reimers and Iryna Gurevych. 2019. Sentence-bert:
Sentence embeddings using siamese bert-networks.
arXiv preprint arXiv:1908.10084.

Paul Resnick, Neophytos Iacovou, Mitesh Suchak, Peter
Bergstrom, and John Riedl. 1994. Grouplens: An
open architecture for collaborative filtering of net-
news. In Proceedings of the 1994 ACM conference
on Computer supported cooperative work, pages 175–
186.

Paul Resnick and Hal R Varian. 1997. Recommender
systems. Communications of the ACM, 40(3):56–58.

Alan Ritter, Colin Cherry, and Bill Dolan. 2010. Un-
supervised modeling of twitter conversations. North
American Chapter of the Association for Computa-
tional Linguistics (HLT-NAACL).

121



Alan Ritter, Colin Cherry, and Bill Dolan. 2011. Data-
driven response generation in social media. In Em-
pirical Methods in Natural Language Processing
(EMNLP).

Navin Sabharwal and Amit Agrawal. 2020. Introduction
to google dialogflow. In Cognitive virtual assistants
using Google Dialogflow, pages 13–54. Springer.

Badrul Sarwar, George Karypis, Joseph Konstan, and
John Riedl. 2001. Item-based collaborative filtering
recommendation algorithms. In Proceedings of the
10th international conference on World Wide Web,
pages 285–295.

John R Searle. 1969. Speech acts: An essay in the
philosophy of language, volume 626. Cambridge
university press.

Rakesh Kumar Sharma and Manoj Joshi. 2020. An
analytical study and review of open source chatbot
framework, rasa. International Journal of Engineer-
ing Research and, 9(06).

Heung-Yeung Shum, Xiao-dong He, and Di Li. 2018.
From eliza to xiaoice: challenges and opportunities
with social chatbots. Frontiers of Information Tech-
nology & Electronic Engineering, 19(1):10–26.

Alessandro Sordoni, Michel Galley, Michael Auli, Chris
Brockett, Yangfeng Ji, Margaret Mitchell, Jian-Yun
Nie, Jianfeng Gao, and Bill Dolan. 2015. A neu-
ral network approach to context-sensitive genera-
tion of conversational responses. arXiv preprint
arXiv:1506.06714.

ASSK Sreeharsha, Sai Mohan Kesapragada, and
Sai Pratheek Chalamalasetty. 2022. Building chatbot
using amazon lex and integrating with a chat applica-
tion. International Journal of Scientific Research in
Engineering and Management (IJSREM), 6(04).

Andreas Stolcke, Klaus Ries, Noah Coccaro, Eliza-
beth Shriberg, Rebecca Bates, Daniel Jurafsky, Paul
Taylor, Rachel Martin, Carol Van Ess-Dykema, and
Marie Meteer. 2000. Dialogue act modeling for au-
tomatic tagging and recognition of conversational
speech. Computational linguistics, 26(3):339–373.

Gita Sukthankar, Christopher Geib, Hung Bui, David
Pynadath, and Robert P Goldman. 2014. Plan, ac-
tivity, and intent recognition: Theory and practice.
Newnes.

Phil Taylor, Gareth Mulvey, Jeff Hyman, and Peter Bain.
2002. Work organization, control and the experi-
ence of work in call centres. Work, employment and
society, 16(1):133–150.

Ian Tenney, Dipanjan Das, and Ellie Pavlick. 2019. Bert
rediscovers the classical nlp pipeline. arXiv preprint
arXiv:1905.05950.

Anh D Tran, Jason I Pallant, and Lester W Johnson.
2021. Exploring the impact of chatbots on consumer
sentiment and expectations in retail. Journal of Re-
tailing and Consumer Services, 63:102718.

Khai N Truong, Elaine M Huang, and Gregory D
Abowd. 2004. Camp: A magnetic poetry interface
for end-user programming of capture applications
for the home. In UbiComp 2004: Ubiquitous Com-
puting: 6th International Conference, Nottingham,
UK, September 7-10, 2004. Proceedings 6, pages
143–160. Springer.

Ike Vayansky and Sathish AP Kumar. 2020. A review
of topic modeling methods. Information Systems,
94:101582.
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Abstract

Question Generation (QG) systems have shown
promising results in reducing the time and ef-
fort required to create questions for students.
Typically, a first step in QG is to select the con-
tent to design a question for. In an educational
setting, it is crucial that the resulting questions
cover the most relevant/important pieces of
knowledge the student should have acquired.
Yet, current QG systems either consider just
a single sentence or paragraph (thus do not
include a selection step), or do not consider
this educational viewpoint of content selection.
Aiming to fill this research gap with a solution
for educational document-level QG, we thus
propose to select contents for QG based on rel-
evance and topic diversity. We demonstrate the
effectiveness of our proposed content selection
strategy for QG on 2 educational datasets. In
our performance assessment, we also highlight
limitations of existing QG evaluation metrics
in light of the content selection problem.1

1 Introduction

Over the past few years, educational institutes have
increasingly embraced digital tools and solutions
to extend the purely classroom-based setting and
enable wider access to high-quality education. An
essential component of digital educational tools
is the ability to test the learners’ progress in ac-
quiring the knowledge offered in a course. Indeed,
subjecting learners to such tests triggers reflection
on and consolidation of the information they have
consumed (Rickards, 1979; DeAngelo et al., 2009).
Yet, creating high-quality questions that compre-
hensively and accurately evaluate a learner’s knowl-
edge and/or skills is quite challenging due to the
extensive human domain knowledge required. Cur-
rent automatic Question Generation (QG) solutions
have already shown significant progress in reduc-
ing the time and effort to phrase suitable ques-

1Code will be available at: https://github.com/
hadifar/content_selection

tions. However, a common weakness is that they do
not employ an education-oriented approach when
processing full documents or book chapters (Le
et al., 2014; Mostow and Chen, 2009). This im-
plies human intervention is required to either select
the input or filter suitable output questions after-
wards. Note that the latter likely implies a signif-
icant computational overhead associated with the
generation of questions for each and every possible
paragraph/sentence.

In this research, we take one step back and fo-
cus on one of the earliest stages of developing a
test called content identification or content selec-
tion, the process of reducing the amount of text
in a chapter or document to its most meaningful
subparts suitable for constructing questions (Kurdi
et al., 2020; Davis, 2009). Content selection is a
crucial and challenging step in any assessment sys-
tem. It is crucial because decisions regarding which
content to include or exclude can significantly in-
fluence the inferences teachers make about their
students’ understanding of key concepts in the con-
sidered course material. More importantly, in some
settings such as self-assessment and self-learning
environments, leaving the content selection to users
is not feasible (Kurdi et al., 2020). It is challenging
because numerous trade-offs have to be considered,
such as the type of exam (e.g., low stakes vs. high
stakes), the subject (e.g., mathematics vs. history),
and instructor preferences, among others (Davis,
2009).

Although natural language processing has been
extensively employed in educational environments
(Kurdi et al., 2020; Laban et al., 2022), only a
few researchers have investigated content selec-
tion for generating educational questions. Some
studies (Chen et al., 2019; Rüdian et al., 2020)
used summarization techniques to identify impor-
tant contents. However, because these methods aim
to select sentences that maximize content coverage,
they may not be suitable for generating questions
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in the context of education, as such sentences can
be incoherent and complex (Kumar et al., 2015).
Steuer et al. (Steuer et al., 2021) utilized a binary
classifier trained on definitions from scientific text-
books to prioritize worthy over non-worthy content.
This study, however, was limited to the definition
of named entities or concepts rather than general
pedagogical contents. Related to our method is
(Kumar et al., 2015), that ranked sentences based
on topic distributions obtained from a topic model
for fill-the-gaps (cloze) questions. However, unlike
our proposed method, the notion of relevance of
contents to teachers is ignored. Other methods (Du
and Cardie, 2017; Kumar et al., 2019; Nakanishi
et al., 2019; Back et al., 2021) jointly optimized
content selection and QG in an end-to-end fash-
ion. Most of the previous studies validated their
methodologies by evaluating QG performance us-
ing n-gram metrics (e.g., Papineni et al. (BLEU;
2002), Banerjee and Lavie (METEOR; 2005)) in-
stead of directly evaluating the content selection
method. We will show (§4) how these metrics are
inadequate to evaluate this task.

We frame content selection as a ranking problem
that maximizes both relevance and topic diversity.
The topic diversity is motivated by test develop-
ment studies (Webb, 2006; Haladyna and Downing,
1989; Haladyna and Rodriguez, 2013), that suggest
reliable inference regarding students’ understand-
ing of contents is tied to the number of questions
that cover main topics. This hypothesis is implic-
itly held by teachers during question construction
(Fig. 1). To this end, we propose a ranking model
that assigns a score to each content (i.e., all para-
graphs or sentences in a textbook), allowing us to
prioritize relevant candidates. Furthermore, we in-
troduce a re-ranker that encourages topic diversity.
Our empirical results (§4) not only show that our
model leads to an improved content ranking com-
pared to existing methods on two recently released
educational datasets but also reveal difficulties in
measuring ranking quality through evaluation of
the question generation end task.

2 Methodology

This section describes our strategy for obtaining a
suitable ranking of a document’s sentences or para-
graphs. Since optimizing relevance and diversity at
the same time is an NP-hard problem (Agrawal
et al., 2009), heuristic approaches are typically
used (Carbonell and Goldstein, 1998; Santos et al.,

Selected
unSelected

Figure 1: 2D visualization of the pooled hidden-state
representations of the RoBERTa (Liu et al., 2019) on
all paragraphs for four randomly sampled chapters of
EduQG (Hadifar et al., 2023) using t-SNE (van der
Maaten and Hinton, 2008). Each color stands for a dif-
ferent topic assigned by the Gaussian clustering model,
while the marker types represent the selected vs. unse-
lected paragraphs by teachers.

2010), which we propose for our setting as well.
After an initial ranking purely based on estimated
relevance, we apply an iterative diversity-aware
reranking.

Relevance-based ranking: We assume that the
considered educational content involves textual
documents D (e.g., course book chapters), each
represented as a set of N content elements D =
{s0, s1, s2, ..., sN−1}. These elements si can be,
for example, the document’s sentences or para-
graphs (and will be referred to as the sentences). In
our datasets, an associated question is available for
a selection of the sentences, created by a teacher.
Although different teachers would likely not agree
on which sentences are relevant (i.e., to create ques-
tions from) given the same document, we consider
the sentences associated with the available ques-
tions as a good proxy. As such, we train a classifier
to predict for each sentence whether it is relevant
or not. In our experiments, this is achieved by
training a logistic regression classifier on top of a
pre-trained language model’s representation (Liu
et al., 2019), similar to the approach in Nogueira
and Cho (2019). At inference, after ranking all
sentences according to decreasing relevance scores
as predicted by that model, each sentence si is rep-
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resented by the relevance score Ri = 1 − ρi/N ,
with ρi its rank (i.e., the highest ranked sentence is
scored 1, and the lowest one 1/N ).

Diversity-aware reranking: Next, all sentences
si are iteratively reranked by combining the
relevance-based score Ri with a score that pro-
motes topic-related diversity, in line with educa-
tional insights (Davis, 2009). The following para-
graphs outline this procedure.

First, topics are identified through a Gaussian
clustering model, fit to all (language model-based)
sentence representations xi = RoBERTa(si).
The likelihood p(si) of a sentence si over all top-
ics is written as p(si) =

∑
z p(z) p(si|z), with the

topic probability p(z) and the gaussian mixture
component p(si|z) = N (xi;µz,Σz) (with mean
vector µz and covariance matrix Σz).After obtain-
ing a fit for the topic probabilities and gaussian
component parameters, the topic distribution for
each sentence can be readily obtained as p(z|si) =
p(si, z)/

∑
z′ p(si, z

′). Next, we initialize the final
sentence ranking S with the sentence that received
the highest relevance-oriented rank Ri. We then
iteratively add sentence by sentence, by combining
their relevance score and a diversity score that mea-
sures topic diversity with respect to the sentences
already present in S. During every considered iter-
ation, the diversity scores D(si|S) are calculated
as follows, for any sentence si ̸∈ S:

D(si|S) =
∑

z

p(z)
(
p(si, z)

∏

sj∈S

(
1− p(sj , z)

))

which can be interpreted as the expectation over
all topics, that a given topic would occur with si
and with none of the sentences already ranked in
S (if the considered sentences were independent,
strictly speaking). The quantities p(si, z) are ap-
proximated as p(si, z) ≈ Ri p(z|si), substituting
the prior probability of sentence si by the relevance
score Ri. For each sentence si not yet ranked in
S, the relevance and diversity scores are combined
into the score λRi+(1−λ)D(si|S), with a weight-
ing coefficient λ. The highest scoring sentence is
then added to S, and the next iteration starts.

The method described above is inspired by a
well-known technique for query reformulation for
web search results diversification (Santos et al.,
2010). It would likely work with alternative topic
models as well. Note that in our experiments, we

do not predefine the number of topics, which is es-
timated through the bayesian information criterion
(Schwarz, 1978). However, a teacher could alter
the number of topics manually, depending on the
desired level of granularity in the topics.

3 Experimental Setup

Datasets. Most existing QG datasets are neither
educational (e.g., SQuAD (Rajpurkar et al., 2016))
or do not provide an explicit link between ques-
tions and course content (e.g., LearningQ (Chen
et al., 2018)) making it impossible to evaluate con-
tent selection methods directly. To the best of our
knowledge, the only educational datasets that al-
low for such evaluation are EduQG (Hadifar et al.,
2023) and TQA-A (Steuer et al., 2022). EduQG
contains questions (i.e., phrased in cloze or close-
ended form) and correct answers that are sentence-
level aligned to source documents. TQA-A con-
tains question-answer pairs where answers are an-
notated at the span level. We evaluate our content
selection methods at the paragraph and sentence
levels, respectively, for EduQG and TQA-A (an
example entry of each dataset is presented in Ap-
pendix §A).

Baselines. We compare different content se-
lection baselines including: ORACLE (a perfect
retrieval system), LEXRANK (Erkan and Radev,
2004), SVM (Cortes and Vapnik, 1995), Over-
generation and Rank (OVR; Heilman and Smith,
2009). The baselines are compared against OUR

methodology (§2) for some selected λ values. The
T5 model (Raffel et al., 2020) has been fine-tuned
to function as the QG model for the baselines. We
devised a fixed QG model for all content selec-
tion strategies in each dataset, in order to obtain a
fair evaluation regarding diversity and generation
quality (see Appendix §B for further details).

Evaluation. To measure the content ranking per-
formance, we report Recall (R) and Mean Average
Precision (MAP) for the top 10 candidates. Di-
versity, for the selected sentences/paragraphs as
well as among the generated questions, is measured
by Average cosine Distance between Candidates
(ADC; Belém et al., 2013), Self-BLEU (SBLEU;
Zhu et al., 2018), and distinct-unigram (DIST1; Li
et al., 2015). We also report BLEU and METEOR
to measure the quality of the generated questions
(more details in Appendix §C).

125



Table 1: Summary of our results on EduQG and TQA-A datasets.

Retrieval Content-diversity Question-diversity Generation

Method R MAP ADC SBLEU↓(∗) DIST1 ADC SBLEU↓ DIST1 BLEU METEOR

E
du

Q
G

ORACLE 100 100 67.5 7.8 37.1 65.8 49.0 36.3 35.6 46.7

LEXRANK 20.0 37.2 50.7 13.9 34.4 54.6 54.4 31.8 33.3 45.0
SVM 28.5 46.3 63.9 9.2 32.8 66.4 50.8 35.7 33.3 45.4
OVR - - - - - 67.1 48.0 36.9 31.0 39.8
OUR (λ=1.0) 32.7 51.6 64.5 8.7 33.8 66.5 49.2 37.0 33.7 45.8
OUR (λ=0.01) 23.6 40.3 75.2 7.1 38.5 73.6 48.6 37.8 31.8 43.3
OUR (λ=0.0) 12.2 43.2 76.1 6.0 44.1 70.6 46.7 37.3 31.8 42.5

T
Q

A
-A

ORACLE 100 100 57.6 66.1 40.3 48.2 65.4 49.1 7.4 19.4

LEXRANK 20.7 31.7 51.7 74.1 35.4 45.5 69.1 46.5 7.1 19.5
SVM 20.2 32.6 56.7 72.2 38.5 48.7 67.8 47.3 7.8 18.6
OVR - - - - - 70.2 26.5 79.9 6.0 17.3
OUR (λ=1.0) 26.2 39.7 57.3 63.7 41.0 51.3 57.5 53.2 8.2 19.1
OUR (λ=0.01) 22.9 38.0 61.7 49.2 45.3 64.3 34.1 60.6 7.6 19.2
OUR (λ=0.0) 19.6 32.9 60.8 42.9 48.5 61.2 37.2 59.2 7.1 18.6

(∗) Lower is better as it indicates higher diversity.

4 Results and Discussion

Table 1 presents a summary of our results on both
datasets. The transformer-based relevancy estima-
tor, OUR (λ = 1.0), obtains the highest retrieval
scores. However, this high recall or MAP does not
neccessary translate into better BLEU or METEOR
score (see column ‘Generation’). For example,
LEXRANK leads to almost the same overall QG
quality. This phenomenon was already present in
previous studies (Chen et al., 2019; Mahdavi et al.,
2020), although not explicitly addressed. In ad-
dition, not even the generation scores based on
perfect rankings (ORACLE) are consistently better
than those from predicted rankings (See Appendix
E for some generated examples). This implies that
the current QG evaluation metrics are incapable of
evaluating the content selection step, given the QG
quality of present-day competitive models like our
tuned T5, and these two tasks must be evaluated
separately. Alternatively, asking experts to review
the quality of generated questions or content selec-
tion as done in previous studies (Steuer et al., 2022;
Huang and He, 2016) is not reproducible.

We can see a clear correlation between Content-
diversity and Question-diversity columns. For in-
stance, OUR (λ = 0.0) selection leads to the high-
est content diversity and, consequently, the highest
question diversity. A higher degree of diversity
can be obtained by decreasing λ, at the expense
of retrieval effectiveness. The correlation between
content diversity and question diversity further sup-
ports our suggestion to split up the evaluation of
content selection and question generation.

The OVR strategy gets better diversity scores on
TQA-A. We observed the ranker prioritize cloze
questions over “wh" questions. Our hypothesis
is that the lower word overlap on “wh” words in
the highest ranked questions leads to the observed
higher diversity. In EduQG, we do not observe this
behavior, since all questions have the same format.
In fact, We believe that selecting content first and
then generating questions is a better strategy com-
pared to OVR. This aligns more closely with how
teachers typically create questions and is also more
computationally efficient.2, and in terms of quality
of the resulting question set (cf. higher generation
scores for OUR models than OVR).

Summarized, our experiments lead to the follow-
ing insights: (i) Our proposed model is able to out-
perform all baselines in terms of retrieval metrics.
(ii) It allows control over the trade-off between re-
trieval quality and diversity (through the parameter
λ). (iii) Content-diversity and question-diversity do
correlate (which is less than surprising), but neither
retrieval nor diversity seems to correlate well with
established metrics to evaluate generated questions.

5 Conclusion

This paper describes an educational-oriented strat-
egy for content selection from educational doc-
uments to support question generation, using a
ranker and a topic-wise diversifier. Our empirical

2Note that when using content selection, we only generate
a limited set of questions, rather than all possible ones for a
chapter, as we do with the OvR strategy. Based on our analysis,
the inference time for question generation using T5-base is an
order of magnitude higher than ranking with RoBERTa-base
(288.69 vs. 14.29 milliseconds for a single inference pass).
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evaluations of two educational QG datasets demon-
strate the effectiveness of the proposed model.
However, we found that current ngram-based eval-
uation metrics of the generated questions, given
the current level of generation quality, do not carry
sufficient signal to evaluate the content selection
problem.

Limitations

We believe the current study can improve in at
least two ways: (i) The limitations of existing QG
evaluation metrics in light of the content selec-
tion problem are highlighted in this study, how-
ever, a promising next step is to annotate top-
ics/subtopics and evaluate the diversity of gener-
ated contents and questions by more sophisticated
metrics such as α-NDCG (Clarke et al., 2008) or
ERR-AI (Chapelle et al., 2009). (ii) A human study
on content selection and question generation will
be insightful. For example, the analysis of ques-
tion diversity and its impact on students’ learning
allows us to understand the necessity of diversifica-
tion better.
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Appendices

A Datasets

An example of a randomly selected chapter and
corresponding question(s) for EduQG and TQA-A
is presented in Table 3 and Table 4 respectively. As
can be seen in the tables, the length of the chapter
in TQA-A is significantly shorter than in EduQG.

B Baselines

In this section, we provide more details about
our baselines presented in §3. As mentioned, we
compare different baselines including: (i) OR-
ACLE: a perfect retrieval system that simulates
teachers’ behaviors for selecting suitable sentences
or paragraphs. We operated under the assump-
tion that the ORACLE is flawless and exactly re-
trieves the same number of content as teachers.
(ii) LEXRANK (Erkan and Radev, 2004): the
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graph-based automatic text summarizer from (Chen
et al., 2019),3 (iii) SVM (Cortes and Vapnik, 1995):
a pointwise ranking that is comparable to the fea-
ture-based strategy from (Mahdavi et al., 2020).4

We fine-tuned the T5-base (Raffel et al., 2020) (see
Appendix §D for the configurations) in answer-
agnostic mode (Zhang et al., 2021) on our datasets
and used it as the QG model for all of our con-
tent selection baselines. The greedy decoding is
employed because other strategies have minimal
impact on final results.

As a final baseline, we apply the fundamentally
different strategy called overgeneration, a highly
popular technique in the educational QG litera-
ture (Kurdi et al., 2020). First, all possible ques-
tions are generated (‘overgeneration’) and ranked,
after which the exam designers decide which ques-
tions to select. Similar to Overgeneration and
Rank (OVR) (Heilman and Smith, 2009), we gener-
ated all possible questions in a chapter and trained
a ranker to select the most important questions.
However, we replaced their rule-based QG and lin-
ear regression ranker with our T5-based QG model
and new RoBERTa-base question ranker for a fair
comparison with the other baselines. We utilized
a similar setup for sorting questions (pointwise-
ranker with cross-entropy loss). The above base-
lines are compared against OUR methodology (§2)
for various values of λ.

C Evaluation metrics

To evaluate different retrieval strategies, we feed
the selected contents (sentences or paragraphs) to
the finetuned T5 and evaluate the effectiveness
of strategies with automatic diversity and qual-
ity metrics. The diversity of the selected sen-
tences/paragraphs, as well as among the generated
questions is measured5 by Average cosine Dis-
tance between Candidates (ADC) (Belém et al.,
2013), Self-BLEU (SBLEU) (Zhu et al., 2018),
and distinct-ngram (DIST1, n = 1 in our case) (Li
et al., 2015). ADC calculates the average cosine
distance dissimilarity between the representations
of all pairs. Similar to ADC, SBLEU, computes
the average BLEU score (Papineni et al., 2002) be-
tween one instance and others by considering the
instance as a hypothesis and the other as references.

3https://github.com/crabcamp/lexrank
4https://scikit-learn.org
5α-NDCG (Clarke et al., 2008) or other popular metrics for

retrieval diversity have not been reported, by lack of ground-
truth topic annotations.

The lower SBLEU score indicates the higher diver-
sity. Distinct ngram computes the proportion of
unique n-grams out of the total number of n-grams
in a set of generated questions.

The generation quality assessed by BLEU and
METEOR scores.6 BLEU relies on the maximum
n-grams for counting the co-occurrences between
the generated question by the generative model
(i.e., T5), and a set of ground truth reference ques-
tions constructed by a teacher. The final score is
derived from the average of BLEU scores through
all examples. METEOR is calculated similarly by
considering stemming and synonymy into account.

D Hyperparameters

Both datasets comes with a predefined train-test
split. For all tasks (i.e., ranking and generation),
we hold out 10% of the data for validation, while
the remaining part is used for training. T5 was fine-
tuned separately for both datasets from pretrained
‘base’ version7 with the following hyperparameter
settings in an answer agnostic8 way:

batch_size=8
total_epochs=10
max_source_length=512
max_target_length=64
optimizer=AdamW
weight_decay=0.1
adam_epsilon=1e-08
max_grad_norm=1.0
lr_scheduler=linear
learning_rate=5e-05
warmup_steps=500
gradient_accumulation_steps=4

The presented λ for OUR methodology in Table 1
selected carefully to illustrate its effect across the
datasets. Figure 2 shows different values of lambda
and corresponding ADC metrics in EduQG and
TQA-A.

E Example Generations

In this section, we provide some examples to illus-
trate the limitation of the existing metrics to eval-
uate content selection methods. Table 2 provides
a set of generated questions based on different re-
trieval strategies presented in §4 for a chapter in

6We used an existing implementation from https://www.
nltk.org/

7https://huggingface.co/docs/transformers
8Note that assuming access to the answer during inference

time is not always a valid option in real-world applications.
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Figure 2: The effect of λ values on diversity of contents
(in terms of the Average Distance between Candidate
(ADC) metric).

the EduQG dataset. In addition to generated ques-
tions based on different retrieval strategies, we also
show questions that were originally constructed by
a teacher for the chapter (denoted by REFERENCE).
It also should be noted that the difference between
REFERENCE and ORACLE arises from the fact that
generated questions from ORACLE were produced
by the T5 model rather than a teacher. We also
report BLEU and METEOR scores for these strate-
gies.

As can be seen in the table, the top two perform-
ing retrieval systems, ORACLE and OUR (λ = 1.0),
for the EduQG dataset in our experiments (§4) lead
to the lower BLEU scores compared to the weaker
baselines (in terms of MAP score) such as SVM
or OUR (λ = 0.0). This issue arises from the fact
that the BLEU score heavily penalizes examples
that have no tri-gram or 4-gram overlap. As an
example, the last two questions in ORACLE blocks
(Q5 and Q6) obtained BLEU scores of 0.76 and
0.63, respectively (almost zero). Although these
questions seem reasonable, the last two questions
in SVM block received much better scores, 25.96
and 30.21, due to the 4-gram overlap with REFER-
ENCE set. Therefore, ORACLE retrieval receives a
lower score compared to SVM despite its perfect
recall and MAP.
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Method Questions BLEU METEOR

REFERENCE Q1 The study of nutrient cycling through the environment is an example of
which of the following?
Q2 Understory plants in a temperate forest have adaptations to capture limited
which of the following?
Q3 Which of the following biomes is characterized by abundant water re-
sources?
Q4 Which of the following biomes is characterized by short growing seasons?
Q5 What is a key feature of estuaries?
Q6 Which of the following natural forces is responsible for the release of
carbon dioxide and other atmospheric gases?

100.0 100.0

ORACLE Q1 Which of the following is correct about the Arctic tundra?
Q2 Which of the following is a natural driver of climate change?
Q3 What are plants that grow on other plants that are not harmed?
Q4 Which of the following is an example of a barren habitat?
Q5 What is the ecosystem composed of?
Q6 What is the seasonality of tropical wet forests?

18.92 29.23

LEXRANK Q1 Which of the following is not a characteristic of freshwater biomes?
Q2 What are freshwater biomes?
Q3 Water is a source of drinking water for the city.
Q4 Which of the following is correct about the spring and fall turnover?
Q5 What happens to the lake’s surface water when it cools to 4 degrees C?
Q6 Climate change is a term used to describe changes in weather patterns
that have become increasingly evident over

10.52 27.74

SVM Q1 Which of the following is not found in the neritic zone?
Q2 Which of the following is correct about the spring and fall turnover?
Q3 Which of the following is correct about the intertidal zone?
Q4 Which of the following is correct about the Little Ice Age?
Q5 Which of the following is not a characteristic of the chaparral?
Q6 Which of the following is correct about temperate grasslands?

25.56 37.94

OUR (λ = 1.0) Q1 Which of the following is correct about the Challenger Deep?
Q2 Which of the following is correct about the intertidal zone?
Q2 What are environments in which the soil is permanently or periodically
saturated with water?
Q4 What is the amount of organic matter available as food called?
Q5 Which of the following is correct about the deepest part of the ocean?
Q6 Which of the following is not a characteristic of the deepwater region of
the ocean?

16.21 32.23

OUR (λ = 0.01) Q1 Which of the following is correct about the Challenger Deep?
Q2 In which of the following regions would you expect to find photosynthetic
organisms?
Q3 Which of the following is correct about the Milankovitch cycles?
Q4 Which of the following is correct about subtropical deserts?
Q5 What are lakes and ponds?
Q6 Which of the following is an endemic species?

23.25 33.51

OUR (λ = 0.0) Q1 Which of the following is correct about the Challenger Deep?
Q2 Which of the following is correct about abiotic forces?
Q3 Which of the following is not a marine biome?
Q4 Which of the following is correct about the environment?
Q5 What is the net primary productivity of boreal forests?
Q6 Which of the following is correct about coral reefs?

25.55 39.75

Table 2: A set of generated questions based on different retrieval strategies for a cherry-picked chapter in the EduQG
dataset.
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[Begining of the chapter is truncated due to the length limit]
Socialism is an alternative economic system. In socialist societies, the means of generating wealth, such as factories,
large farms, and banks, are owned by the government and not by private individuals. The government accumulates
wealth and then redistributes it to citizens, primarily in the form of social programs that provide such things as
free or inexpensive health care, education, and childcare. In socialist countries, the government also usually owns
and controls utilities such as electricity, transportation systems like airlines and railroads, and telecommunications
systems. In many socialist countries the government is an oligarchy : only members of a certain political party or
ruling elite can participate in government. For example, in China, the government is run by members of the Chinese
Communist Party. However, socialist countries can have democratic forms of government as well, such as Sweden.
Although many Americans associate socialism with tyranny and a loss of individual liberties, this does not have to
be the case, as we see in Sweden.
In the United States, the democratic government works closely together with its capitalist economic system. The
interconnectedness of the two affects the way in which goods and services are distributed. The market provides
many goods and services needed by Americans. For example, food, clothing, and housing are provided in ample
supply by private businesses that earn a profit in return. These goods and services are known as private goods . 1
People can purchase what they need in the quantity in which they need it. This, of course, is the ideal. In reality,
those who live in poverty cannot always afford to buy ample food and clothing to meet their needs, or the food and
clothing that they can afford to buy in abundance is of inferior quality. Also, it is often difficult to find adequate
housing; housing in the most desirable neighborhoods—those that have low crime rates and good schools—is often
too expensive for poor or working-class (and sometimes middle-class) people to buy or rent.
Thus, the market cannot provide everything (in enough quantity or at low enough costs) in order to meet everyone’s
needs. Therefore, some goods are provided by the government. Such goods or services that are available to all
without charge are called public goods. Two such public goods are national security and education. It is difficult to
see how a private business could protect the United States from attack. How could it build its own armies and create
plans for defense and attack? Who would pay the men and women who served? Where would the intelligence come
from? Due to its ability to tax, draw upon the resources of an entire nation, and compel citizen compliance, only
government is capable of protecting the nation.
Similarly, public schools provide education for all children in the United States. Children of all religions, races
and ethnicities, socioeconomic classes, and levels of academic ability can attend public schools free of charge
from kindergarten through the twelfth grade. It would be impossible for private schools to provide an education
for all of the nation’s children. Private schools do provide some education in the United States; however, they
charge tuition, and only those parents who can afford to pay their fees (or whose children gain a scholarship) can
attend these institutions. Some schools charge very high tuition, the equivalent to the tuition at a private college. If
private schools were the only educational institutions, most poor and working-class children and many middle-class
children would be uneducated. Private schooling is a type of good called a toll good . Toll goods are available to
many people, and many people can make use of them, but only if they can pay the price. They occupy a middle
ground between public and private goods. All parents may send their children to public schools in the United
States. They can choose to send their children to a private school, but the private school will charge them. On
the other hand, public schools, which are operated by the government, provide free education so all children can
attend school. Therefore, everyone in the nation benefits from the educated voters and workers produced by the
public school system. Another distinction between public and private goods is that public goods are available to all,
typically without additional charge.
[Rest of the chapter is truncated due to the length limit]

Reference Question:
Q1 What goods are available to all without direct payment?
a) private goods b) public goods c) common goods d) toll goods

[Rest of the questions are truncated due to the length limit]

Table 3: An example of a randomly selected chapter in the EduQG dataset with a reference question. The highlighted
paragraph indicates the selected content or the grounding answer.
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Dust storms like the one in Figure 10.20 are more common in dry climates. The soil is dried out and dusty. Plants
may be few and far between. Dry, bare soil is more easily blown away by the wind than wetter soil or soil held in
place by plant roots.
Like flowing water, wind picks up and transports particles. Wind carries particles of different sizes in the same ways
that water carries them. You can see this in Figure 10.21. Tiny particles, such as clay and silt, move by suspension.
They hang in the air, sometimes for days. They may be carried great distances and rise high above the ground.
Larger particles, such as sand, move by saltation. The wind blows them in short hops. They stay close to the ground.
Particles larger than sand move by traction. The wind rolls or pushes them over the surface. They stay on the ground.
Did you ever see workers sandblasting a building to clean it? Sand is blown onto the surface to scour away dirt and
debris. Wind-blown sand has the same effect. It scours and polishes rocks and other surfaces. Wind-blown sand may
carve rocks into interesting shapes. You can see an example in Figure 10.22. This form of erosion is called abrasion.
It occurs any time rough sediments are blown or dragged over surfaces. Can you think of other ways abrasion might
occur? Like water, when wind slows down it drops the sediment its carrying. This often happens when the wind has
to move over or around an obstacle. A rock or tree may cause wind to slow down. As the wind slows, it deposits the
largest particles first. Different types of deposits form depending on the size of the particles deposited. When the
wind deposits sand, it forms small hills of sand. These hills are called sand dunes. For sand dunes to form, there
must be plenty of sand and wind. Sand dunes are found mainly in deserts and on beaches. You can see examples
of sand dunes in Figure 10.23. What causes a sand dune to form? It starts with an obstacle, such as a rock. The
obstacle causes the wind to slow down. The wind then drops some of its sand. As more sand is deposited, the dune
gets bigger. The dune becomes the obstacle that slows the wind and causes it to drop its sand. The hill takes on the
typical shape of a sand dune, shown in Figure 10.24. Once a sand dune forms, it may slowly migrate over the land.
The wind moves grains of sand up the gently sloping side of the dune. This is done by saltation. When the sand
grains reach the top of the dune, they slip down the steeper side. The grains are pulled by gravity. The constant
movement of sand up and over the dune causes the dune to move along the ground. It always moves in the same
direction that the wind usually blows. Can you explain why? When the wind drops fine particles of silt and clay, it
forms deposits called loess. Loess deposits form vertical cliffs. Loess can become a thick, rich soil. Thats why loess
deposits are used for farming in many parts of the world. You can see an example of loess in Figure 10.25. Its very
important to control wind erosion of soil. Good soil is a precious resource that takes a long time to form. Covering
soil with plants is one way to reduce wind erosion. Plants and their roots help hold the soil in place. They also help
the soil retain water so it is less likely to blow away. Planting rows of trees around fields is another way to reduce
wind erosion. The trees slow down the wind, so it doesnt cause as much erosion. Fences like the one in Figure
10.26 serve the same purpose. The fence in the figure is preventing erosion and migration of sand dunes on a beach.

Reference Questions:
Q1 Wind drops the sediment it is carrying when it ...
a) slows down. b) is very moist. c) arrives at a beach. d) reaches a certain altitude.

Q2 A sand dune migrates because wind keeps
a) reversing its direction. b) blowing sand up and over the dune. c) causing longshore drift. d) none of the above

Q3 Deposits called loess
a) form vertical cliffs. b) have thick rich soil. c) are deposited by wind. d) all of the above

Q4 Loess deposits consist of
a) sand and silt. b) silt and clay. c) clay and gravel. d) gravel and sand.

Table 4: An example of a randomly selected chapter in the TQA-A dataset with reference questions. The highlighted
sentences indicate the selected contents or the grounding answers.
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Abstract

Automatic error type classification is an im-
portant process in both learner corpora cre-
ation and evaluation of large-scale grammatical
error correction systems. Rule-based classi-
fier approaches such as ERRANT have been
widely used to classify edits between correct-
erroneous sentence pairs into predefined er-
ror categories. However, the used error cat-
egories are far from being universal yielding
many language specific variants of ERRANT.
In this paper, we discuss the applicability of
the previously introduced grammatical error
types to an agglutinative language, Turkish.
We suggest changes on current error categories
and discuss a hierarchical structure to better
suit the inflectional and derivational properties
of this morphologically highly rich language.
We also introduce ERRANT-TR, the first auto-
matic error type classification toolkit for Turk-
ish. ERRANT-TR currently uses a rule-based
error type classification pipeline which relies
on word level morphological information. Due
to unavailability of learner corpora in Turkish,
the proposed system is evaluated on a small set
of 106 annotated sentences and its performance
is measured as 77.04% F0.5 score. The next
step is to use ERRANT-TR for the development
of a Turkish learner corpus. The code will be
made publicly available.1

1 Introduction

Automatic error type classification is the task of
assigning error type classes to predetermined gram-
matical errors. The Building Educational Appli-
cations (BEA) 2019 Shared Task on Grammatical
Error Correction (GEC) (Bryant et al., 2019) em-
phasizes the importance of error correcting systems
for educational applications. A total of 24 teams
have developed GEC systems for the task and ER-
RANT (Bryant et al., 2017) (a rule-based error
type classifier) was used for automatic evaluation

1https://github.com/harunuz/erranttr.git

of these systems on 5 different datasets. Automatic
evaluation in GEC is the process of error classifi-
cation on parallel data consisting of erroneous and
correct sentence pairs. Automatic error classifica-
tion is an important process while evaluating GEC
systems, since the direct approach of exact match
precision and recall scores is not intuitive enough
to correctly analyze the strengths and weaknesses
of these systems.

Due to the advances in deep learning based lan-
guage processing in recent years, considerable per-
formance improvements have been observed in
GEC systems. In parallel with this, the need for
bigger and labeled datasets increased even more.
Usually, learner corpora2 are used to create GEC
datasets since foreign-language learners are the
ones who make such grammatical errors the most.
For resource-rich languages like English, there ex-
ist many such corpora; e.g., Cambridge Learner
Corpus (Nicholls, 2003), NUCLE (Dahlmeier et al.,
2013) and W&I+LOCNESS (Bryant et al., 2019).
Collecting and annotating learner corpora are pretty
costly and time-consuming tasks. The erroneous
sentences need to be corrected by professionals,
and the inter-annotator agreement should be high
(annotators should use a universal set of error cat-
egories as much as possible) so that a sufficient
amount of useful samples could be obtained. The
challenges of creating a learner corpus have also
led researchers to find alternative data resources
such as extracting edit history of comments from
the web (Chen et al., 2019). ERRANT-like systems
help professionals annotate a vast amount of data
quickly in a semi-automatic way.

Although there exist no prior complete GEC
tools nor datasets for Turkish, there exist some
related works (e.g., datasets related to social media
errors of native speakers (Eryiğit and Torunoğlu-

2Learner corpora are electronic collections of language
data produced by L2 learners (second or foreign-language
learners).
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Selamet, 2017) or to some specific error type
(Arikan et al., 2019)). These datasets are not di-
rectly usable in a general GEC system since they
mostly focus on social media specific error types
such as intentional repetition of the same characters
for exclamation purposes or misuse of diacritics
due to wrong keyboard choices.

Text normalization and spelling correction meth-
ods which have been developed with these datasets
are evaluated according to the exact match scores.
However, due to the rich morphological properties
of Turkish, the exact match does not provide much
insight on the type of errors where the system pro-
duces good and bad results. In Turkish, most of
grammatical errors occur in suffixes as the learn-
ers tend to make inflectional and derivational er-
rors Başak Karakoç Öztürk (2017). And in theory,
since Turkish is a highly agglutinative language, it
is possible to apply some derivations recursively
and result in an infinite number of possible word
derivations in Turkish. A single word in Turkish
contains more syntactic information compared to
English and corresponds to several English words
most of the time. Therefore, while evaluating a
Turkish GEC system output, a simple surface form
matching approach loses more valuable informa-
tion than it would in English.

In this paper, we discuss the applicability of the
previously introduced ERRANT’s grammatical er-
ror types to an agglutinative language, Turkish. We
suggest changes on current error categories and
discuss a hierarchical structure to better suit the
inflectional and derivational properties of this mor-
phologically highly rich language. The paper intro-
duces ERRANT-TR, the first automatic error type
classification toolkit for Turkish. ERRANT-TR
currently uses a rule-based error type classification
pipeline which relies on word level morphological
information. Due to unavailability of learner cor-
pora in Turkish, the proposed system is evaluated
on a small set of 106 annotated sentences and its
performance is measured as 77.04% F0.5 score.

2 Related Work

Automatic error annotation has been a popular
topic in computational linguistics for a long time
(Wang et al., 2020; Bryant et al., 2022). Re-
searchers tried to come up with standard error cate-
gories to cover possible error types in mono or mul-
tilingual settings and tried to develop automatic an-
notator systems. However, it is a challenging prob-

lem to come up with a unified solution and error
categories due to the big structural differences be-
tween languages. There have been many attempts
to develop ERRANT-like algorithms for different
languages such as Greek (Korre et al., 2021), Czech
(Náplava et al., 2022), German (Boyd, 2018), Span-
ish (Davidson et al., 2020), Russian (Katinskaia
et al., 2022) and Korean (Yoon et al., 2022). Each
work considers the original error types (Bryant
et al., 2017) for the corresponding language and
update them according to new needs. The need for
developing particular annotation methods, even for
languages that fall under the same language fami-
lies, proves the ongoing challenge of developing a
universal error annotation scheme.

Learner corpora have been the main focus when
it comes to creating a GEC learning dataset re-
cently. Synthetically generated data has been used
prior to learner corpora and are still being used
as additional data during the development of GEC
systems (Kaneko et al., 2020; Kiyono et al., 2019;
Zhao et al., 2019; Rothe et al., 2021; Omelianchuk
et al., 2020; Lichtarge et al., 2019; Grundkiewicz
et al., 2019). There has been other semi-automatic
alternatives for creating learning datasets such
as extracting Wikipedia edits (Grundkiewicz and
Junczys-Dowmunt, 2014) as correct-erroneous sen-
tence pairs. Both synthetically generated and semi-
automatic datasets can be found in large amounts.
However, they do not contain the natural distribu-
tion of real world errors. Therefore, learner corpora
have become the de-facto data source for GEC sys-
tems, and many works focused on collecting and
annotating these corpora (Katinskaia et al., 2022;
Davidson et al., 2020; Boyd, 2018; Náplava et al.,
2022). English has been the main subject of learner
corpora studies as the language with the highest
number of foreign students from all over the world.
However for many other languages, these resources
are still missing.

For Turkish, by the time of this writing, there
is an ongoing research on collecting and manually
annotating the first Turkish learner corpus. In the
future, we plan on evaluating our system on this
corpus when the data is publicly available.

3 ERRANT-TR

In this section, we present the first version of
ERRANT-TR which relies on original ERRANT
error categories described in Bryant et al. (2017).
We explain how we discover these error types from
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the morphological structure of Turkish. There are
25 error types introduced with ERRANT. The list
of categories and possible examples can be seen in
Table 1.

In order to categorize the error types, we make
use of the morphological information obtained
through an automatic morphological analyzer and
disambiguator (Akın and Akın, 2007). After the
disambiguation process, we extract POS tags for
each word from its morphological properties. The
edits between correct and erroneous sentences can
be grouped under 3 main categories at token level
and the error types can be prefixed with "R", "M"
and "U" labels, indicating "Replacement", "Miss-
ing" and "Unnecessary" errors respectively: A nec-
essary token may be Missing or an Unnecessary
token may be added in the erroneous sentence. But
the most common, correct token(s) are Replaced
with erroneous token(s). Thus, not all error types
are paired with "M" and "U". The possible com-
binations of labels can be seen in Bryant et al.
(2017)’s Table 9. There can also be one-to-many
or many-to-one alignments.

3.1 Edit Extraction
The first step to classify error types is to align the
erroneous parts of the corrupt sentence with the cor-
rect parts of the correct sentence. ERRANT uses
an edit extraction method introduced by Felice et al.
(2016). It uses a modified Damerau-Levenshtein
algorithm enhanced with linguistic features (POS
tags, lemmas etc.) to extract the potential edits
and merges some of them with predefined rules. In
our experiments, with Turkish POS tag information
added, it produced good results, therefore we used
it as is.

3.2 Error Type Classification
The error type classification for each edit is done
with a set of rules. The main information source for
an edit classification is the morphological analysis
and the POS tag of tokens in the correct sentence.
An edit that does not contain an original token (an
unnecessary token is used in the erroneous sen-
tence) is difficult to identify as the only clue for
the error type is the corrupt token(s). An edit that
does not contain a corrupt token indicates a missing
token error and the output purely relies on the suc-
cess of the morphological analysis of the correct
token(s). An edit that contains both correct and
corrupt tokens is the most common alignment type
and can have the most diverse set of error types.

Since in agglutinative languages most of the syn-
tactic information resides at morphology level, the
inflections are very rich and alignment at word
level is not enough to specify the error types: one
needs to align the morphemes (between correct and
corrupt tokens) in order to specifically determine
the error category (Yoon et al., 2022). As stated in
Section-3.1, we use the default ERRANT aligner
for word-level alignment. However, we use mor-
phological features annotated at morpheme level in
order to first align the morphemes and then specify
the error types during error classification. Mor-
phemes are aligned only if they are similar types
(tense, mood, person, number etc.) or the similarity
score for their surface forms exceeds a predefined
threshold which is set to 0.85 by default. A sam-
ple output from the used morphological analyzer is
provided below. The first line provides the correct
and erroneous words respectively. The second line
provides the morphological analysis of the correct
word. The third line provides the aligned mor-
phemes of the erroneous word. The word lemma
is "git" but a probable stem "gid" is also provided
by the used tool. Upon morpheme level alignment,
we can observe that the tense suffix of the verb is
produced erroneously:

gidiyorum -> gidiyirum
git/gid(Verb) iyor(Pres) um(A1sg)
gid iyir um
+ X +

We used 50 erroneous sentences from Kurt
(2020), Şahin (2013) and Fidan (2019) during the
development of the classifier to validate the rules.
The sentences were labeled by a linguist according
to the error types in Table-1. The system tries to
classify edits with the rules described in this section
and assigns the discussed error types.

WO, ORTH and PUNCT errors (Table 1) are
independent from morphological analysis and can
be checked before the main decision mechanism.
In order to classify these, we use ERRANT’s meth-
ods as they are. Contractions (CONTR) in English
combine a pronoun/noun and a verb, or a verb and
the word “not”, in a shorter form. CONTR errors
are not common in Turkish. The words "daha"
(more) and "en" (the most) are used before an ad-
jective for comparative and superlative respectively,
but differing from English, the adjective form itself
is not affected with these constructions. Therefore,
ADJ:FORM errors are also not common in Turkish.
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Error Code Meaning Example
ADJ Wrong choice of adjective büyük -> küçük
ADJ:FORM Wrong usage of comparative or superlative adjective -
ADV Wrong choice of adverb önce -> sonra
CONJ Wrong choice of conjunction ama -> belki
CONTR Wrong choice of contraction -
DET Wrong choice of determiner bu elma -> o elma
MORPH Tokens have the same lemma but nothing else in

common
-

NOUN Wrong choice of nouns kalem -> silgi
NOUN:INFL Count-mass noun errors -
NOUN:NUM Wrong usage of noun number elma -> elmalar
NOUN:POSS Wrong usage of noun possessive hastalarının ilaçları -> hastaların

ilaçları
ORTH Case and/or whitespace errors herşey -> her şey
OTHER Errors that do not fall into any other category -
PART Wrong choice of particle -
PREP Wrong choice of preposition gibi -> için
PRON Wrong usage of pronoun sen -> ben
PUNCT Wrong usage of punctuation ? -> !
SPELL Misspelling broblem -> problem
UNK A detected but not corrected error -
VERB Wrong choice of verbs geldim -> gittim
VERB:FORM Infinitives, gerunds and participles gitmek, gitme, giden
VERB:INFL Wrong usage of tense morphology (biz) yaptız -> (biz) yaptık
VERB:SVA Subject-verb agreement sen geliyorum -> sen geliyorsun
VERB:TENSE Wrong choice of inflectional and periphrastic tense,

modal verbs and passivization
geliyorum -> gelmiştim

WO Word order elma kırmızı -> kırmızı elma

Table 1: Error code, description and examples. A dash indicates that the category has no example for being either
too wide or not useful for Turkish. The original table is introduced in Bryant et al. (2017).

Both particles and prepositions (and postposi-
tions as well) are considered as "edat" in Turkish.
"Edat"s have a much broader scope and they may
appear as either standalone words (e.g. ile (with),
için (for)), or as suffixes (e.g. -le (with)) or as both
suffix and a word (e.g. -a kadar (until)). There-
fore we find it useful to use one type, PREP, for
all "edat" errors. "Edat" as suffix is classified with
morphological analysis. Word level PREP, DET,
CONJ and PRON categories are simply classified
with the help of POS tags and a predefined vocabu-
lary for each type. MORPH category is too wide
to cover any error type in Turkish. Therefore, we
decide to discard this category and distribute its
coverage to other, mainly :INFL, sub-categories.

In order to catch morphological errors, we need
morphological analysis and POS tags of the words.
"NOUN", "ADJ" and "ADV" tags are the main
concerns as they may be derived from either a verb
stem or a noun stem. The nouns, adjectives and
adverbs that are derived from a verb (Infinitive,

Participle and Gerund) may have the same suffixes
as the ones inflected from a noun. ADJ, ADV
and NOUN categories are assigned if the correct
and erroneous tokens’ lemmas are different but
their morphological properties are the same as it
means that the choice of word is wrong but the
inflections are correct. The sub-categories (:INFL,
:POSS, :NUM) are assigned if the word lemma is
the same for both correct and erroneous tokens but
possessive, numeral or other inflections are wrong.

VERB error types are classified similar to
NOUN types. If the inflection is the same for both
correct and erroneous verbs but the lemmas are dif-
ferent, this means that the choice of verb is wrong.

The :SVA sub-category is detected if the correct
and erroneous verb contains different personal suf-
fixes. Though it might be an inflection error as
the error may be caused by the inflection inability
rather than the wrong choice of "personal suffix".
The :TENSE sub-category is assigned if the verb
lemmas are the same but the chosen tense is wrong
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although the produced word is a valid verb. The
:INFL sub-category is the other inflection errors
that do not fall into neither :TENSE nor :SVA.

4 Experimental Results

4.1 Dataset

We collect 106 erroneous and corrected sentences 3

from academic studies discussing the errors made
by foreign learners of Turkish; İltar (2021), Çelik
(2019), Altintop (2018) and Dizeli and Sonkaya
(2021). The mentioned studies categorizes some
of the sentences under error types different from
Table 1; e.g., diacritics usage errors, usage of di-
alects in writings, wrong usage of noun cases and
wrong usage of noun number suffix. We map these
types to the closest ERRANT types such as SPELL,
NOUN:INFL.

In order to evaluate the proposed system, the
error types have been reviewed by another linguist
and the edits are labeled according to the discussed
error types. The distribution and the number of er-
ror types can be seen in Table-2. It can be seen that
the inflection sub-categories (:INFL) have much
more samples than other morphological error types.
This is due to the inflectional richness of Turkish
and there are many sub-categories under :INFL.

4.2 Evaluation

We use M2 file format (Dahlmeier and Ng, 2012)
and measure the system performance using ER-
RANT’s default scorer to compare the system out-
put and the gold reference. The default scorer
calculates span-based correction precision, recall
and F0.5 scores between two annotated M2 files
(Bryant et al., 2019).

We evaluate ERRANT-TR’s error type classifier
on manually annotated 106 parallel sentences. We
consider the edit labels, which were reviewed by
a linguist, as the ground truth and compare them
to the system’s output. ERRANT-TR achieves an
average 77.04% F0.5 score of span-based correc-
tion score. In order to better understand the sys-
tem’s strengths and weaknesses, we provide the
F0.5 scores per error type which can be seen in
Table 2. Some inflection errors are classified as
SPELL due to limited morphological analysis of an
erroneous token. However, the overall F0.5 score
of the classifier is 77.04%. There are not many

3The collected dataset is publicly available from
https://github.com/harunuz/erranttr.git

studies which compares their ERRANT implemen-
tation with gold standard data as we do. Only Korre
et al. (2021) measured it this way and reported a
maximum F0.5 score of 43.50% on one dataset and
86.28% on another.

5 Discussion

In this work, we developed the first error annotation
tool for Turkish using the error types introduced
in ERRANT. Even though the main purpose of
these types is meant to cover the most common
error types in a parallel corpus, during the devel-
opment of ERRANT-TR and the annotation of the
validation dataset, we observed that they are not
completely applicable to agglutinative languages
like Turkish. Some common errors in Turkish are
not exactly covered with these types and some error
types (e.g. MORPH, VERB:INFL) are too wide.
Especially the morphological ones need to be ex-
panded to cover a wide range of inflectional and
derivational errors. On the other hand, the advan-
tage of an agglutinative language is that the suffixes
are usually added to a word stem in an order (see
Good and Alan (1999) and Part 2 of Göksel and
Kerslake (2004) for the case of Turkish). This
phenomenon helps to classify error types into hi-
erarchical classes and makes it relatively easier to
implement a decision making algorithm.

Bryant et al. (2017) proposed a hierarchical re-
lationship between error types. For instance, a
NOUN:POSS error is also a NOUN error or a
VERB:TENSE error is also a VERB error. Know-
ing these relationships prior to developing a clas-
sifier will help in classifying sub-types and will
provide more information during the test phase. In
Turkish, even more detailed hierarchical relation-
ship between error types can be established due
to the rich derivational morphology. To further
illustrate this, we provide a simple example:

yap (VERB)
-tık(ğ) (PastPart+A3sg+Noun)

-ın (P2sg)
-ı (Acc)

The verb lemma yap- has the following transfor-
mations: it is derived to a participle (an adjective-
verb); the modified noun (third person singular) is
dropped and the participle becomes a noun; then it
is inflected with a second person singular posses-
sive; lastly it is inflected with an accusative case.
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Error Type
Number
of
Occurrence

Percentage
of
Occurrence (%)

P R F0.5

ADJ 2 1.02 0.4 1.0 0.45
ADJ:FORM 0 0 - - -
ADV 5 2.55 1.0 0.8 0.95
CONJ 1 0.51 1.0 1.0 1.0
CONTR 0 0 - - -
DET 0 0 - - -
MORPH 0 0 - - -
NOUN 1 0.51 0.1 1.0 0.12
NOUN:INFL 43 21.93 0.88 0.86 0.87
NOUN:NUM 20 10.20 0.73 0.95 0.76
NOUN:POSS 17 8.67 0.87 0.41 0.71
ORTH 10 5.10 1.0 0.9 0.97
OTHER 16 8.16 0.52 0.68 0.55
PART 0 0 - - -
PREP 3 1.53 1.0 1.0 1.0
PRON 0 0 - - -
PUNCT 6 3.06 1.0 0.83 0.96
SPELL 38 19.38 0.82 0.73 0.80
UNK 0 0 - - -
VERB 8 4.08 0.75 0.75 0.75
VERB:FORM 0 0 - - -
VERB:INFL 16 8.16 0.6 0.27 0.48
VERB:SVA 3 1.53 1.0 1.0 1.0
VERB:TENSE 5 2.55 1.0 1.0 1.0
WO 2 1.02 1.0 1.0 1.0
Total / Micro Average 196 ∼100.00 0.77 0.77 0.77

Table 2: (Left) Error code, the number of occurrences and the percentage in the dataset. Note that each sentence
may have more than one error. (Right) Precision, recall and F0.5 scores of ERRANT-TR on the dataset for each
error type.

Let us suppose that the learner made an error in pos-
sessive and used a third person singular possessive
suffix "-ı". Classifying this error as a NOUN:POSS
type loses a valuable information of a common
possessive error case in participles (İltar, 2021).
Moreover, knowing that a verb can not be inflected
with a possessive suffix, even though the lemma
of the word is a verb we can safely discard the
VERB and its sub-types while classifying this error.
Therefore, a more precise classification system and
an improved labeling scheme can be created by
establishing hierarchical relationships among error
types in a more intricate manner.

For nouns and verbs, "INFL" sub-categories
mostly cover other sub-categories. For example, a
"NOUN:NUM" or a "NOUN:POSS" error in Turk-
ish can also be considered a "NOUN:INFL" error

as the number and possessive properties are pro-
vided with inflectional suffixes. Furthermore, in
the specific case of Turkish, a possessive error can
also be considered a genitive construction error. As
can be seen in the example below, a possession suf-
fix -ı is appended to the head (modified noun) in a
genitive construction and the modifier is appended
with a tamlayan (modifier) suffix -ın.

Kitabın kapağı -> Kitab-ın kapağ-ı

(The book's cover)

Despite technically being a possession, errors
in this type of phrase may also fall under the cat-
egory of "genitive construction" errors due to fre-
quent inflectional errors made by non-native Turk-
ish learners in such phrases, even though they use
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possessives correctly in other contexts

5.1 Uncovered Turkish Specific Cases

Although it is not a grammatical error, the usage
of Turkish specific characters (diacritics) could be
non trivial for some learners. In addition to that,
specifically on social media, some people choose to
write with ASCII characters rather than their Turk-
ish correspondents. The usage of dialects in written
text is also the result of either a genuine mistake
or a preference (Eryiğit and Torunoğlu-Selamet,
2017). Therefore, both accent and diacritics er-
ror types might be considered to take into account
while developing Turkish GEC systems.

In Turkish, passivization, reciprocal verbs and
the meaning of making somebody do something
are all done with inflectional suffixes that are ap-
pended to a verb. The errors on these inflections
are common enough to be considered standalone
error categories.

6 Future Work

In this section, we aim to address the issues con-
cerning the labeling and classification of grammati-
cal error types that we have discussed earlier. We
also outline possible areas for further research and
suggest potential enhancements for ERRANT-TR.

Categorizing certain errors based solely on mor-
phological analysis can be difficult, particularly
when dealing with multi-token edits. Nonetheless,
supplementing morphological analysis with depen-
dency parsing can assist in precisely aligning and
categorizing multi-token errors. Our intention is to
use these techniques to enhance the system’s per-
formance on existing error types and address the
Turkish-specific errors discussed in Section-5.1.

The evaluation of an automatic annotation toolkit
(detection, alignment and classification capabili-
ties) is a time and resource consuming process.
One needs a big amount of already-annotated par-
allel data with high inter-annotator agreement. As
we did not possess such data we only evaluated the
classifier. In this work, the ground truth data is con-
sidered properly aligned and corrected. Therefore,
the evaluation process has still room for improve-
ment. We plan to test the system on a real world
learner corpus which is being collected at the mo-
ment as part of an ongoing research.

Error type classification relies on the accuracy
of the morphological analysis and disambiguation.
Therefore, a potential mistake in these steps may

yield incorrect classifications. In order to improve
the system in the future, a better morphological
analyzer can be used. There is also a room for
improvement in the decision making pipeline of
the classifier. The detection of certain error types
is not trivial with only the morphological analysis
as discussed earlier.

7 Conclusion

In this paper, we introduced ERRANT-TR a gram-
matical error annotation and automatic evaluation
toolkit for Turkish. It automatically annotates the
error types in a parallel corpus. We designed a
decision making pipeline for Turkish based on mor-
phological analysis information and hand-crafted
specific vocabularies (for CONJ, PREP, PRON,
DET types). We discussed and proposed potential
changes to the error categories (which have been
introduced mainly for English) in order to cover
inflectional and derivational properties of Turkish,
an agglutinative language.

We created a small evaluation dataset consisting
of 106 erroneous-corrected sentence pairs collected
from academic studies. ERRANT-TR achieves an
average 77.04% F0.5 score on this dataset. We dis-
cussed the strengths and weaknesses of the system
based on this evaluation. In the future, we will eval-
uate and improve the system on the first Turkish
learner corpus.

ERRANT-TR will also help learners and teach-
ers by being used as a semi-automatic annotation
toolkit while annotating erroneous-correct sentence
pairs and reduce the time required to create parallel
corpora drastically.

Limitations

The used morphological analyzer does not provide
morpheme and POS tag lists compatible with Uni-
versal Postags (de Marneffe et al., 2021). There-
fore, there might be issues with adapting this work
in other languages while using the system as is.

Although the computational power requirements
for the system are low, it does not work well with
parallel computing. Thus a large amount of data
might take long time to be processed.

Lastly, the proposed classifier system has been
developed and evaluated with publicly available,
limited samples from academic studies in linguis-
tics. The data does not represent real world scenar-
ios well enough. Therefore, we will test the system
on real data only after the first Turkish learner cor-
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pus (which is mentioned at the end of the Section
5) is available.
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Abstract

Previous work has established that RNNs with
an unbounded activation function have the ca-
pacity to count exactly. However, it has also
been shown that RNNs are challenging to train
effectively and generally do not learn exact
counting behaviour. In this paper, we focus on
this problem by studying the simplest possible
RNN, a linear single-cell network. We conduct
a theoretical analysis of linear RNNs and iden-
tify conditions for the models to exhibit exact
counting behaviour. We provide a formal proof
that these conditions are necessary and suffi-
cient. We also conduct an empirical analysis
using tasks involving a Dyck-1-like Balanced
Bracket language under two different settings.
We observe that linear RNNs generally do not
meet the necessary and sufficient conditions for
counting behaviour when trained with the stan-
dard approach. We investigate how varying the
length of training sequences and utilising dif-
ferent target classes impacts model behaviour
during training and the ability of linear RNN
models to effectively approximate the indicator
conditions.

1 Introduction

Recurrent Neural Networks (RNNs) have a long
history of being used to solve a wide range of tasks
involving sequential data. They were the most
common choice for natural language processing,
but have since been largely replaced by transform-
ers in recent years. However, there has been a
recent resurgence of interest in the theoretical as-
pects of RNNs, as seen in studies such as Merrill
et al. (2020). Another study found that RNNs with
squashing and non-squashing (i.e. unbounded) ac-
tivation functions exhibit qualitative differences in
their counting abilities (Weiss et al., 2018). This,
along with the findings of El-Naggar et al. (2022),
suggests that even RNNs with unbounded activa-
tion functions struggle to learn accurate counting
on very long sequences. It is therefore crucial to

understand why RNNs, despite having the capacity,
often fail to accurately count in practice.

In this study, we examine the behaviour of the
simplest form of RNNs: a linear single-cell RNN.
Our goals are to: a) theoretically identify the neces-
sary conditions for a linear RNN to have the ability
to count, and b) explore how these conditions re-
late to the empirical behaviour of trained linear
RNN models. The primary contributions of this
paper are: a) we identify two conditions that in-
dicate counting behaviour in linear RNNs; b) we
prove that these indicator conditions are necessary
and sufficient for exact counting behaviour to be
achieved in linear RNNs; c) we then show empiri-
cally that linear RNNs generally do not learn exact
counting and do not meet the indicator conditions;
and finally, d) we show empirical relationships be-
tween the length of the training sequences and the
indicator value distributions.

2 Related Work

The success of deep learning sparked a renewed in-
terest in research into the understanding of the the-
oretical properties of neural networks. It has been
known for long that RNNs are Turing-complete
(Siegelmann and Sontag, 1992). However, Weiss
et al. (2018) showed that there are different classes
of RNN architectures with respect to counting ca-
pacity when using finite precision states. The rela-
tionship between RNNs and automata and formal
languages has been investigated by Merrill (2019)
and a formal hierarchy of counter machines has
been developed by Merrill et al. (2020). This anal-
ysis is often based on “saturating” the network, i.e.
replacing sigmoids with step functions, so that neu-
ral activations become binary, allowing for simpler
analysis.

In practice however, activations in neural net-
works use a wide variety of values and system-
atic behaviour like counting or even parsing is of-
ten not observed, which has been discussed for
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over 30 years since Fodor and Pylyshyn (1988).
More recently, Lake and Baroni (2017) identified a
specific lack of systematic behaviour and devised
SCAN, a synthetic language processing task that
standard RNNs fail on. A traditional approach for
processing the hierarchical structure of language
is to use a stack and a number of neural stack ver-
sions have been introduced, such as those by Joulin
and Mikolov (2015), Grefenstette et al. (2015) and
Chen et al. (2020), which performed well on SCAN.
Suzgun et al. (2019b) use stack-augmented RNNs
to learn Dyck-2 languages. Mali et al. (2021) de-
veloped methods to achieve more stable behaviour
of neural stacks, achieving good, but not perfect,
performance on longer sequences up to 160 tokens.

The generalisation of formal language tasks to
very long sequences is not often addressed, as it
requires an exact or near exact behaviour of the
neural network in order avoid accumulation of er-
rors, e.g. when counting. Suzgun et al. (2019a)
claims that LSTMs can learn to count, but did not
test for sequences of length greater than 100. Weiss
et al. (2018) reported that ReLU RNNs, which were
generally hard to train, and even LSTMs which
are easier to train on counting tasks, did fail for
sequences of several hundred tokens. Similarly,
in our previous work (El-Naggar et al., 2022) we
show that almost all ReLU RNNs and LSTMs fail
on sequences of length 1000.

These studies generally indicate that RNNs do
not reach a configuration that enables exact count-
ing. It is not clear what the general conditions are
for an RNN to perform exact counting, which is
necessary for developing a deeper understanding
of the behaviour of RNNs. We start to address
this question here by studying the case of a linear
single-cell RNN.

3 Counting Behaviour in Linear RNNs

In this section we formally define the Balanced
Bracket Language, Balanced Bracket Counter and
Linear Recurrent Network and we identify condi-
tions for the network weights that indicate that the
Linear Recurrent Network will behave as a Bal-
anced Bracket Counter. We base our counter defi-
nitions on the General Counter Machine (GCM) as
defined by Merrill (2020), which we also listed for
convenience in Appendix A.

The GCM is defined by a vocabulary Σ, finite set
of states Q, initial state q0, counter update function
u, state update function δ, and acceptance mask F .

Some components, such as states, can be empty.
The counter computation also uses a zero check
function. An input string x is processed by the
counter one token xt at a time. The counter update
function u is used to update the counter value c with
integer increments (+m). The counter updates are
dependent on the current input token, the current
state, and a finite mask of the current state. In
our setting, a counter machine is said to accept a
sequence if c = 0 after the whole sequence is has
been processed. A counter machine M is said to
accept a language L if Maccepts s ⇐⇒ s ∈ L.

We focus on sequences consisting of one type of
bracket: Σ ={‘(’, ‘)’}.

Definition 1. (Balanced Bracket Language BB)
The Balanced Bracket Language BB is defined as

BB = {s ∈ Σ∗| count( ‘(’, s) = count( ‘)’, s)}.

The order of the opening and closing brackets
does not matter for the BB language, only that
the number of opening and closing brackets in a
sequence is equal overall. Dyck-1 sequences are a
special case of BB sequences where the number of
closing brackets is never greater than the number
of opening brackets at any point in the sequence,
i.e. for all prefixes.

Our focus is on the counting abilities of single-
cell linear RNNs. These networks do not have the
capacity to accept Dyck-1 sequences from the uni-
verse of all possible sequences, because they would
need to treat negative counts differently from pos-
itive activations to distinguish correctly ordered
from incorrectly ordered bracket sequences. How-
ever, that is not possible with a single linear neu-
ron, and additional mechanisms would be needed
to fully accept a Dyck-1 language from the entire
universe of possible sequences.

Previous work, such as Suzgun et al. (2019a),
who train their single-cell RNN models to learn
Dyck-1 languages only use valid Dyck-1 sequences
in their datasets, where there are never any excess
closing brackets at any point in the sequences. This
seems unnecessarily limiting, however. Therefore,
we use the BB language which can be fully ac-
cepted using a single-cell linear RNN.

Definition 2. (Balanced Bracket Counter)
A General Counter Machine is a Balanced Bracket
Counter iff it accepts BB.

Definition 3. (Linear Recurrent Network)
A Linear Recurrent Network (LRN) is a network
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which receives an input xt at every timestep t,
which is used along with the activation from the
previous timestep ht−1 and weights W , U , and Wb

to produce activation ht, which is then passed on
to the next timestep with the update function:

ht = Wxt + Uht−1 +Wb.

Here, xt is a one-hot-encoded input token, an
LRN is similar to a stateless counter machine if we
apply a zero check z function to ht after processing
the last input. A counter based on the LRN deviates
from the definition by Merrill (2020) in that:

• The counter value c corresponds to ht (it is the
only value that propagates from one time step
to the next), which is real instead of integer,

• The results of the update function (+m in the
Counter Machine) are real numbers, specifi-
cally:

a = Wxt +Wb if xt = ‘(’ , and
b = Wxt +Wb if xt = ‘)’ .

We use a single-cell LRN for bracket counting.
As a result, W is a vector of the same dimensional-
ity as xt and U and Wb are scalars, as well as m, c,
and ht.

In Theorem 1, we relate Balanced Bracket
Counter behaviour of a LRN to specific conditions
on its weights. We define two indicator conditions
and show that they are necessary and sufficient for
exact counting behaviour to be achieved in a LRN.

Theorem 1. (Linear RNN Counting Indicators)
The following two indicator conditions are neces-
sary and sufficient for a Linear Recurrent Network
to accept the Balanced Bracket Language BB.

1. a
b = −1 (AB ratio)

2. U = 1 (recurrent weight).

Proof 1. We prove that the counting indicator con-
ditions in Theorem 1 are necessary and sufficient
to accept the Balanced Bracket Language with a
Linear Recurrent Network. We first prove that the
conditions are necessary (Part 1) and then that they
are sufficient (Part 2).

Part 1: We prove that the counting indicator
conditions in Theorem 1 are satisfied if a Linear
Recurrent Network accepts the Balanced Bracket
Language by using different input sequences (Table
1), from which we derive the indicator conditions.
If a Linear Recurrent Network accepts the Balanced

Case Input Output (h) Findings

1 ‘(’ h1 ̸= 0 a ̸= 0
2 ‘)’ h1 ̸= 0 b ̸= 0
3 ‘()’ h2 = 0 b = −Ua and U ̸= 0
4 ‘((’ h2 ̸= 0 U ̸= −1
5 ‘(())’ h4 = 0 b+ Ub+ U2a+ U3a = 0
6 ‘()()’ h4 = 0 b+ Ua+ U2b+ U3a = 0

Table 1: Input sequences used to derive the indicator
conditions from Theorem 1.

Bracket Language, then equal numbers of opening
and closing brackets result in an output activation
ht = 0, otherwise, ht ̸= 0. This is equivalent to
zero check function z(ht) yielding 0 or 1. There-
fore, we will not include the zero-check function
in the following derivation.

Case 1: seq =‘(’, h0 = 0, h1 ̸= 0
h1 = a+ Uh0 = a
∴ a ̸= 0

Case 2: seq =‘)’, h0 = 0, h1 ̸= 0
h1 = b+ Uh0 = b
∴ b ̸= 0

Case 3: seq = ‘()’, h2 = 0
h2 = b+ Ua
b+ Ua = 0
From cases 1,2: a ̸= 0 and b ̸= 0
∴ b = −Ua, and U ̸= 0

Case 4: seq =‘((’, h2 ̸= 0
h2 = a+ Ua
a+ Ua ̸= 0
∴ U ̸= −1

Case 5: seq =‘(())’, h4 = 0
h3 = b+ Uh2 = b+ U(a+ Ua)
h4 = b+ Uh3 = b+ U(b+ U(a+ Ua))
∴ h4 = b+ Ub+ U2a+ U3a = 0

Case 6: seq =‘()()’, h4 = 0
h3 = a+ Uh2 = a+ U(b+ Ua)
h4 = b+ Uh3 = b+ U(a+ U(b+ Ua))
∴ h4 = b+ Ua+ U2b+ U3a = 0

Combine the findings from cases 5 and 6.
b+Ub+U2a+U3a = b+Ua+U2b+U3a

Subtract b + U3a from both sides and
divide both sides by U
b+ Ua = a+ Ub

Rearrange and factorise
b− a = U(b− a)

As a result, we get 2 possible situations:
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(a) U = 1, which implies a = −b by case 3
(b) a = b, where by cases 1 and 2 we know

a ̸= 0 and b ̸= 0, and U = −1 follows
from case 3, which contradicts case 4

∴ U = 1 and a = −b, i.e., the counter
indicator conditions listed in Theorem 1 hold,
if a Linear Recurrent Network accepts the
Balanced Bracket Language.

Part 2: We prove by induction that if the counting
indicator conditions listed in Theorem 1 hold, a
Linear Recurrent Network accepts the Balanced
Bracket Language.

Each sequence consists of n opening brackets
and m closing brackets, and the input token xk is
either ‘(’ or ‘)’.
Base Case: k = 1

• x1 =‘(’, n = 1 and m = 0:
h1 = a+ Uh0
h1 = a

• x1 =‘)’, n = 0 and m = 1:
h1 = −a+ Uh0
h1 = −a

For n opening and m closing brackets, the
following equation satisfies the base case, and is
therefore our induction hypothesis:

hk = (n−m)× a

We assume that this is true for sequences of length
k consisting of n opening brackets and m closing
brackets. We prove by induction that if this holds
for sequences of length k tokens, it holds for se-
quences of length k + 1 tokens. In our induction
step, we use once xk+1 =‘(’ and once xk+1 =‘)’.
Induction Step:

• If xk+1 =‘(’:
hk+1 = ((n+ 1)−m)× a

• If xk+1 =‘)’:
hk+1 = (n− (m+ 1))× a

From the premise, we can derive that:
hk = a+Uhk−1 if xk =‘(’, and hk = −a+Uhk−1

if xk =‘)’

• If xk+1 =‘(’:
hk+1 = a+ hk
Substitute hk = (n−m)× a
hk+1 = a+ ((n−m)× a)
∴ hk+1 = ((n+ 1)−m)× a

• If xk+1 =‘)’:
hk+1 = −a+ hk
Substitute hk = (n−m)× a
hk+1 = −a+ ((n−m)× a)
∴ hk+1 = (n− (m+ 1))× a

Therefore, we prove that if the counting indicator
conditions listed in Theorem 1 are satisfied in a
Linear Recurrent Network, it accepts the Balanced
Bracket Language.

4 Counting in Linear RNNs in Practice

We conduct experiments to analyse the models and
whether or not they satisfy the conditions defined
in the previous section in training. We use 2 classi-
fication tasks to evaluate our models.

4.1 Task 1: Binary Classification
We use the same task and model as in our previous
work (El-Naggar et al., 2022), i.e., a linear RNN
without biases with a single output neuron with sig-
moid activation to classify the bracket difference of
the sequence as > 0 or ≤ 0 (binary). The absence
of a trainable bias reduces the degrees of freedom
in the model, and is equivalent to having a bias
(Wb) value that is fixed to 0, hence simplifying the
learning task. We also use the same models with
trainable biases. The models are trained with se-
quences of lengths 2, 4 and 8 tokens for 100 epochs
in 10 runs. The initial count value (h0) has a value
of 0 for every sequence. We inspect the weights of
our models and plot the distribution of the indica-
tor values (a/b,U ) of the trained models for each
training set size in Figure 1. We observe that the
models do not fulfill the indicator conditions, but
they do approach the conditions as the length of the
training sequences increases. We observe that the
distributions of the a/b indicator have mean values
above −1 but less so for longer training sequences.

4.2 Task 2: Ternary Classification
We also apply a ternary classification: > 0, = 0
or < 0. We use the same model as in Task 1,
except that instead of a single output neuron with a
sigmoid output activation, we use 3 output neurons
and a softmax output layer with bias, which is the
minimal configuration that can achieve this task.
We also use the same models with trainable biases.

The initial count value (h0) has a value of 0
for every sequence and the models are trained in
the same manner as the models from Task 1. The
ternary classification accuracy is slightly lower as
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Classification Train Train 20 Tokens 50 Tokens
Experiment Length Avg(Min/Max) Avg(Min/Max) Avg(Min/Max)

Binary (without bias) 2 100 (100/100) 69.2 (6.04/77.3) 69.0 (66.7/72.7)
Binary (without bias) 4 100 (100/100) 94.8 (94.7/95.3) 89.3 (88.7/90.0)
Binary (without bias) 8 100 (100/100) 96.9 (94.0/100) 92.7 (78.7/98.0)

Ternary (without bias) 2 90 (33.3/100) 55.6 (33.3/64.4) 51.4 (33.3/60.0)
Ternary (without bias) 4 100 (100/100) 79.5 (65.8/94.7) 67.2 (66.7/68.0)
Ternary (without bias) 8 100 (100/100) 94.4 (67.1/100) 85.7 (66.7/100)

Binary (with bias) 2 100 (100/100) 73.4 (63.3/100) 72.4 (60.0/93.3)
Binary (with bias) 4 100 (100/100) 95.3 (92.7/98.0) 86.0 (77.3/90.7)
Binary (with bias) 8 100 (100/100) 95.2 (85.3/100) 87.9 (70.0/98.0)

Ternary (with bias) 2 88.3 (66.7/100) 58.0 (38.2/67.6) 54.4 (43.6/67.5)
Ternary (with bias) 4 97.9 (79.2/100) 81.5 (64.4/100) 68.0 (65.3/73.3)
Ternary (with bias) 8 100 (100/100) 95.9 (83.6/100) 76.5 (65.3/100)

Table 2: Accuracy metrics of our previous binary classification experiments without bias (El-Naggar et al., 2022),
ternary classification experiments without bias, and binary and ternary classification experiments with bias.

(a) AB ratio binary (no bias) (b) U value binary (no bias) (c) AB ratio ternary (no bias) (d) U value ternary (no bias)

(e) AB ratio binary (bias) (f) U value binary (bias) (g) AB ratio ternary (bias) (h) U value ternary (bias)

Figure 1: Indicators after training on binary and ternary classification without biases (top) and with biases (bottom)
with different Training Sequence Lengths (TSL).

can be expected with more classes. For shorter
training sequences, this may be related to the larger
number of model parameters relative to the data
points. The accuracy improves with longer training
sequences. Ternary classification does not show a
mean of a/b above −1 as can be seen in Figure 1.

5 Conclusions and Future Work

Although linear RNNs have the theoretical capac-
ity for counting behaviour, previous research has
shown that these models often struggle to effec-
tively generalise counting behaviour to long se-
quences. In this study, we present a set of neces-
sary and sufficient conditions that indicate counting
behaviour in linear RNNs and provide proof that

meeting these conditions is equivalent to counting
behaviour. To investigate the extent to which these
conditions are met, we examine the parameters of
models trained on sequences of varying lengths for
classification tasks. We use both binary and ternary
classification tasks and find that the models do not
fully meet these conditions, but do approach them
and get closer as the sequence length increases.

There are several potential areas for future work
based on these findings. One possible research di-
rection is to extend this approach to ReLU RNNs,
and LSTMs as far as possible. Another option is to
devise methods to ensure that the indicator condi-
tions we have identified are met during training in
order to improve the generalisation abilities of our
models.
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A General Counter Machine

This definition is from Merrill (2020).

Definition 4. (General Counter Machine) A k-
Counter is a tuple ⟨Σ, Q, q0, u, δ, F ⟩ with:

1. A finite alphabet Σ

2. A finite set of states Q

3. An initial state q0

4. A counter update function

u : Σ×Q× {0, 1}k → ({+m : m ∈ Z} ∪ {×0})k

5. A state transition function

δ : Σ×Q× {0, 1}k → Q

6. An acceptance mask

F ⊆ Q× {0, 1}

The counter machine computation is formalised
in Definition 5. The finite mask of the current state
is created using a zero-check function z(v) for a
vector v, where:

z(v)i =

{
0, if vi = 0

1, otherwise
(1)

Definition 5. (Counter Machine Computation) Let
⟨q, c⟩ ∈ Q × Zk be a configuration of machine
M . Upon reading input xt ∈ Σ, we define the
transition

⟨q, c⟩ →xt ⟨δ(xt, q, z(c)), u(xt, q, z(c))(c)⟩
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Abstract
Recent task-oriented dialogue systems are
trained on annotated dialogues, which, in turn,
reflect certain domain information (e.g., restau-
rants or hotels in a given region). However,
when such domain knowledge changes (e.g.,
new restaurants open), the initial dialogue
model may become obsolete, decreasing the
overall performance of the system. Through a
number of experiments, we show, for instance,
that adding 50% of new slot-values reduces
of about 55% the dialogue state-tracker perfor-
mance. In light of such evidence, we suggest
that automatic adaptation of training dialogues
is a valuable option for re-training obsolete
models. We experimented with a dialogue adap-
tation approach based on fine-tuning a genera-
tive language model on domain changes, show-
ing that a significant reduction of performance
decrease can be obtained.

1 Introduction

Most of the recent approaches in task-oriented di-
alogue systems (McTear, 2020) assume that each
component is trained using annotated dialogues.
Such data-driven approaches are common both
for intent detection and slot filling (Louvan and
Magnini, 2020a) and for dialogue state tracking
(Balaraman and Magnini, 2021). In this paper,
we deal with the situation where we have a con-
versational dataset, i.e., a collection of annotated
dialogues for a certain domain (e.g., booking a
restaurant), and then the domain changes (e.g., new
restaurants open, or some restaurants change food
or price). We investigate to what extent dialogue
models trained on the initial dialogues are adequate
for the occurred changes, and whether those di-
alogues can be automatically adapted to domain
changes. Being able to manage domain changes
is highly relevant for practical purposes, as the
process of data collection (in the order of several
thousand dialogues for a medium-size domain) for
an application domain is both rather complex (e.g.,

Wizard of Oz (Kelley, 1984)) and very expensive.
On the other side, automatic adaptation of training
dialogues (Labruna and Magnini, 2021a,b) such
that they reflect domain changes, is still a challeng-
ing research goal. In the paper, we first provide a
definition for the domain changes we are interested
in. Second, we set an experimental framework, in-
cluding evaluation metrics, where we can simulate
how the performance of current dialogue models
is sensitive to different kinds and amounts of do-
main changes. Finally, a relevant contribution of
the paper is the design and experimentation of unsu-
pervised approaches for training dialogue models
from synthetically adapted dialogues.

To be more concrete, Figure 1 presents an ex-
ample of the situation we are addressing. On the
left side we have an initial knowledge base (a) for
the restaurant booking domain, and, below it, we
show a reservation dialogue (c) between a user and
a system. We assume that this dialogue has been
human-generated (e.g., through Wizard of Oz) and
that it is coherent with the content of the knowl-
edge base. Then, we assume that the knowledge
base changes (reported on the right side of Figure 1
(b)), as a new restaurant has opened offering a new
kind of food, and one restaurant closed. According
to these changes, the initial dialogue is no more
consistent with the new domain.

Our intuition is that an adapted dialogue should
preserve as much as possible the dialogic struc-
ture (e.g., user communicative goals, order of turns,
conversation style) of the original dialogue, while
it should be adapted to changes occurred in the
domain knowledge. In principle, both the user re-
quests and the system responses might be affected
by domain changes. On one side the user might
be (partially) aware of changes, and adapt its goals
and requests (e.g., in Figure 1 the user might be
aware of a new restaurant with Poke food, and ask
about it). On the other side we assume that the sys-
tem is fully aware of domain changes and that, in
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Figure 1: Domain Dialogue Adaptation. (a) shows the initial situation of the KB, with 3 British restaurants in the
center. In (b) the first instance is removed and a new instance is added. (c) is the original dialogue, consistent with
the KB, and (d) is the adapted dialogue, according to the changes in the new KB.

order to provide correct information to the user, its
responses have to be coherent with such changes.
In this context, dialogue adaptations are well de-
fined changes of an original dialogue that make the
dialogue coherent with a new domain knowledge.
Such adaptation include changing the name of a
slot value (e.g., Poke in place of British in Figure
1), change number of instances (e.g., one in place
of 3), change name of instances (e.g., Poke House
in place of The Oak Bistro). Overall, the structure
of the initial dialogue has been as much as possible
preserved, while modifications aim at reflecting the
occurred changes and reconstructing consistency
with the new domain.
Although the long-term perspective of our research
is to fully automatize dialogue adaptation, the goal
of this paper is limited to an investigation of the
main issues behind it, following the research direc-
tions mentioned above. Particularly, we are inter-
ested in two aspects: first, assessing the impact of
domain changes in current dialogue state tracking
models; second taking advantage of the generative
capacity of large pre-trained language models (e.g.,
(Chen et al., 2019) (Raffel et al., 2020) (Li et al.,
2022)) to provide appropriate dialogue adaptations.

More specifically, Section 2 presents the rele-
vant background on task-oriented dialogues, par-
ticularly on dialogue state tracking and dialogue
manager. Sections 3.1 and 3.2 face domain changes
due to, respectively, slot-value and instance alter-
ations, showing their impact on dialogue models.
Section 4 introduces dialogue adaptation, which
is put into practice with some initial experiments

presented in Section 5 and corresponding results,
which are discussed in Section 6. Finally, Section
7 presents dialogue adaptation in the context of
recent work in the field.

2 Background on Task-oriented Dialogues

This section provides background on task-oriented
dialogues, with a focus on how domain knowledge
is represented, data-driven approaches, dialogue
state tracking and dialogue manager.

2.1 Domain Knowledge

According to most of the recent literature
(Budzianowski et al., 2018; Bordes et al., 2017;
Mrkšić et al., 2017), we consider a task-oriented di-
alogue between a system and a user as composed of
a sequence of turns {t1, t2, ...tn}. The goal of the
dialogue system is to retrieve a set of entities (pos-
sibly empty) in a domain knowledge base (KB)
that satisfy the user’s needs. A domain ontology
O provides a schema for the KB and typically
represents entities (e.g., RESTAURANT, HOTEL,
MOVIE) according to a pre-defined set of slots S
(e.g., FOOD, AREA, PRICE, for the RESTAURANT

domain), and values that a certain slot can assume
(e.g., EXPENSIVE, MODERATE and CHEAP, for
the slot PRICE).
On the basis of the entities defined in the domain
ontology, the KB is then populated with instances
of such entities. As in most of the literature, we dis-
tinguish informable slots, which the user can use to
constraint the search (e.g., AREA), and requestable
slots (e.g., PHONENUMBER), whose values are typ-
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ically asked only when a certain entity has been
retrieved through the dialogue. At each turn in the
dialogue, both the user and the system may refer to
facts in the KB, the user with the goal of retrieving
entities matching his/her needs, and the system to
propose entities that can help the user to achieve
the dialogue goals.

2.2 Dialogue State Tracking

In a task-oriented system, the Dialogue State
Tracker (DST) is responsible for maintaining a
record of all information exchanged throughout
the entire dialogue history, up to the current step.
A dialogue state di for a turn ti is typically repre-
sented as a set of slot and slot-value pairs, such as
{PRICE=MODERATE, FOOD=ITALIAN}, meaning
that at ti the system assumes that the user is looking
for an Italian restaurant with a moderate price. A
common method for collecting task-oriented con-
versational data-sets is through the Wizard of Oz
technique. This approach involves two individuals:
one person plays the role of a user who asks for
information on a particular topic, while the other
person acts as a system and provides the requested
information. After being collected through Wizard
of Oz, the turns of each dialogue are annotated with
the corresponding dialogue state, consisting of an
intent and a set of slot and slot-value pairs. The
following is an example of the annotation provided
in MultiWOZ 2.1 (Budzianowski et al., 2018):

USER: I would like a moderately priced
restaurant in the west part of town.
INFORM(PRICE=MODERATE,
AREA=WEST)

SYSTEM: There are three moderately priced
restaurants in the west part of town. Do
you prefer Indian, Italian or British?
REQUEST(FOOD)

USER: Can I have the address and phone
number of the Italian location?
INFORM(PRICE=MODERATE,
AREA=WEST, FOOD=ITALIAN)
REQUEST(ADDRESS,PHONE-
NUMBER)

Evaluating dialogue state tracking. The most
common metric for dialogue state tracking is the
Joint Goal Accuracy (JGA), which measures the
proportion of correct dialogue states predictions
at each dialogue turn. A prediction is considered
correct if the slot-values vi for all slots si in the

dialogue turn are correctly predicted. Assuming
that we have n slot-values in the utterance, the
JGA for a single dialogue turn t can be defined as
follows (Kumar et al., 2020):

JGA(t) = 1((
∑n

i=1 1yi=ŷi
)=n) (1)

where yi is the ground truth slot-value, ŷi is the
predicted slot-value and 1x=y is a variable that
takes the value of 1 if x = y, 0 otherwise.

2.3 Dialogue Manager
Given a certain dialogue state, the goal of the Di-
alogue Manager (DM) component (Kwan et al.,
2022; Liu and Lane, 2017) is to decide the best
action to take next, which typically consists of
an intent and a list of slot-value pairs. As an
example, an output action for the DM can be
RESTAURANT-INFORM (FOOD_TYPE=ITALIAN,
AREA=CENTER), where the system decides to re-
turn a response message with intent RESTAURANT-
INFORM and ITALIAN and CENTER as slot values
for the slot names FOOD_TYPE and AREA. Then, a
generation component will be in charge of actually
generating responses, like We have several Italian
restaurants in the city centre.

Evaluating dialogue manager. Dialogue man-
ager is typically evaluated in terms of effective-
ness of suggested dialogue actions to achieve the
user’s goals (Papangelis et al., 2012). Evaluation
is carried out in a reinforcement learning setting
with rewards, either through interactions with users
or, more frequently, using a dialogue simulator
(El Asri and Trischler, 2017). For the purposes of
our investigation, we are not interested in measur-
ing action effectiveness. Rather, we aim at estimat-
ing the impact of domain changes on the dialogue
manager behaviour. According to this perspective,
we evaluate the correctness of the system responses
provided by the DM, given the dialogue history
(i.e., the dialogue states). A response is judged as
correct if the information it conveys is consistent
with the current knowledge base of the dialogue
system. For instance, in the example reported in
Figure 1, the response I have 3 different options for
you. is correct if in the knowledge base there are
three restaurants that serve British food and they
are located in the centre, otherwise, this response is
considered as incorrect. We check the system’s ut-
terance correctness considering both the case where
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the system presents instances whose slot-values do
not correspond in the KB, and cases where the
number of instances in the response does not match
with the KB. Accordingly, we define the dialogue
manager correctness DMC as follows:

DMC = (
n∑

i=1

1C(ui))/n (2)

where n is the total number of utterances in the
dialogue, 1x is equal to 1 if x is True, 0 otherwise.
C(u) is True if the utterance u is evaluated as cor-
rect with respect to the current KB, False if at least
one of the domain information in the utterance is
evaluated as incorrect with respect to the KB.

3 Domain Changes

In this section we define a number of domain
changes that will be investigated in the paper.

3.1 Changing Slot-values
The first type of domain change is slot-value
change. This occurs every time a slot-value v used
to describe an existing instance in the initial knowl-
edge base is changed with another slot-value (see
Figure 1 for an example). This change may involve
an already existing slot-value (e.g., a certain restau-
rant moved from INDIAN to PIZZA food, assuming
that PIZZA was already used for other instances),
or a new slot-value (e.g., moving from INDIAN to
MEDITERRANEAN, which was never used before).
An important side effect of slot-value changes is
that they modify the distribution of slot-values
through instances. For example, after some
changes, it might be the case that the initial dis-
tribution (e.g., 30% INDIAN restaurants and 10%
PIZZA restaurants) is significantly modified (e.g.,
20% INDIAN and 20% PIZZA). This is relevant be-
cause we need to reflect the same distribution in the
test dialogues. As it will be clarified in section 4,
this is achieved by substituting occurrences of the
initial slot-value (e.g., INDIAN) with occurrences
of the new slot-value (e.g., PIZZA) till the domain
distribution is reached.

3.2 Changing Instances
The second type of domain change is changing
instances, where a new instance (e.g., a new restau-
rant) is added to the domain knowledge, or an ex-
isting instance is removed. Adding a new instance

implies that the KB slot-value distribution varies,
as it has been already noted in Section 3.1, and
we assume that its impact follows a similar pattern.
However, changing instances may also affect the
system’s responses, as the dialogue in Figure 1 il-
lustrates. Here, in the initial dialogue, there are
three restaurants in the KB that satisfy the user
query (FOOD=BRITISH, AREA=CENTER), while
in the new KB one restaurant has been removed,
and therefore the same query would require a dif-
ferent response from the system. Particularly, as-
suming that such responses have to be consistent
with the KB, the initial dialogue should be adapted
so as to be consistent with instance changes.

4 Dialogue Adaptation

In this section, we provide a definition for the dia-
logue adaptation task, as well as its main features.

4.1 Task Definition

Dialogue adaptation consists in modifying a task-
oriented dialogue D0, collected for a certain knowl-
edge base KB0, with the goal of reflecting a modi-
fied knowledge base KB1, where KB0 and KB1

share the same domain ontology O (i.e., they share
domain entities and thier slots). The resulting di-
alogue D1 is adapted to KB1 if: (i) D1 is still
a coherent dialogue; (ii) D1 is consistent with
the domain KB1. We distinguish between ini-
tial and adapted training dialogues (notated, re-
spectively, with D0_train and D1_train), and
initial and adapted test dialogues (D0_test and
D1_test). Although our definition is neutral with
respect to how D0 is collected, we assume that
D0 are human-generated dialogues, and that the
adapted D1 should maintain the main character-
istics of human-human dialogues. We will detail
those requirements in the next sections.

4.2 Maintaining Dialogue Coherence

As a first requirement, dialogue adaptations need
to maintain the internal coherence of a dialogue,
meaning that if an entity is mentioned in a portion
of a dialogue, then appropriate references have to
be maintained in the rest of the dialogue. As an
example of dialogue coherence, in Figure 1(c) the
user is looking for British food in the centre, the
system asks for the price range, and the user indi-
cates moderate as his/her preference; finally, the
system proposes a restaurant that is consistent to all
the requests made throughout the dialogue. If the
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system proposed a Poke restaurant instead, the dia-
logue coherence would not have been maintained.
An automatic adaptation procedure should preserve
the coherence of all turns of the dialogue.

4.3 Preserve Domain Adherence

A second requirement for dialogue adaptation is the
need to preserve consistency with domain knowl-
edge. Here there are two aspects to consider: adap-
tation of the system’s responses and adaptation of
the user’s queries. As for the system’s responses,
the assumption is that the system has complete
knowledge of the domain, and adaptations are nec-
essary so that the training dialogues contain re-
sponses based on correct information, this way al-
lowing correct training of the DM component. As
for user utterance adaptation, users may be partially
aware of the domain, and of the changes that may
have occurred (e.g., a new popular type of food is
served in many restaurants). This means that the
user goals may also change, and this fact has to be
reflected through dialogue adaptation.

4.4 Maintaining Language Variability

Dialogue adaptations should preserve as much as
possible the language variability of human-like di-
alogues. This is relevant both for maintaining the
naturalness of dialogues and for favouring the ro-
bustness of the models that are trained. There are
several aspects of language variability that need
to be considered, including lexical variability, e.g.,
semantically related expressions, like synonyms,
and syntactic variability, e.g., passive forms, or
left dislocation. In terms of automatic adaptation
procedures, rule-based adaptation (e.g., based on
patterns) is likely to produce repetitive dialogues
with low variability, while approaches based on
generative language models may work better.

4.5 Respect Morpho-Syntactic Constraints

A quite obvious requirement is that adaptation
should respect morpho-syntactic constraints of the
language, such as the agreement for genre and num-
ber, and tense for verbs. As an example, in Figure
1, dialogue adaptation has involved changing the
plural options into the singular option, to respect
the agreement with, respectively, three and one.

5 Experiments

We now define an experimental framework for sim-
ulating domain changes in a conversational system.

We have two main goals: (i) investigate the impact
of the domain changes defined in section 3 on a
model trained on D0_train dialogues and tested
on D1_test adapted dialogues; (ii) simulate the
use of a model trained on adapted D1_train dia-
logues and tested on D1_test adapted dialogues.
For the first goal, we consider both a DST model
(for slot-value changes) and a DM model (for in-
stance changes), while for the second goal we carry
on a comparison on a DST model.

5.1 General Experimental Setting
We assume the availability of a data-set of anno-
tated training and test dialogues, mostly follow-
ing the MultiWOZ (Budzianowski et al., 2018)
style. We also assume that such dialogues reflect
the information described in the knowledge base
of the dialogue system (cfr. Section 2.1), in the
sense that the system responses should be as much
as possible coherent with the domain knowledge.
The experiments presented in the paper are all car-
ried out on MultiWOZ 2.3 (Eric et al., 2020). For
all the experiments we consider four incremental
amount of changes (25%, 50%, 75%, and 100%),
randomly selected from the different domains (e.g.,
RESTAURANT, HOTEL, ATTRACTION) of the Mul-
tiWOZ 2.3 knowledge base, and from their slots
(e.g., FOOD, PRICE, DESTINATION).
As for training DST models, we used two well-
known approaches: TRADE and TripPy.

TRADE (Wu et al., 2019) consists of three
components: an utterance encoder based on bi-
directional GRU, responsible for transforming the
utterance into a fixed-size vector; a slot gate, which
determines whether a slot-value appears in the ut-
terance; a state generator, which predicts the slot
that is triggered by the dialogue. The model shares
all parameters across multiple domains, being able
to perform few-shot and zero-shot learning for the
DST task.

TripPy (Heck et al., 2020) is a DST model based
on a triple copy strategy that, in order to select the
best slot-value for its predictions, performs the
following operations: copying the value from user
utterances, copying values from system utterances,
inferring new values from values that are already
present in the dialogue state. It involves BERT as
the front-end context encoder and it is equipped
with a slot gate for each domain-slot pair.

As for dialogue manager (DM), we employ
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Figure 2: Impact on DST. TRADE and TripPy JGA when trained on D0_train and tested on adapted D1_test,
with (a) increasing percentages of slot-values removed, and (b) increasing percentages of slot-values added.

a simple algorithm that, given the intent and the
slot-values predicted for a user’s message, queries
the KB and returns the best action based on the
query results (e.g. if no entities are found in the
KB, it returns the action NO-RESULTS).

5.2 Impact of Slot-value Changes
In the following experiments a DST model is first
trained on D0_train dialogues, and then tested on
adapted D1_test dialogues, in order to assess the
impact of slot-value changes. D1_test dialogues
for both Experiment1 and Experiment2 are auto-
matically produced through a dialogue adaptation
procedure based on a large pre-trained language
model.

Dialogue adaptation procedure. We have
adopted a dialogue adaptation strategy based on
the method proposed in (Labruna and Magnini,
2022). There are three steps:

• (i) Modify KB0 introducing a specified
amount of changes, i.e., introducing or remov-
ing slot-values and instances.

• (ii) From the resulting KB1, using a set of
manually defined patterns, we extract a corpus
of about 100K textual sentences; this corpus is
used to fine-tune a pre-trained language model
(we use BERT (Devlin et al., 2019)).

• (iii) Once BERT has been fine-tuned on
KB1, we use the resulting model (i.e.,
BERTKB1) to predict slot-values to be sub-
stituted in D0_test test dialogues. We prompt
BERTKB1 masking all the slot-values in
D0_test, and, in order to maximize the slot-
value language variability, we randomly select
from the top ten predictions returned by the
model.

The resulting D1_test has exactly the same
amount of dialogues of the original D0_test pro-
vided by MultiWOZ 2.3. More specific details of
this procedure are presented in the next paragraphs.
As an example, the following user utterance from
D0 dialogues: "I’m looking for an Indian restau-
rant in the north part of town" will first be masked
as follows:
"I’m looking for an [MASK] restaurant in the
[MASK] part of town"
and finally, we will ask BERTKB1 to predict the
substitutions to the masks, which will produce
something like:
"I’m looking for an English restaurant in the north-
west part of town"
which populates D1_test dialogues. Note that the
substitutions are produced sequentially from left to
right, therefore the first prediction will condition
the subsequent ones.

Generating the fine-tuning patterns. In order to
fine-tune BERT on our domain, we select a number
of utterances - both from user and system - ran-
domly taken from the original MultiWOZ dataset.
Then, we mechanically substitute the slot-values in
the utterance with all the possible slot-values from
KB1 (the target domain) that have the same slot
as the original one. For example, in the utterance
"I’m looking for an Indian restaurant" the value
INDIAN is substituted with all values with the slot
RESTAURANT-FOOD in KB1.

Experiment1: Removing slot-values. Here the
goal is to quantify the impact of removing exist-
ing slot-values on a DST model. We have de-
fined four versions of modified KB1 (25%, 50%,
70%, 100%), where we have removed increasing
amounts of slot-values from KB0, randomly sub-
stituting them with values that are not removed.
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Percentages refer to the proportion between the
slot-values that are removed and those kept (e.g.,
100% means that the same number of slot-values
are removed and kept). In order to choose which
slot-values are to be removed, we used an algorithm
that minimizes the difference between the actual
percentage of removed values and the desired per-
centage. Note that, after removing, the number of
instances in KB0 and KB1 is exactly the same,
although the slot-value distribution is changed. As
for evaluation, we use adapted D1_test dialogues
generated by the dialogue adaptation procedure de-
scribed in this section, applied on the four versions
of KB1.

Experiment 2: Introducing new slot-values.
Here the goal is to quantify the impact of intro-
ducing new slot-values (unseen in KB0) on a DST
model. We have defined four versions of modified
KB1 (25%, 50%, 70%, 100%), where we have
added an increasing amount of slot-values from
KB0. The percentages refer to the proportion be-
tween the new slot-values and the old ones (e.g.
100% means that the number of the new values
is the same as the old ones). The new slot-values
where taken from a number of different databases,
taking care to preserve the domain affinity with
respect to each slot. After the addition, the number
of instances in KB0 and KB1 is exactly the same,
although the slot-value distribution is changed. As
for the evaluation, we use adapted D0_test dia-
logues, generated by the dialogue adaptation proce-
dure described in this section, on the four versions
of KB1.

5.3 Assessing the impact of Instance Changes

We now aim at assessing the impact on the dialogue
manager (DM) component caused by introducing
or removing domain instances. We start from the
MultiWOZ KB0 and randomly simulated varia-
tions both increasing and reducing the number of
instances, to obtain KB1. We consider only the
RESTAURANT domain since it is the most com-
plete and well-representative of all domains. The
dialogue manager is evaluated checking whether
its responses on the D0_test MultiWOZ dialogues
are consistent with the modified KB1. The intu-
ition is that as new instances are added or removed,
the DM capacity to correctly predict the next ac-
tion would correspondingly decrease. As evalu-
ation metric we used dialog manager correctness
(DMC), introduced in Section 2.3.

Experiment 3: Increasing the number of in-
stances. In the increasing setting, we considered
five incremental percentages of instance addition
(10, 20, 30, 40 and 50). Each new instance was
created by selecting random slot-values from those
already in KB0 (no new slot-value is added).

Experiment 4: Decreasing the number of in-
stances. In the reduction setting, we used the
same percentages for deciding how many instances
have to be randomly removed at each variation of
KB0. Each of the modified KBs was then com-
pared to the original MultiWOZ dialogue and the
corresponding DMC correctness is assessed.

5.4 Training on Adapted Dialogues

In this experiment we apply dialogue adaptation
on D0_train dialogues, build a DST model on top
of such adapted D1_train dialogues, and evaluate
the resulting model against adapted D1_test test
dialogues. The goal is to investigate whether auto-
matic dialogue adaptation on D0_train can reduce
the decrease in performance of the DST model.

Experiment 5: Training on adapted slot-values.
This is similar to Experiment 2 in Section 5.2, in-
troducing new slot-values, with the difference that
now, instead of training DST on D0_train, it is
trained on adapted D1_train dialogues. To pro-
duce D1_train we apply the same procedure used
in Experiment 2 to produce D1_test and defined in
this Section. Note that, although the same dialogue
adaptation procedure is applied to both training and
test data, being independently run on D0_train
and D0_test, the resulting adaptations may still
differ, and slot-values that are present in D1_train
may not appear in D1_test.

6 Results and Discussion

In this section we present the results obtained on
the five experiments introduced in Section 5.

6.1 Impact of Slot-value Changes

As for Experiment 1, Figure 2(a) plots the varia-
tion of TRADE and TripPy global joint accuracy
at different slot-value removing rates. We observe
that removing slot-values in the dialogues brings
a massive impact on the degradation of the DST
models. Both models show a similar degradation
pattern, with TripPy having better scores in general.
In both cases, however, the JGA shows a decrease
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Figure 3: Impact on DM. Correctness when different amounts of instances are added or removed.

Figure 4: Performances (JGA) of DST models when trained on non-adapted dialogues (continuous line) and adapted
dialogues (dotted line) for incremental additions of slot-values.

of about 50% with respect to the zero-change situa-
tion.
As for Experiment 2, Figure 2(b) plots the varia-
tion of TRADE and TripPy when we incrementally
introduce the new slot-values. We note that, again,
TripPy scores slightly better than Trade, with both
models showing similar degradation rates. As for
Experiment 1, the JGA decreases of around 50%
with respect to the zero-change situation, showing
that the two DST models are poorly robust to the
domain changes we have introduced.
For both experiments, the JGA difference among
increasing changes is minimal, with a loss of a
couple of points in the adding situation, and about
5 points in the removing situation. This can be
explained because the current dialogue adaptation
procedure does not guarantee that all the changes in
KB0 are actually reflected in D1_test after BERT
fine-tuning.

6.2 Impact of Instance Changes

Figure 3 plots the variation of DM correctness
(DMC) when we incrementally add new instances,
or reduce them (Experiments 3 and 4). Here, reduc-
ing instances comes with a more significant degra-
dation, while adding instances brings the score

down by only 3 points. This is due to the fact
that cutting off pieces of knowledge, until halving
it, has a much stronger impact on the system re-
sponses in the dialogues, rather than adding new
knowledge, which leaves all previous information
untouched. For instance, if the system provides
information on a specific restaurant, DMC is not
affected by the number of new restaurants that have
been introduced; on the other hand, a system pre-
senting to the user information on a restaurant that
is not present anymore in the KB, will lead to a
failure situation. This is very clear in the plot, with
the DMC decreasing by up to 27 points when the
reduction rate is set to 50%.

6.3 Training on Adapted Slot-values

As for Experiment 5, Figure 4 compares the DST
models when trained without any dialogue adap-
tation (i.e., using the original MULTIWOZ train-
ing) and with dialogue adaptation. We see that
the automatic adaptation results in a significant
improvement with respect to the no-adaptation situ-
ation. For instance, adding 100% of the slot values,
TripPy gains 35% JGA (from .26 to .40) when
trained on automatically adapted D1_train. On
the other side, the performance degradation from
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the initial no-change situation is about 51% for both
models. This is because, while the original dataset
was collected manually, the adapted dataset uses
values automatically generated by the fine-tuned
BERT, which still introduces noise values.

7 Related Work

This section presents relevant work related to di-
alogue adaptation. Although the idea of adapting
dialogues to reflect domain changes is, to the best
of our knowledge, original, there have been nu-
merous attempts to modify or extend training data
in order to make models more robust to unseen
dialogue phenomena.

Delexicalization. The most similar approach to
dialogue adaptation is delexicalization, which con-
sists of substituting the slot-values in the dialogue
with their corresponding slots (e.g., “I’m looking
for Italian food” with “I’m looking for FOOD-
TYPE food”), or other placeholders (Wen et al.,
2016; Wang et al., 2022). Although the idea is
that the dialogue model can generalize enough for
recognising different slots for similar KBs, delex-
icalization, in practice, does not achieve good per-
formance. On the MultiWOZ data-set, a Trade
DST model trained on delexicalized slot-values
has a Joint accuracy of 0.014, with a significant
decrease in performance.

Data augmentation. The idea behind data aug-
mentation in dialogue modeling (Louvan and
Magnini, 2020b,c) is to automatically create new
training data by applying changes to existing data,
without altering their fundamental characteristics.
In the case of a conversational data-set, new utter-
ances are created substituting every slot-value with
a different value taken from the values for the same
slot (e.g., from the utterance I want to go to the
north, we can create new utterances substituting
"south", "west" and "east" to "north").

8 Conclusion

Dialogue adaptation is useful when collecting
and annotating new dialogues for certain domain
changes becomes too costly, and a cheap solution
is preferable. The idea is that domain changes
(e.g., new slot-values, new instances) are reflected
in training dialogues through corresponding auto-
matic adaptations. We have provided empirical evi-
dence that current dialogue models, both dialogue
state tracking and dialogue manager, are strongly

affected by domain changes, with a significant de-
crease in performance. We discussed a number
of issues that make automatic dialogue adaptation
a challenging task. As for future work, the main
goal is to improve dialogue adaptation techniques.
While the use of pre-trained generative language
models fine-tuned to the specific domain changes
is promising, the amount of generated noise is still
high, and more work is necessary to better con-
straint the slot-value generation to achieve human-
like performance.
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