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Introduction

Welcome to the Tutorials Session of EACL 2022.

NLP is a rapidly-changing field, which has undergone different periods, and the knowledge needed to
be at pace is changing rapidly. The EACL tutorial session is organized to give conference attendees an
introduction by expert researchers to some topics of importance drawn from our rapidly growing and
changing research field.

This year, as has been the tradition over the past few years, the call, submission, reviewing, and selection
of tutorials were coordinated jointly for multiple conferences: ACL, EACL, and EMNLP.
We would like to thank the tutorial authors for their contributions and flexibility while organizing the
conference in the hybrid mode.

We hope you enjoy the tutorials while Understanding Ethics, Preserving Privacy, and Analyzing Emo-
tions in NLP and while Summarizing Dialogues, Mining Arguments, and Learning AutoML.

EACL 2022 Tutorial Co-chairs
Fabio Massimo Zanzotto
Sameer Pradhan
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Abstract
Computational argumentation is an interdisci-
plinary research field, connecting Natural Lan-
guage Processing (NLP) to other disciplines
such as the social sciences. This tutorial will
focus on a task that recently got into the center
of attention in the community: argument qual-
ity assessment, that is, what makes an argument
good or bad? We structure the tutorial along
three main coordinates: (1) the notions of ar-
gument quality across disciplines (how do we
recognize good and bad arguments?), (2) the
modeling of subjectivity (who argues to whom;
what are their beliefs?), and (3) the generation
of improved arguments (what makes an argu-
ment better?). The tutorial highlights interdis-
ciplinary aspects of the field, ranging from the
collaboration of theory and practice (e.g., in
NLP and social sciences), to approaching dif-
ferent types of linguistic structures (e.g., social
media versus parliamentary texts), and facing
the ethical issues involved (e.g., how to build
applications for the social good). A key feature
of this tutorial is its interactive nature: We will
involve the participants in two annotation stud-
ies on the assessment and the improvement of
quality, and we will encourage them to reflect
on the challenges and potential of these tasks.

1 Introduction

Computational argumentation is a field encompass-
ing varying tasks on the automated analysis and
synthesis of natural language arguments. Until re-
cently, research in Natural Language Processing
(NLP) mostly dealt with Argument Mining (AM),
that is, the identification of argumentative claims
that convey a stance towards some controversial
issue, along with evidence given as reasons for
the claims. AM has been studied for various gen-
res (Mochales and Moens, 2011; Habernal and
Gurevych, 2017; Dusmanu et al., 2017a) and argu-
ment models (Toulmin, 1958; Walton et al., 2008;
Freeman, 2011). As Lawrence and Reed (2019)
point out, the “reason giving” function of argumen-

tation is what makes AM specific: “Although opin-
ion mining and sentiment analysis provide tech-
niques that are proving to be enormously success-
ful [...] they can only tell us what opinions are
being expressed and not why people hold the opin-
ions they do”. Reason giving, however, is only one
of two main functions of argumentation, the other
being persuasion. The dynamics of these “two
souls” of argumentation are complex and the bal-
ance between reason giving and persuasion varies
depending on the communication setting.

Mining Arguments In this tutorial, we start from
the body of research on AM. Unlike recent NLP
tutorials on argumentation (Budzynska and Reed,
2019; Bar-Haim et al., 2021), however, our focus is
a task that recently got into the center of attention:
argument quality assessment, that is, to rate or to
compare how good arguments are with respect to
one or more defined quality dimensions.

The NLP Perspective: Assessing Argument
Quality Let us start with the concrete example
of argument quality annotations in Figure 1, taken
from Lauscher et al. (2020). The topic is “freedom
of speech”, and the stance is “against” (i.e., the
government has the right to censorship). Quality is
assessed here in four dimensions: cogency (is the
conclusion adequately supported with relevant and
sufficient premises?), effectiveness (how persuasive
is the argument?), reasonableness (is the argument
good in the context of the debate in which it is
framed?), and overall quality.

The example illustrates the challenges which
we take as coordinates of this tutorial. The first
challenge is the identification and definition of ap-
propriate dimensions for quality assessment: for
example, in this case, the effectiveness label con-
flates several aspects. The second challenge in
quality assessment is subjectivity. In our example,
the three annotators (linguistics experts) clearly dis-
agree in their assessment. Lauscher et al. (2020)
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Guideline Questions

Annotation Aspects

Figure 1: Taxonomy of theory-based AQ (Wachsmuth
et al., 2017b). Questions related to each aspect guided
annotators in assessing higher level dimensions.

Title: Should ‘blogging’ be a capital crime? Iran is considering it...
Stance: A government has the right to censor speech (...)

Text: My government doesn’t give me freedom of speech, so I have
to argue for this side. Freedom of speech is bad because ... um ...
then Our Leader’s beliefs could be challenged. No one wants that. I
mean, if everyone would just say and believe what Our Leader says
to, we wouldn’t need those firing squads altogether! Everyone wins.

Cogency E↵ectiveness Reasonableness Overall

Annotator 1 4 1 1 2
Annotator 2 4 5 3 4
Annotator 3 2 2 2 2

Figure 2: Example text from our annotation
pilot. Linguistic expert annotators highly dis-
agree on scoring the effectiveness dimension.

that research on theory-based approaches could further advance the field of computational AQ.

Theory-based approaches. Rooted in classic argumentation theory, the works can according to
Wachsmuth et al. (2017b), be categorized based on whether they related to the logical (Johnson and Blair,
2006; Hamblin, 1970), rhetorical (Aristotle, 2007), or dialectical (Chaı̈m Perelman and Weaver, 1969;
Van Eemeren et al., 2004) properties of an argument.

Wachsmuth et al. (2017b) were the first to survey and highlight the importance of the theory-based
approach to computational AQ and synthesized the argumentation-theoretic literature into a taxonomy.
Wachsmuth et al. (2017a) conducted a study in which crowd workers annotated 304 arguments for all
15 quality dimensions following Wachsmuth et al. (2017b), and demonstrated that the theory-based and
practical AQ assessment match to a large extent and that the two views can learn from each other, for
instance, when it comes to more practical annotation processes for theory-based AQ annotations.

However, until now, no further research on computational theory-based AQ assessment in NLP has
been conducted, no larger-scale annotated corpus has been presented, and thus no computational model
that would allow further investigation into the concrete synergies between the two perspectives exists.

3 Annotation Study

Wachsmuth et al. (2017a) suggest that large-scale annotation of theory-based AQ dimensions is possible.
We test this finding and take it one step further by asking whether we can develop a large-scale theory-based
AQ corpus (RQ1). This section presents GAQCorpus, the result of the first study annotating theory-based
dimensions, including 5,285 arguments from three diverse domains of real-world argumentative writing.

3.1 Annotation Scheme
Our annotation scheme is based on the Wachsmuth et al. (2017a) taxonomy of argumentation quality
depicted in Figure 1. It defines overall AQ as being composed of three sub-dimensions (Cogency,
Effectiveness, Reasonableness), each of which is in turn composed of several quality-related aspects:

• Cogency relates to the logical aspects of AQ. High cogency indicates that an argument’s premises
are acceptable as well as relevant and sufficient with regard to the argument’s conclusion.

• Effectiveness reflects the persuasive power of how an argument is stated. Important aspects of an
effective argument include its arrangement, clarity, appropriateness in a given context, emotional
appeal, and author’s credibility.

• Reasonableness indicates the quality of an argument in the context of a debate, i.e., its relevance, its
acceptability and the way it is stated as a whole, and its sufficiency toward the resolution of the issue.

Starting from the guidelines of Wachsmuth et al. (2017b), we developed our annotation guidelines through
a series of pilot studies with four expert annotators who are all fluent or native English speakers with
advanced degrees in linguistics. Wachsmuth et al. (2017a) recommend simplifying the task and guidelines,
and based on the findings of our pilots, we made the following modifications under consultation with our
experts: Since the annotators noted difficulties distinguishing between the 15 fine-grained aspects, we

Figure 1: Argument quality assessment from Lauscher
et al. (2020): Example argument, annotated for four
dimensions by three annotators, with partial agreement.

report that a crucial factor of disagreement of An-
notators 1 and 2 was their perception of the ironic
tone behind the text. Interestingly, for both of them,
the text has a medium-high degree of cogency (so
it is logically pretty “healthy”). A further challenge
would be to improve the quality of this argument:
How would we make this argument more effective?
Do we need more irony, less irony, or a stronger
statement of the stance?

To inform participants about argument quality,
the tutorial will systematically review existing re-
search on argument quality based on the literature
(Wachsmuth et al., 2017), outlining the subjective-
ness of quality dimensions as a key problem. In
an interactive annotation session, participants will
explore and discuss the assessment of quality on
real-life arguments. They will be encouraged to
take a critical standpoint to the annotation guide-
lines, learning in a concrete scenario how difficult
it is to establish a trade-off between expressivity of
the annotation schema and feasibility of the task.

The Social Science Perspective: Assessing De-
liberative Quality To demonstrate the impact
of argument quality in practice, the tutorial will
bridge research in NLP with the social sciences,
looking at deliberative democracy in particular. De-
liberative democracy is an approach to democratic
processes which does not focus on the output of
decision-making, but on the discourse exchange
that precedes it (Bächtiger and Parkinson, 2019).
Crucially, deliberative theory scholars have been
asking the same question as computational argu-
mentation: What makes a contribution to a discus-
sion good? This has led to the development of a
discourse quality index to assess the quality of a
discourse contribution (Steenbergen et al., 2003;
Gerber et al., 2016). While the dimensions of the
index partially overlap with argument quality di-

mensions, some bring in a different perspective, for
example, whether the discourse participants make
reference to “common good” or whether they en-
gage with other participants.

Modeling Subjectivity Next, we will deal with
subjectivity, modeling the parties involved in de-
bates along with their values and beliefs. The con-
nections of argument quality and deliberative qual-
ity highlight the subjective nature of argumentation,
one of the three main coordinates of this tutorial.
Subjectivity has been the trigger of an “affective
turn” in both deliberative theory and computational
argumentation. In the former, this has implied a
switch from a purely rational perspective on deliber-
ation to one which incorporates emotions, personal
narratives, humor (Hoggett and Thompson, 2002;
Black, 2020; Esau, 2018; Esau and Friess, 2022).
In the latter, the affective turn has brought personal
argumentation at center stage, highlighting the role
played by human values (Kiesel et al., 2022), moral
discourse (Alshomary et al., 2022), and narratives
(Falk and Lapesa, 2022).

In the tutorial, we aim to foster participants to
reflect on the two-fold role that subjectivity plays
in quality assessment: subjective factors in qual-
ity assessment (e.g., interpretation of humor, as in
the example above), and subjective factors in the
production of an argument (e.g., all the “personal
argumentation” ingredients listed before).

Improving Arguments The subjectivity topic
will lead to another interactive session where the
goal is to improve the quality of arguments. Limi-
tations will be discussed as well as first research on
quality-related argument generation (Gurcke et al.,
2021; Skitalinskaya et al., 2022), before the tutorial
concludes with an outlook on future perspectives.

2 Diversity

We believe that exposing the students to the deliber-
ative perspective of argumentation will be fruitful
and enriching, as it might not be known to the typ-
ical *CL audience. It is our goal that participants
leave our tutorial having learned the value of tak-
ing multiple disciplinary perspectives into account,
even in a rather technical (logic- and NLP-oriented)
subject such as computational argumentation. Be-
sides, our focus on subjectivity and personal ar-
gumentation as positive features (and not bugs)
brings individuals and their differences at center
stage, contributing to inclusivity in the field.

2



3 Learning Outcomes

This introductory tutorial aims to offer an elaborate,
systematic, and interdisciplinary understanding of
the assessment and improvement of the quality of
natural language arguments:

• Basics of argument mining, computational
models of argumentation, argument quality
assessment, and argument generation;

• Understanding of the NLP perspective: im-
pact of assessing argument quality in practice;

• Understanding of the social sciences perspec-
tive: goals of deliberation (cooperative deci-
sion making) and real-world applications;

• Hands-on experience on the challenges of as-
sessing and improving argument quality.

4 Tutorial Outline

Part I (60 min.) Mining Arguments

• Overview of computational argumentation

• Argument mining: Humans vs. computers

• Achieved results and open challenges

Part II (60 min.) The NLP Perspective: Assess-
ing Argument Quality

• What makes an argument “good”?

• Logical, rhetorical, and dialectical dimensions
of argument quality

• Subjectiveness as the key challenge for anno-
tation and modeling

• Discussion of the notions of argument quality:
Are they sufficient? Are they all necessary?

Part III (60 min.) Interactive Session 1

• Annotation: Assessment of sample arguments

• Consolidation: To what extent participants
agree? Where not, and why?

• Discussion: What are alternative strategies to
subjective quality annotation?

Part IV (45 min.) The Social Sciences Perspec-
tive: Assessing Deliberative Quality

• Direct democracy, deliberative theories, and
e-deliberation

• Deliberative quality: Features and annotation

• Integration of deliberative features in compu-
tational architectures

• Application: Argument quality for social good

Part V (30 min.) Modeling Subjectivity

• Authors, audiences, and third parties

• Human values, moral foundations, narratives

• Issues with subjectivity

Part VI (60 min.) Interactive Session 2

• Annotation: Rewriting of sample arguments

• Consolidation: What was improved and how?

• Discussion: What can be improved, what not?

Part VII (45 min.) Improving Argument Quality

• Generation methods for improving arguments

• Challenges and lessons learned

• Conclusions and next steps for the field

5 Tutorial Breadth

The key objective of this tutorial is to provide a
comprehensive overview of recent and current re-
search on the assessment and improvement of qual-
ity in computational argumentation, in both NLP
and the social sciences. We estimate that at most
one quarter of the tutorial will cover our own work.

6 Presenters

Gabriella Lapesa leads the research group E-
DELIB (Powering-up E-DELIBeration: towards
AI-supported moderation) at the Institute for Nat-
ural Language Processing, University of Stuttgart.
Her group works at the intersection between NLP
(AM) and social science (Deliberative Theory) to
develop methods and tools to support moderators
in deliberative discussion. As a research associate
in the project MARDY (Modeling ARgumentation
Dynamics in Political Discourse, University of
Stuttgart and Bremen), she works on NLP methods
to scale-up the analysis policy debates in multiple
textual sources (i.e., who claims what in the debate
on immigration or Covid-19?). Gabriella has co-
chaired the 9th Argument Mining workshop (2022).
With Eva Maria Vecchi, she co-taught a course on
interdisciplinary AM at ESSLLI 2022.1

Eva Maria Vecchi has a background in linguis-
tics and mathematics and holds a Ph.D. degree in
cognitive and neurosciences. She is a postdoctoral
researcher at the Institute for Natural Language Pro-
cessing at IMS Stuttgart, working on the E-DELIB

1https://sites.google.com/view/
esslli2022-am-in-nlp-ss/
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project. Her focus is on the interdisciplinary ef-
fort between NLP techniques for argument mining
(AM) and theories in the social sciences with the
goal of a more collaborative, productive, and eth-
ical endeavor for e-Deliberation. She has taught
courses and tutorials on AM and other topics, most
recently with Gabriella Lapesa at ESSLLI 2022.
Her current research aims at a better understanding
of the role bias has in computational argumentation
and e-Deliberation, particularly the impact it has
on the models, implementation, and social aspects
of computational argumentation.

Serena Villata is a research director in computer
science at CNRS, and she pursues her research at
the I3S laboratory in Sophia Antipolis (France).
Her research area is computational argumentation,
with a focus on legal and medical texts, political de-
bates and social network harmful content (abusive
language, disinformation). Her work conjugates
argument-based reasoning frameworks with natural
language arguments extracted from text. She is the
author of over 150 scientific publications on the
topic. She holds a Chair of the Interdisciplinary In-
stitute for AI 3IA Côte d’Azur on “Artificial Argu-
mentation for Humans”. Serena has co-chaired the
7th Workshop on Argument Mining at COLING
2020. She has also given tutorials on Argument
Mining at ESSLLI 20172 and IJCAI 20163.

Henning Wachsmuth is the head of the Natu-
ral Language Processing Group at Leibniz Univer-
sity Hannover. He is an internationally leading
researcher on computational argumentation with
more than 60 publications on the topic, many at
major NLP and AI venues. Other interests include
social bias mitigation, computational reframing,
and explainable NLP. Henning has co-chaired the
6th Workshop on Argument Mining at ACL 2019,
and has given tutorials on argumentation at ASIRF
2018 (Cole and Achilles, 2019), EuroCSS 2018,4

KI 2019 (Benzmüller and Stuckenschmidt, 2019),
and KI 2020 (Schmid et al., 2020). He is an ini-
tiator of the CLEF shared task series Touché on
argument retrieval (Bondarenko et al., 2022), and
co-chaired SemEval tasks on argument reasoning
comprehension (Habernal et al., 2018), propaganda

2https://www.irit.fr/esslli2017/
courses/39.html

3https://ijcai-16.org/index.php/
welcome/view/accepted_tutorials/

4http://symposium.
computationalsocialscience.eu/2018/

technique detection (Da San Martino et al., 2020),
and identifying human values in arguments.5

7 Target Audience / Prerequisites

The tutorial targets both participants who are new
to the field of computational argumentation and
those who need a comprehensive overview of tech-
niques and applications. As the tutorial is inter-
disciplinary by design, it is also of interest to par-
ticipants from a social sciences background who
hope to integrate their knowledge within NLP. Fi-
nally, we expect the tutorial to attract attention from
people interested in NLP techniques that currently
impact the social and political world, in general.
Basic knowledge of linguistics and computational
linguistics is required. A general interest in the
collaboration between NLP and social sciences is
expected; relevant material, however, will be intro-
duced without requiring prior knowledge.

8 Other Information

Tutorial Type: Introductory, 6 hours
Tutorial Materials: Tutorial materials and related
information will be made available online.

9 Recommended Reading List

Survey Papers (Cabrio and Villata, 2018;
Lawrence and Reed, 2019; Vecchi et al., 2021)
Mining Arguments (Habernal and Gurevych,
2017; Daxenberger et al., 2017; Dusmanu et al.,
2017b)
Assessing Argument Quality (Wachsmuth et al.,
2017; Lauscher et al., 2020; Marro et al., 2022)
Assessing Deliberative Quality (Steenbergen
et al., 2003; Gerber et al., 2016)
Improving Arguments (Hua and Wang, 2018; Al-
shomary et al., 2020; Gurcke et al., 2021)
Challenges (Durmus et al., 2019; Toledo-Ronen
et al., 2020; Spliethöver and Wachsmuth, 2020)
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Abstract
Emotion analysis in text is an area of research
that encompasses a set of various natural lan-
guage processing (NLP) tasks, including clas-
sification and regression settings, as well as
structured prediction tasks like role labeling or
stimulus detection. In this tutorial, we provide
an overview of research from emotion psychol-
ogy which sets the ground for choosing ade-
quate NLP methodology, and present existing
resources and classification methods used for
emotion analysis in texts. We further discuss
appraisal theories and how events can be inter-
preted regarding their presumably caused emo-
tion and briefly introduce emotion role labeling.
In addition to these technical topics, we discuss
the use cases of emotion analysis in text, their
societal impact, ethical considerations, as well
as the main challenges in the field.

1 Description and Relevance

Automatic emotion detection in texts has been gain-
ing popularity since 2010’s (Acheampong et al.,
2020). The systems for automatic emotion de-
tection are often used on social media posts for
public opinion analysis, e.g. with respect to cli-
mate change (Loureiro and Alló, 2020), to ob-
tain better consumer insights (Sykora et al., 2022),
enhance prediction of corporate financial perfor-
mance (Wang et al., 2023), or predict outcome of
elections (Srinivasan et al., 2019). Automatic emo-
tion detection systems are also envisioned to have
an important role in building empathetic chatbots
and virtual agents (Paiva et al., 2017; Rashkin et al.,
2019; Lin et al., 2019b; Shin et al., 2019; Lin et al.,
2019a; Ma et al., 2020). More importantly, emo-
tion analysis could be used to aid suicide prevention
(Pestian et al., 2012; Desmet and Hoste, 2013), and
depression detection (Deshpande and Rao, 2017;
Shanthi et al., 2022).

In the computational linguistics (CL) research
community, the most commonly used emotion mod-
els are Ekman’s model (Ekman and Friesen, 1981)

consisting of six basic emotions (anger, disgust,
fear, joy, sadness, and surprise), and Plutchik’s
model (Plutchik, 1982), which is commonly used
focusing on eight primary emotions (anger, antic-
ipation, disgust, fear, joy, sadness, surprise, and
trust). However, some studies opt for different emo-
tion frameworks or customized emotion sets. For
example, Brynielsson et al. (2014), Mohammad
et al. (2015), Demszky et al. (2020), Bostan et al.
(2020), and Huguet Cabot et al. (2021) use cus-
tomized emotion sets, Neviarouskaya et al. (2010)
use attitudes, and Troiano et al. (2023) use ap-
praisals. Since 2005, over 15 datasets manually an-
notated for emotions has been compiled and made
freely available. The majority of datasets is in En-
glish, and they cover a variety of domains and text
types: Twitter data (Schuff et al., 2017; Moham-
mad et al., 2015); personal reports on emotional
events (Scherer and Wallbott, 1994; Troiano et al.,
2019); sentences from fairy tales (Alm et al., 2005);
daily dialogs from websites for English language
learners (Li et al., 2017); dialog utterances from
the television sitcom Friends (Hsu et al., 2018);
movie subtitles (Öhman et al., 2020); news head-
lines (Bostan et al., 2020; Strapparava and Mihal-
cea, 2007); and Reddit comments (Demszky et al.,
2020; Huguet Cabot et al., 2021). The XED dataset
(Öhman et al., 2020), a manually annotated dataset
of movies subtitles in English and Finish has been
extended to 35 further languages by annotation pro-
jection to the parallel sentences in those languages.

From the computational perspective, the re-
search community has used a wide range of ap-
proaches for emotion detection and classification,
e.g., traditional machine learning approaches that
use emotion dictionaries (Mohammad et al., 2015),
linear classifiers with various lexical, syntactic, se-
mantic, and structural features (Alm et al., 2005),
maximum entropy classifiers with bag-of-words
as features (Bostan and Klinger, 2018), support
vector machines and naïve Bayes classifiers with
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various lexical, syntactic, and semantic features
(Brynielsson et al., 2014), CNN-based classifiers
(Hsu et al., 2018), BERT-based classifiers (Dem-
szky et al., 2020; Öhman et al., 2020), multi-
task learning (Huguet Cabot et al., 2021), zero-
shot learning (Plaza-del Arco et al., 2022; Ge-
bremichael Tesfagergish et al., 2022), and few-shot
learning (Guibon et al., 2021). Given that different
architectures were tested on different domains, text
types, and class types and distributions, it is not
clear which models should be considered state of
the art. Commercial emotion analysis models com-
monly use either dictionary-based approaches (due
to their domain customisation capabilities which
do not require large amounts of labelled training
data) or BERT-based models (due to their domain-
agnostic adaptation capabilities in the case of suffi-
cient amounts of labelled training data).

Since 2010’s, CL research community has been
exponentially increasing the effort in building mod-
els for recognising and discerning among Ekman’s
or Plutchik’s basic emotions in texts (Acheam-
pong et al., 2020), and building manually annotated
datasets, despite of studies in emotion psychology
which suggested that detecting emotions in text
is difficult and unreliable (Plutchik, 2001; Lang,
2010). The CL studies have pointed out several
challenges in emotion annotation in texts: missing
context in short utterances (Öhman et al., 2020;
Mohammad, 2012), non-literal meaning (Moham-
mad, 2012), different perspectives one may take,
i.e., the reader’s, writer’s, or text’s (Buechel and
Hahn, 2017; Alm et al., 2005), and high subjec-
tivity of the task (low inter-annotator agreements
were found even among trained annotators (Alm
et al., 2005; Schuff et al., 2017; Štajner, 2021)).

Despite the various challenges in emotion analy-
sis from texts, which were reported by researches
in emotion psychology or natural language process-
ing (NLP), many tools for emotion analysis are
available without a thorough description of chal-
lenges and failure modes, e.g. Text2emotion1 and
NRCLex2 Python libraries. A large number of for-
profit companies offer emotion analysis from texts,
either using pre-trained models, or customised
models trained on clients’ data, e.g. BytesView3,

1https://pypi.org/project/
text2emotion/

2https://pypi.org/project/NRCLex/
3https://www.bytesview.com/

emotion-analysis

Komprehend4, IBM Watson Natural Language Un-
derstanding.5 When using the paid emotion analy-
sis APIs, the identification of failure modes on spe-
cific datasets or in specific applications, the risk of
unintended harms and other ethical considerations
are usually shifted to the user of APIs. Those tasks
then become extremely difficult given that compa-
nies that offer paid APIs often do not disclose the
model specifications and datasets the models were
trained on.

This tutorial has several goals. First, it provides
an overview of most commonly used emotion mod-
els and their grounding in emotion psychology,
their limitation and challenges from a psycholog-
ical perspective as well as from NLP perspective.
Second, it provides an extensive overview of freely
available emotion analysis datasets, their annota-
tion strategies and limitations. Third, it provides
an extensive overview and critical comparison of
NLP models used for emotion analysis in texts,
ranging from traditional machine learning classi-
fiers based on emotion dictionaries to transformer-
based classification systems and zero-shot and few-
shot learning models. Finally, this tutorial aims
at raising awareness about various ethical issues
concerning emotion analysis and the still present
challenges in emotion analysis in texts (the absence
of standardized annotation and evaluation proce-
dures, common failure modes, etc.) which need
to be considered when using emotion analysis in
real-world applications to avoid unintended harms.

To provide the tutorial participants with a better
understanding of the challenges in emotion analysis
and help them get started with developing novel
models for emotion analysis, we will implement
(at the end of the second part of the tutorial) a small
annotation exercise.

2 Type: cutting-edge

The first part of the tutorial is an introduction to
emotion psychology and the use cases of emotion
analysis. The second and third part of the tuto-
rial present cutting-edge NLP research on emotion
analysis in texts.

4https://komprehend.io/
emotion-analysis

5https://www.ibm.com/cloud/
watson-natural-language-understanding
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3 Target Audience

This tutorial is well-suited for various audiences:
junior and senior researches working on emotion
annotation and evaluation of emotion detection
models; junior and senior researches working on
novel models for emotion analysis, especially those
using deep-learning paradigms; industry practi-
tioners who wish to better understand limitations
of publicly available emotion analysis tools and
models. There are no prerequisites for attending.
However, to fully understand the discussion about
strengths and limitations of different computational
models, a basic knowledge of commonly used non-
neural and neural classifiers is recommended.

4 Tutorial Structure

This tutorial contains three thematic parts, each to
be covered in a one-hour time slot. The first part
introduces emotion models, findings of relevant
psychological studies, and use cases. The second
part focuses on existing datasets for emotion anal-
ysis in texts, and strengths and weaknesses of the
computational models which have been proposed
so far. The third part covers the fine-grained emo-
tion analysis tasks such as emotion role labeling
and stimulus detection, as well as the interpreta-
tion of events with appraisal theories. In this part,
we also discuss the main challenges in emotion
analysis in texts, and ethical considerations for its
real-world applications.

Part 1: Foundations

• Emotion theories in psychology

• Emotion recognition reliability in vision and
language and what we can expect in NLP

• Use cases and social impact

Part 2: Resources and Computational Models

• Resources for emotion classification

• Resources for emotion intensity prediction

• Non-neural models

• Multi-task and transfer-based models

• Zero-shot and few-shot learning

• Interactive annotation exercise

Part 3: Further Topics

• Event evaluation-based approaches (OCC
model and appraisals)

• Emotion role labeling and stimulus/cause de-
tection

• Open challenges in emotion analysis

• Ethical Considerations

5 Reading List

Although no particular prior knowledge is neces-
sary for attending the tutorial, we recommend the
attendees which are new to the emotion analysis
to read the following works from the references
section:

• Peter J. Lang. 2010. Emotion and motiva-
tion: Toward consensus definitions and a com-
mon research purpose. Emotion review 2,
3:229–233.

• Robert Plutchik. 2001. The nature of emo-
tions: Human emotions have deep evolution-
ary roots, a fact that may explain their com-
plexity and provide tools for clinical practice.
American scientist 89, 4:344–350.

• Laura Ana Maria Bostan and Roman Klinger.
2018. An analysis of annotated corpora for
emotion classification in text. In Proceedings
of the 27th International Conference on Com-
putational Linguistics, pages 2104–2119.

• Emily Öhman, Marc Pàmies, Kaisla Kajava,
and Jörg Tiedemann. 2020. XED: A mul-
tilingual dataset for sentiment analysis and
emotion detection. In Proceedings of the 28th
International Conference on Computational
Linguistics, pages 6542–6552.

• Enrica Troiano, Laura Oberländer, and Roman
Klinger. 2023. Dimensional modeling of emo-
tions in text with appraisal theories: Corpus
creation, annotation reliability, and prediction.
Computational Linguistics, 49(1).

6 Instructors’ Research Interests and
Areas of Expertise

Sanja Štajner has over 14 years of research ex-
perience across academia and industry on various
psycholinguistic topics in NLP. The last four years,
she has led and participated in industry-oriented
projects that combined psychology and NLP fo-
cusing on sentiment analysis, emotion detection,
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personality modelling, and mental health assess-
ment. Sanja served as a COLING 2018 area chair
for psycholinguistics and cognitive modelling track,
and an ACL 2022 demo chair. She has experience
as tutorial presenter (COLING 2018, AIST 2018,
RANLP 2017) for international audiences and as a
lecturer at Masters and PhD levels.

Roman Klinger is senior lecturer at Stuttgart
University, where he teaches courses on Emo-
tion Analysis since 2016 (see https://www.
emotionanalysis.de/). He has been prin-
cipal investigator on several externally funded
projects with focus on emotion analysis. Roman
served as senior area chair for sentiment analy-
sis and argumentation mining at ACL 2022 and
EACL 2021 and for evaluation and resources at
EACL 2023. He was organizer of the WASSA
workshop (on Computational Approaches to Sub-
jectivity, Sentiment and Social Media Analysis) in
2018, 2019, 2022, and 2023.

7 Tutorial Materials

All tutorial materials will be made publicly avail-
able at: eacl2023tutorial.github.io.

8 Ethics Statement

One of the main goals of the tutorial is to raise
awareness about open challenges in emotion anal-
ysis which can lead to possible unintended harms
and ethical issues with models commonly used for
emotion analysis in real-world applications.
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1 Introduction

Conversations are the natural communication for-
mat for people. This fact has motivated the large
body of question answering and chatbot research
as a seamless way for people to interact with ma-
chines. The conversations between people however,
captured as video, audio or private or public writ-
ten conversations, largely remain untapped as a
source of compelling starting point for developing
language technology. Summarizing such conver-
sations can be enormously beneficial: automatic
minutes for meetings or meeting highlights sent to
relevant people can optimize communication in var-
ious groups while minimizing demands on people’s
time; similarly analysis of conversations in online
support groups can provide valuable information
to doctors about the patient concerns.

Summarizing written and spoken conversation
poses unique research challenges—text reformu-
lation, discourse and meaning analysis beyond
the sentence, collecting data, and proper evalua-
tion metrics. All these have been revisited by re-
searchers since the emergence of neural approaches
as the dominant approach for solving language pro-
cessing problems. In this tutorial, we will survey
the cutting-edge methods for summarization of con-
versations, covering key sub-areas whose combina-
tion is needed for a successful solution.

2 Tutorial Outline

This will be a three-hour tutorial devoted to the
cutting-edge topic of conversation summarization.
Our tutorial will include three sessions. Each ses-
sion will be 40 minutes, followed by 10 minutes
for Q&A and 10 minutes for a break. Each part
includes an overview of the corresponding topic
and widely used methods and a deep dive into rep-
resentative research. The detailed tutorial schedule
can be found in Table 1.

Slot Theme

Session 1: Introduction to Conversation Summarization
14:15 – 14:20 Tutorial presenters introduction
14:20 – 14:35 Introduce the task, its history and impact
14:35 – 15:15 Compare document and conversation

summarization (CS), and datasets
15:15 – 15:30 Coffee Break

Session 2: Pretraining and Methods
15:30 – 15:50 Pretraining in Conversation summariza-

tion
15:50 – 16:30 Classic models in summarizing conversa-

tions, dialogue, and meetings
16:30 – 16:45 Coffee Break

Session 3: Evaluation and Challenges
16:45 – 17:00 Structures and knowledge to improve

conversation summarization
17:00 – 17:30 Evaluation metrics and issues
17:30 – 17:45 Open questions and challenges
17:45 – 18:00 Conclusion

Table 1: Tutorial schedule.

2.1 Introduction

Compared to summarizing news reports or ency-
clopedia articles, summarizing conversations—an
essential part of human-human/machine interac-
tion where most important pieces of information
are scattered across various utterances of different
speakers—remains relatively under-investigated.
Yet capabilities for automatic dialog summarization
hold the promise to facilitate information access, es-
pecially in corporate (or large group) settings. For
instance, participants in corporate meetings usually
want to get high-level synopsis of the meeting con-
tent and action items to review after meeting. Peo-
ple who miss the meeting also want to quickly get
the main topics discussed in the meeting. Another
scenario is customer service, where customer calls
with the agents can be summarized, categorized
and analyzed. This can help agents to find frequent
problems to answer, product issues to follow, etc.
in order to improve service quality.
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2.1.1 Datasets
Text summarization was dominated by unsuper-
vised methods for decades (Nenkova and McKe-
own, 2011, 2012), due to the lack of suitable size
datasets for the task. The field has been trans-
formed by the introduction of large-scale datasets
such as CNN/DailyMail (Hermann et al., 2015) and
XSUM (Narayan et al., 2018). The past decade also
saw the emergence of many dialogue and conver-
sation datasets such as MultiWoz (Budzianowski
et al., 2018) and Ubuntu (Lowe et al., 2015). How-
ever, the progress in datasets for conversation sum-
marization is comparatively limited. Existing pub-
lic datasets in this field are either small in scale or
limited to a specific domain. We argue that there
are two main reasons. First, unlike news articles,
conversations usually happen in relatively private
environment, which raises privacy concerns for
release of public datasets. Secondly, a conversa-
tion is typically quite long, and the conversation
participants often have different standpoints and
language styles with frequent topic changes. These
all propose great challenges for labelers to produce
accurate summaries as ground-truth labels.

Despite these difficulties, new research datasets
for conversation summarization have been devel-
oped recently. For instance, SAMSum (Gliwa
et al., 2019a) hires linguists to write summaries
for 16,369 messenger-like open-domain daily con-
versations. MediaSum (Zhu et al., 2021) lever-
ages public transcripts with overviews and topic de-
scriptions from CNN and NPR to produce 463.6K
dialogues with summaries. DialogSum (Chen
et al., 2021) hires annotators to write summaries
for 13,460 dialogues from several public dialogue
corpora. The CovoSumm dataset (Fabbri et al.,
2021) provides 250 development and 250 test sum-
maries for dialogs from broad domains covering
news article comments, discussion forms and de-
bates, community question answering, and email
threads. QMSum (Zhong et al., 2021b) consists
of 1,808 query-summary pairs over 232 meetings.
We will provide a systematic review of these newly
released resources.

2.2 Methods

2.2.1 Pretraining
Pre-trained language representations are at the core
of most NLP technologies (Devlin et al., 2018;
Radford et al., 2018; Liu et al., 2019b). They pro-
vide representations that capture language meaning

from large amount of data, easily tunable for spe-
cific downstream tasks. For instance, the super
language models with hundreds of billions of pa-
rameters, e.g., GPT-3 (Brown et al., 2020), PaLM
(Chowdhery et al., 2022) and OPT (Zhang et al.,
2022), have demonstrated strong capabilities in
many different tasks, including dialogue summa-
rization.

These foundation models are typically trained
on web corpus, comprising mostly of articles and
monologues, partly because of their general avail-
ability and partly because conversational online
exchanges often contain more problematic stereo-
types. However, matching pre-training data to
downstream tasks—both in the type of textual data
and the self-supervised objective for pretraining—
is important for performance in downstream tasks.
Motivated by this, several pre-trained dialogue
models have been proposed for conversation sum-
marization (Feng et al., 2021). These methods pre-
train the model with self-supervised tasks, such
as recovering altered conversation turns, predict-
ing speakers, reordering shuffled turns, predicting
masked utterances in the conversation. These tasks
only require unlabeled conversation corpus, i.e.,
no labeled summary is needed, which greatly ex-
pands the availability of data that can be used to
improve the quality of pre-trained models. It has
been shown that after such pre-training on con-
versation corpus, the performance on downstream
conversational summarization tasks can be greatly
improved.

For instance, DialogLM (Zhong et al., 2021a)
continues to pre-train the UniLMv2 (Bao et al.,
2020) model with several window-based denoising
tasks such as recovering the conversation text after
randomly reshuffling the turns. The pre-training
leads to considerable improvement on both con-
versation understanding and summarization tasks.
HMNet (Zhu et al., 2020a) takes a different ap-
proach by creating pseudo meetings from news
summarization datasets. The model is trained to
produce the summary which is the concatenation of
the 4 news articles’ summaries. Experiments show
that the pre-training can increase the ROUGE-1
metric on AMI (McCowan et al., 2005) and ICSI
(Janin et al., 2003) by 4~5 points.

We will overview pretraining methods specific to
dialog summarization and will sythesize the impact
of data and objectives on downstream tasks across
the published literature.
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2.2.2 Abstractive Summarization Models

Unlike news, conversations can rarely be summa-
rized meaningfully with extractive approaches. Ab-
stractive summarization is the default expectation
for dialogues. Other than directly applying docu-
ment summarization models to conversational set-
tings (Gliwa et al., 2019b), models tailored for con-
versation are designed to achieve the state-of-the-
art performances such as modeling conversations
in a hierarchical way (Zhao et al., 2019; Zhu et al.,
2020b). The rich structured information in conver-
sations are also explored and leveraged such as dia-
logue acts (Goo and Chen, 2018), key point/entity
sequences (Liu et al., 2019a; Narayan et al., 2021),
topic segments (Liu et al., 2019c; Li et al., 2019),
stage developments (Chen and Yang, 2020), dis-
course relations (Chen and Yang, 2021b; Feng et al.,
2020a). Recent work has also explicitly models
coreference information to deal with the complex
coreference phenomenon in dialogues (Liu et al.,
2021). External information like commonsense
knowledge has also been incorporated to help un-
derstand the global conversation context as well
(Feng et al., 2020b).

We will cover how classic statistical models are
used to summarize dialogues and multi-party meet-
ings, as well as the recent techniques in using large
pretrained language models and diverse neural ar-
chitectures that take into account conversation char-
acteristics. We will also go through and discuss
how to evaluate dialogue summarization models,
ranging from classical ROUGE to the recent auto-
matic metrics like BERTScore, as well as multiple
widely used qualitative measures.

2.3 Open Questions

We will conclude the tutorial with a discussion of
more exploratory work around the actual usabil-
ity of summarization approaches. For example,
naturally occurring conversations are long, so seg-
mentation and representations for long text become
necessary. Processing time and processing cost for
many of the methods is high, both because of the
complexity of analyzing discourse and topics and
because of the length of the input. We will con-
clude the section by covering estimates of costs for
conversation summarization.

We will cover a discussion on robustness of
methods, i.e. their ability to generalize across
datasets rather than needing finetuning for each
dataset. Finetuning different versions of the model

for each dataset is not practical, as maintaining
and deploying different fine-tuned versions is less
realistic to be done in practice.

Finally, we will discuss scenarios for user evalu-
ation of conversation summarization technology.
Such extrinsic evaluations would be needed to
move the technology from the realm of research to
technological reality. We will include a short sege-
ment in which tutorial participants will brainstorm
study designs, to validate specific claims about the
utility of summarization models.

We will also discuss potential biases and ethical
issues related to conversation summarization. This
last part of the tutorial is meant to introduce open
research questions, so that newcomers to the field
of conversation summarization can be equipped to
make their own contributions in some of the areas
of open questions.

3 Tutorial Presenters

Diyi Yang is an assistant professor in the Com-
puter Science Department at Stanford University.
Her research focuses on dialogue summarization,
learning with limited and noisy text data, user-
centric language generation, and computational so-
cial science. Diyi has organized four workshops
at NLP conferences: Widening NLP Workshops
at NAACL 2018 and ACL 2019, Casual Inference
workshop at EMNLP 2021, and NLG Evaluation
workshop at EMNLP 2021. She also gave a tutorial
at ACL 2022 on Learning with Limited Data.

Chenguang Zhu is a Principal Research Man-
ager in Microsoft Azure Cognitive Services Re-
search Group, where he leads the Knowledge &
Language Team. His research in NLP covers text
summarization, task-oriented dialogue and knowl-
edge graph,. Dr. Zhu has led teams to achieve first
places in multiple NLP competitions. He holds a
Ph.D. degree in Computer Science from Stanford
University. Dr. Zhu has given talks at Stanford
University, Carnegie Mellon University and UC
Berkeley. He has given tutorials on Knowledge-
Augmented Methods for Natural Language Pro-
cessing at ACL 2022 and WSDM 2023. He is also
the main organizer of The Workshop on Knowl-
edge Augmented Methods for NLP at AAAI 2023.

4 Diversity Considerations

The conversation summarization techniques we in-
troduce is language agnostic. Thus, they can be
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applied to data in various languages and localities
with some extent of adaption. Code-switch and
multilingual models for conversation summariza-
tion can scale this work beyond English.

Our presenter team will share our tutorial with
a worldwide audience by promoting it on social
media. Our presenters span over junior (Diyi Yang)
and senior researchers (Chenguang Zhu) with a fe-
male. Diyi is from academia and Chenguang is
from industry. Thus, we have diversified instruc-
tors which will also help encourage diverse audi-
ence. Diyi has experience co-organizing Widening
NLP Workshops at both NAACL and ACL, and ac-
tively works on inviting undergraduate students to
research and promoting diversity such as by speak-
ing at AI4ALL and local high-schools at Atlanta.
We will work with ACL/NAACL D&I teams, and
consult resources such as the BIG directory to di-
versify our audience participation.

5 Reading List and Prerequisite

5.1 Prerequisite

The prerequisite includes familiarity with basic ma-
chine learning and deep learning models, especially
those typically used in modern NLP for summa-
rization, including sequence to sequence learning,
transformers, etc. Furthermore, this tutorial as-
sumes background in basic probability, linear alge-
bra, and calculus. We will also provide introduction
materials and additional readings.

Reading List

1. Samsum corpus: A human-annotated dialogue
dataset for abstractive summarization (Gliwa
et al., 2019c)

2. A Hierarchical network for abstractive meet-
ing summarization with cross-domain pre-
training (Zhu et al., 2020a)

3. Dialoglm: Pre-trainedmodel for long dialogue
understanding and summa-rization (Zhong
et al., 2021a)

4. Multi-View Sequence-to-Sequence Models
with Conversational Structure for Abstrac-
tive Dialogue Summarization (Chen and Yang,
2020)

5. Simple Conversational Data Augmentation for
Semi-supervised Abstractive Dialogue Sum-
marization (Chen and Yang, 2021a)

6. QMSum: A New Benchmark for Query-
based Multi-domain Meeting Summarization
(Zhong et al., 2021b)

7. ConvoSumm: Conversation Summarization
Benchmark and Improved Abstractive Sum-
marization with Argument Mining (Fabbri
et al., 2021)

5.2 Breadth

While we will give pointers to dozens of relevant
papers over the course of the tutorial, we plan to
cover around 7-8 research papers in close detail.
Only 1-2 of the “deep dive” papers will come from
the presenter team.

6 Tutorial Details

6.1 Audience Size

We expect the audience size to be around 100
for a physical conference, and around 150
for a virtual conference. Our tutorial will
likely bring a similar audience as the Sum-
mDial: A SIGDial 2021 Special Session on
Summarization of Dialogues and Multi-Party
Meetings https://elitr.github.io/
automatic-minuting/summdial.html.

6.2 Preferable venues

ACL-IJCNLP, EMNLP and EACL would be prefer-
able, as they would fit better with the organiz-
ers’ schedules and our tutorial’s emphasis on ma-
chine learning. We would like to have access to
Gather.Town for interactive Q&A for the online
portion of the tutorial.

6.3 Open Access

We will put the slides, code, and other teaching ma-
terials online for public access, as well as consent
to adding the video recording of our tutorial in the
ACL Anthology.

7 Ethics Statement

Certain conversation data might come from private
dialogues between people. Thus, privacy considera-
tions must be take to ensure all data that is released
conforms to regulations and are under consent. As
conversations and large-pretrained language mod-
els may have bias in various forms, summarization
models may contain the same form of bias and
should be reviewed and modified if necessary.
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Abstract

With NLP research now quickly being trans-
ferred into real-world applications, it is impor-
tant to be aware of and think through the con-
sequences of our scientific investigation. Such
ethical considerations are important in both au-
thoring and reviewing. This tutorial will equip
participants with basic guidelines for thinking
deeply about ethical issues and review common
considerations that recur in NLP research. The
methodology is interactive and participatory,
including case studies and working in groups.
Importantly, the participants will be co-building
the tutorial outcomes and will be working to
create further tutorial materials to share as pub-
lic outcomes.

1 Motivation and structure

In late 2021, the Association for Computational
Linguistics’ executive committee appointed an
Ethics Committee to investigate long-term ethical
issues of the community’s research and legislate
any policy and workflow changes to the authoring,
reviewing and other processes. The committee sur-
veyed the constituency’s opinions, wants and needs,
finding that the majority of respondents felt that
clear guidelines on acceptable practices regarding
authoring and reviewing were needed. Specifically,
in response to the question “What do you think are
the most urgent tasks for the global *CL ethics com-
mittee?”, 50% of respondents highlighted the need
for more resources and discussion forums to raise
awareness in the community about ethical issues in
research and to clarify ethical review policies, 36%
specifically mentioned the importance of creating
dedicated training materials for authors and review-
ers, and 26% encouraged more outreach initiatives
to facilitate discussion about ethical research in the
community.

This tutorial proposal thus follows from the man-
date from the survey, such that more interactive
opportunities exist to best communicate and train

our membership on ethical guidelines and research
practices.

The tutorial also draws on related, successful
past tutorials on NLP reviewing and socially re-
sponsible NLP (≈100 participants) (Cohen et al.,
2021; Tsvetkov et al., 2018), where some of the
proposed tutorial instructors have been involved.

We propose a hybrid tutorial to best allow eq-
uitable access to the topic of this tutorial, espe-
cially to familiarize new community members and
those who cannot afford access to attend physically.
We plan to have dedicated presenters that can co-
ordinate activities for the expected online partici-
pants. We may plan to use specific e-resources that
can help facilitate virtual group discussions (e.g.,
Padlet, PollEverywhere, Google Docs, Slack).

We intend to make the tutorial presentation mate-
rials publicly available, in alignment with the stated
goals of the tutorials. As an example, annotated pre-
sentation slides (with presenter notes) will be made
available, such that tutorial participants can bring
exercises of different lengths into classroom set-
tings for research groups as well as undergraduate
and graduate classes. We will organize a separate
website via a Github repository1 (to be owned by
the ACL) to centralize our tutorial resources for
long-term and public access.

However, due to the sensitive and formative na-
ture of the small-group discussions, we will not
record the small-group discussions so that partic-
ipants can speak freely and off-the-record. The
plenary, lecture-styled sessions (Sessions 1 and 7)
may be recorded live, or pre-recorded offline.

This proposal tutorial aligns with the theme track
“Reality Check”of ACL 2023. Most of the chal-
lenges addressed by the theme track, including
out-of-domain generalization, adversarial attacks,
spurious patterns (both linguistic and social), in-
sensitivity to basic linguistic perturbations such as

1https://github.com/acl-org/
ethics-tutorial, or similar (not yet published).
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Segment Topic Led by
1. Introduction and Foundations for Ethics Presenters
2. Case Studies: Problematic Ethical Re-
search — First reading

Participants

3. Structured Interaction / Dialogue Presenters,
Participants

4. Case studies — Second reading (Rota-
tion)

Participants

5. Group Presentations Group
Leads

6. Summary and Common Issues Presenters
7. Discussing and Troubleshooting Ethics
and Further Resources

Presenters

Table 1: Tutorial Outline. Each segments’ duration is
∼30 minutes, but 3 hours in total. Segments 2–6 will be
conducted in small-group interaction.

negation, sensitivity to perturbations that should
not matter (e.g., order and wording of prompts),
are deeply related to ethical considerations of NLP
research. In particular, proper discussion of risks
(e.g., failure modes and vulnerabilities to adver-
sarial attacks) and limitations (the scope of your
claims, not overselling) is an integral to the theme
and also for ethics authoring and reviewing. Fi-
nally, the theme track raises the question “what is
an improvement in the real-world?”, which is di-
rectly related to the social impact issues addressed
by ethics reviewing.

2 Tutorial Content

Type: 1/2 day, Introductory
Expected Attendees: 100
Audience: Authors and reviewers, interested
parties
Desired Location: Preferably ACL (Toronto,
Canada)
Prerequisites: Introductory background in natural
language processing and deep learning, including
a basic familiarity of commonly-used approaches
to text classification and generation, and standard
NLP tasks. Fluent command of English.

Ethical consideration overarch our duties as re-
searchers and scientists. As members of our com-
munity, and representatives of our works to both
the general public and practitioners, we need to
consider the ramifications of our work. The need
for a better understanding of ethics is reflected in
both authoring and reviewing, key functions of our
community’s peer review process.

Unintended and harmful ethical lapses and con-
sequences can be largely avoided through contin-

uing communication. Rather than assume that re-
search is purely an intellectual pursuit, our tutorial
invites participants to consider ethics as an integral
component of the holistic framework of impact-
ful research work. Table 1 presents our proposed
tutorial’s outline. Our aim is to provide hands-
on experience with ethical issues through a small-
group activity, both at the physical conference and
in breakout rooms for online participants.

Ethics requires healthy debate and deep thought,
and for these reasons, our structure incorporates a
Socratic exercise, where participants spend a large
part of the session discussing a concrete case of
problematic research. A Community of Inquiry2

approach will be taken such that participants en-
gage in role-playing and discussing about ethical
issues through reading 1–2 problematic hypothet-
ical research abstracts from a curated set (§ 2.1).
Using Socratic-style questioning, presenters guide
the participants to engender discussion and realise
ethical issues in the works.

Importantly, the participants will be co-building
the tutorial outcomes and will be working to create
further tutorial materials to share as public out-
comes of the exercises. For many issues in ethics,
the evolving discussion creates more value than the
actual conclusions. This is why we propose such a
dialectic approach.

To encapsulate the exercise, the presenters will
first introduce the key ways that ethics impacts au-
thoring and reviewing (Segment 1), summarise the
group discussions’ key points (Segment 6) and con-
clude with pointers to references and other training
materials (Segment 7), including best practices for
authoring ethical consideration sections (Benotti
and Blackburn, 2022) and reviewing.

Due to the necessary interactivity of the session,
we plan to limit the registrations for the tutorial to
100. This is to cater to having approximately a 25:1
ratio for presenters to participants. A larger vol-
ume than this jeopardizes the necessary interactive
nature of the tutorial, which requires input from all
participants.

2.1 Case studies

In the interactive portion of the tutorial, we will
discuss research abstracts and will facilitate group
discussions guided by critical questions about the
proposed technology. Participants will be encour-

2https://en.wikipedia.org/wiki/
Community_of_inquiry
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aged to discuss the following questions:

• Ethics of the research question: Would an-
swering this research question advance sci-
ence without violating social contracts? What
are potentials for misuse?

• Social impact of the proposed technology and
its potential dual use: Who could benefit from
such a technology? Who can be harmed by
such a technology? Could sharing data and
models have major effects on people’s lives?

• Privacy: Who owns the data? Understand-
ing the differences between published versus
publicized data, understanding the concept of
user consent, and thinking about implicit as-
sumptions of users on how their data will be
used.

• Bias in data: What are possible artifacts in
data, given population-specific distributions?
How representative is this data to address the
target task?

• Social bias and unfairness in models: Is there
sufficient control for confounding variables
and corner cases? Does the system optimize
for the “right” objective? Could the system
amplify data bias?

• Is the proposed evaluation sufficient? Is there
a utility-based evaluation beyond accuracy;
e.g., measurements of false positive and false
negative rates as measurements of fairness?
What is “the cost” of misclassification and
fault (in)tolerance?

Our case studies will be hypothetical; i.e., we
will not use abstracts from existing studies but
will create abstracts that will allow us to high-
light potential ethical issues covering multiple, di-
verse ethics-related topics, including human sub-
jects research and institutional review board (IRB)
approval, bias and fairness, privacy, misinforma-
tion, toxicity/content moderation, energy consider-
ations/green AI. We will develop several represen-
tative case studies for participants to choose from;
we show an example below that illustrates multiple
problematic aspects within one study, which was
adapted from an actual problematic recent study.

The following abstract introduces an unethical
research question, a demographically biased data
set, a data collection procedure that violates user

privacy, a problematic evaluation procedure, and
claims/potential applications that can lead to sig-
nificant harms to individuals.

Abstract: Faces contain more information about sexual ori-
entation than can be perceived by the human brain. We used
deep neural networks to extract features from over 35 thou-
sand facial images. Given a single facial image, a classifier
could correctly distinguish between gay and heterosexual
men in 80% of cases, and in 70% of cases for women.
Accuracy increased to 90% and 80%, respectively, given
five facial images per person. Facial features employed
by the classifier included both fixed (e.g., nose shape) and
transient facial features (e.g., grooming style). Consistent
with the prenatal hormone theory of sexual orientation,
gay men and women tended to have gender-atypical facial
morphology, expression, and grooming styles. Prediction
models aimed at gender alone detected with 55% and 53%
accuracy for gay males and gay females, respectively. Such
findings advance our understanding of the origins of sex-
ual orientation and the limits of human perception. Given
that organizations are using computer vision algorithms to
detect people’s intimate traits, our findings expose a threat
to the privacy and safety of gay men and women.

2.2 Readings

We will cover a diversity of primary research on
ethics, sourced beyond the presenters’ own works,
in the plenary sessions of the tutorial. Also, due to
the abbreviated length of the 1/2-day format, our
tutorial will cross reference sources from the list,
rather than specifically require participants to do
readings before the tutorial.

A full reading list of over 200 works has been
cross-compiled by the full ACL Ethics Commit-
tee, sourced from university courses on NLP Ethics
and related topics. The list available on Github3.
The list can be updated by pull requests and is
sortable by both topic and publication type. Topics
and readings include the following among others:
data usage (Drugan and Babych, 2010; Couillault
et al., 2014; Mieskes, 2017; Bender and Friedman,
2018; Kann et al., 2019; Rogers et al., 2021; Ge-
bru et al., 2021), crowdsourcing (Bederson and
Quinn, 2011; Fort et al., 2011; Callison-Burch,
2014; Fort et al., 2014; Hara et al., 2018; Toxtli
et al., 2021), biases (Blodgett et al., 2020), lan-
guage diversity (Tatman, 2017; Jurgens et al., 2017;
Zmigrod et al., 2019; Tan et al., 2020; Koenecke
et al., 2020; Bird, 2020), rigorous and meaning-
ful evaluation (Caglayan et al., 2020; Ethayarajh
and Jurafsky, 2020; Antoniak and Mimno, 2021;
Tan et al., 2021), environmental impact (Strubell
et al., 2019; Zhou et al., 2020; Henderson et al.,

3https://github.com/acl-org/
ethics-reading-list
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2020; Schwartz et al., 2020; Bannour et al., 2021;
Przybyła and Shardlow, 2022), and human harms
and values (Winner, 1980; Hovy and Spruit, 2016;
Leidner and Plachouras, 2017).

3 Presenters (listed in alphabetical order)

Luciana Benotti (luciana.benotti@unc.edu.ar,
she/her) is an Associate Professor at the Uni-
versidad Nacional de Córdoba, in Argentina.
Her research interests cover many aspects of
situated and grounded language, including the
study of misunderstandings, bias, stereotypes, and
clarification requests. She is the elected chair of
the NAACL executive board and is also serving as
a member at large of the ACL Ethics committee.

Karën Fort (karen.fort@sorbonne-universite.fr,
she/her) is an Associate Professor at Sorbonne
Université and does her research at LORIA in
Nancy, France. She has been working on ethics
in NLP since 2014. She was co-chair of the first
two ethics committees in the field (EMNLP 2020
and NAACL 2021) and is co-chair of the ACL
ethics committee. She has been a member of the
Sorbonne IRB between 2019 and 2022 and she
teaches ethics at undergraduate and graduate level
in Paris, Nancy, and the University of Malta.

Min-Yen Kan (kanmy@comp.nus.edu.sg, he/him):
Associate Professor at the National University
of Singapore and a co-chair of the ACL Ethics
Committee. He has taught over 5,000 graduate and
undergraduate students on his research interests in
digital libraries, information retrieval and natural
language processing.

Yulia Tsvetkov (yuliats@cs.washington.edu,
she/her) is an Assistant Professor at the Paul
G. Allen School of Computer Science and
Engineering at the University of Washington, USA.
Her research focuses on computational ethics,
multilingual NLP, and machine learning for NLP.
She developed a course on Computational Ethics
in NLP and is teaching it at both undergraduate and
graduate levels since 2017, and she is a co-chair of
the ACL Ethics Committee.

4 Diversity considerations

The instructors of this tutorial are affiliated in dif-
ferent geographic regions. Luciana Benotti is in

Latin America, Kären Fort in Europe, Min-Yen
Kan in Asia and Yulia Tsvetkov in North Amer-
ica. Three of them identify with the female gender
and one with the male gender. All of them are
part of the ACL Ethics committee. We will pro-
mote this tutorial to all the ACL members but in
particular to affinity groups such as Masakane, Lat-
inX, North Africans, disabled in AI, indigenous
in AI, Khipu and similar groups with the help of
EquiCL. EquiCL is the only Big Interest Group in
the ACL, its scope is equity and diversity and its
current officers are Marine Carpuat (chair), Aline
Villavicencio (secretary), Zeerak Waseem (commu-
nication with workshops and affinity groups). We
think it is crucial to reach a diverse audience for
this tutorial.

5 Ethical considerations

We are well aware that we do not compose a per-
fectly diverse committee and commit to pay close
attention to ensure all participants’ points of views
are faithfully acknowledged.

We decided to use synthetic case studies in the
form of abstracts, rather than real and complete
articles, in order to preserve the anonymity of the
authors, to refrain from personal criticism, and to
allow the participants to focus more on the discus-
sion than on the reading. We will create a variety of
abstracts, with different forms, exemplifying differ-
ent ethical issues, however, they will not cover all
the possible ethical issues in the domain. Finally,
the synthetic case studies will be clearly identified
as such.
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1 Brief Description

Automated Machine Learning (AutoML) is an
emerging field that has potential to impact how
we build models in NLP. As an umbrella term that
includes topics like hyperparameter optimization
and neural architecture search, AutoML has re-
cently become mainstream at major conferences
such as NeurIPS, ICML, and ICLR. The inaugu-
ral AutoML Conference1 was started in 2022, and
with this community effort, we expect that deep
learning software frameworks will begin to include
AutoML functionality in the near future.

What does this mean to NLP? Currently, models
are often built in an ad hoc process: we might bor-
row default hyperparameters from previous work
and try a few variant architectures, but it is never
guaranteed that final trained model is optimal. Au-
tomation can introduce rigor in this model-building
process. For example, hyperparameter optimiza-
tion can help NLP researchers find reasonably ac-
curate models under limited computation budget,
leading to fairer comparison of proposed and base-
line methods. Similarly, neural architecture search
can help NLP developers discover models with the
desired speed-accuracy tradeoffs for deployment.

This tutorial will summarize the main AutoML
techniques and illustrate how to apply them to im-
prove the NLP model-building process. The goal
is to provide the audience with the necessary back-
ground to follow and use AutoML research in their
own work.

Type of tutorial: Cutting-Edge2

2 Target Audience

The tutorial is aimed at NLP researchers and de-
velopers who have experience in building deep
learning models and are interested in exploring

1https://2022.automl.cc
2Tutorial Website: https://www.cs.jhu.edu/

~kevinduh/a/automl-tutorial-2023/

the potential of AutoML in improving their system-
building process. Recommended prerequisites are:

• NLP: Familiarity with common neural net-
works used in the field, especially the Trans-
former architecture.

• Machine Learning: Understanding of classical
supervised learning. Knowledge of Bayesian
and Evolutionary methods will be a plus, but
not required.

• Programming: Basic experience with train-
ing models in deep learning frameworks like
PyTorch or Tensorflow.

3 Tutorial Content

Outline: This is a 3-hour tutorial. It is divided
into two parts:

1. Overview of major AutoML techniques

(a) Hyperparameter optimization
(b) Neural architecture search

2. Application of AutoML to NLP

(a) Evaluation
(b) Multiple objectives for deployment
(c) Cost and carbon footprint
(d) Software design best practices
(e) Literature survey

In Part 1, we will focus on two major sub-areas
within AutoML: Hyperparameter optimization is
the problem of finding optimal hyperparameters,
such as learning rate of gradient descent and embed-
ding size of Transformers, based on past training
experience. Neural architecture search is the prob-
lem of designing the optimal combination of neural
network components in a fined-grained fashion. We
will summarize these rapidly developing fields and
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explain several representative algorithms, includ-
ing Bayesian Optimization, Evolutionary Strate-
gies, Population-Based Training, Asynchronous
Hyperband, and DARTS.

Part 2 will discuss the practical issues of apply-
ing AutoML research to NLP. Questions we will
seek to answer include: (a) How do we evaluate
AutoML methods on NLP tasks? (b) How can we
extend AutoML methods to deployment situations
that require multiple objectives, such as inference
speed and test accuracy? (c) What is the cost (and
carbon footprint) of these methods, and when will
it be worthwhile? (d) How should we design our
model-building software given a specific comput-
ing environment, and what existing tools are avail-
able?

Reading List: The tutorial will be self-contained,
so there is no required reading list. For a preview
of the techniques we will cover, the audience is
welcomed to refer to survey papers such as (Feurer
and Hutter, 2019; Elsken et al., 2019).

We gave a similar tutorial titled "AutoML for
Machine Translation" at AMTA 2022, a machine
translation conference. The tutorial slides are avail-
able3. For the EACL tutorial, we will add discus-
sion on recent uses of AutoML in various NLP ap-
plications, ranging from text classification to large
language models.

4 Presenters

Kevin Duh is a senior research scientist at the
Johns Hopkins University Human Language Tech-
nology Center of Excellence (HLTCOE) and an
assistant research professor in the Department of
Computer Science. His research interests lie at the
intersection of NLP and Machine Learning. He has
given several conference tutorials on the topics of
machine learning and machine translation at, e.g.,
AMTA 2022, SLTU 2018, IJCNN 2017, DL4MT
Winter School 2015.

Xuan Zhang is a Ph.D. student in the Depart-
ment of Computer Science at Johns Hopkins Uni-
versity (JHU). She performs research in Machine
Translation, with specific interests in Sign Lan-
guage Translation, Hyperparameter Optimization,
Curriculum Learning, and Domain Adaptation. She
co-presented the AMTA 2022 tutorial on AutoML.

3https://www.cs.jhu.edu/~kevinduh/
notes/2209-AMTA-AutoMLtutorial.pdf

5 Ethics Statement

There are at least three concerns relevant for re-
sponsible use of AutoML technology.

• Energy: Improper use of AutoML may lead
to wasted computation in the extreme, e.g.
training of thousands of neural models that are
eventually discarded. That is why we feel it is
important in the tutorial to include a section
on cost and carbon footprint.

• Jobs: Some worry that AutoML may reduce
the need for data scientists. It is true that some
of the black magic involved in hyperparame-
ter and architecture tuning is taken away by
AutoML, but we believe that AutoML tools
will relieve data scientists to focus on more
interesting problems regarding the underlying
task, similar to how auto-differentiation tools
revolutionized deep learning.

• Bias: If there are underlying biases in the train-
ing data, AutoML may output a "optimized"
model that exacerbates the bias more so than
a manual model-building process. It is thus
even more important to check for fairness and
bias in an AutoML setup.

References
Thomas Elsken, Jan Hendrik Metzen, and Frank Hutter.

2019. Neural architecture search: A survey. Journal
of Machine Learning Research, 20(55):1–21.

Matthias Feurer and Frank Hutter. 2019. Hyperparame-
ter Optimization, chapter 1. Springer.
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Abstract

This cutting-edge tutorial will help the NLP
community to get familiar with current re-
search in privacy-preserving methods. We will
cover topics as diverse as membership infer-
ence, differential privacy, homomorphic en-
cryption, or federated learning, all with typi-
cal applications to NLP. The goal is not only
to draw the interest of the broader commu-
nity, but also to present some typical use-
cases and potential pitfalls in applying privacy-
preserving methods to human language tech-
nologies.

1 Introduction

Human language technologies play an essential
role in the modern society. From automatic ma-
chine translation to drug discovery, NLP has had
an undeniable impact on everyone’s life. However,
many of the recent achievements of state-of-the-art
models come at a price that everyone must pay. In
the race for yet better performing systems, the re-
search has completely ignored the fact that within
the extreme amounts of data needed for the ‘hun-
gry’ models, there are private information of actual
living persons (Carlini et al., 2020). Our sensitive
information – be it explicitly mentioned in the texts
we or someone else writes about us, or implicitly
in our writing style – is at stake with current NLP
models. Privacy matters a lot to society, but has
been largely neglected by NLP researchers.

This tutorial aims to close this gap by offer-
ing the community insights into state-of-the-art
approaches to privacy-preserving NLP. We will
cover diverse topics, such as membership inference,
differential privacy, homomorphic encryption, or
federated learning, all with typical use-cases and
applications. The tutorial will try to balance theo-
retical foundations with practical considerations.

2 Tutorial outline

We propose a half-day tutorial (3 hours) divided
into four following thematic blocks.

2.1 Block 1: Attacks (30 minutes)

This block will provide an overview why differen-
tial privacy is needed by introducing and discussing
reconstruction attacks and examples of difference
attacks (Dinur and Nissim, 2003). We will discuss
how an algorithm can be blatantly non-private via
an example from census data and explain inefficient
and efficient attacks. We then discuss reconstruc-
tion attacks in practice for several cases (Cohen
and Nissim, 2020). We conclude this block by
briefly explaining some examples of tracing attacks
(Homer et al., 2008) and (Dwork et al., 2015).

2.2 Block 2a: Defence with formal
guarantees (60 min)

This block will introduce differential privacy, a
mathematical framework for privacy protection
(Dwork and Roth, 2013). We will explain the typ-
ical setup (why this privacy approach has ‘differ-
ential’ in its title) and the formal definitions. Then
we will address some basic DP mechanisms and
show their NLP applications. This part will in-
volve a few mathematical proofs, but our aim is to
make it low-barrier and accessible to a very broad
audience.

In the second part, we will introduce some cryp-
tographic tools, namely homomorphic encryption
and secure multiparty computation. The main focus
will be on introducing the basics of lattice-based
cryptography and homomorphic encryption and
the most popular schemes (BGV, CKKS). We will
go over the available libraries (PALISADE, HElib,
SEAL) and dive into an NLP-specific example.
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2.3 Block 2b: Defences without formal
guarantees (20 min)

Apart from privacy-preserving schemes that di-
rectly optimize for a given definition of privacy,
there are given execution models and environments
that help enhance privacy and are not by themselves
privacy-preserving in a formal sense. This block
will introduce privacy-enhancing methods such as
federated learning (McMahan et al., 2017), split
learning (Vepakomma et al., 2018) and regularizer-
based methods (Coavoux et al., 2018; Mireshghal-
lah et al.; Li et al., 2018).

Federated learning and split learning are both
based on distributed learning and are great meth-
ods for application in enterprise and clinical setups.
Regularizer based and private representation learn-
ing methods add extra terms to the loss function to
limit the memorization and encoding of sensitive
data within the model.

2.4 Block 3: Privacy in industry (40 min)
Companies have practical constraints when deploy-
ing privacy preserving technologies. Some of these
include deployment and computation at scale, or
guarantees that solutions meet compliance or regu-
latory requirements. There is also the trade-off be-
tween privacy, utility, bias, fairness, (Farrand et al.,
2020) as well as explainability and verifiability of
the implemented solutions.

In this section, we will dive deep into different
technologies and discuss their trade-offs from an
industry perspective. We will also highlight how
the community can help accelerate progress along
different dimensions.

2.5 Block 4: Open problems in privacy in
NLP (30 min)

We will talks some further NLP specifics, such as
(1) perturbing long-form text with differential pri-
vacy without losing the content, and (2) introducing
better auditing methods for measuring memoriza-
tion in discriminative and generative large language
models (BERT or GPT based models).

3 Reading list

• Joseph P. Near and Chiké Abuah. 2021.
Programming Differential Privacy. Online,
https://uvm-plaid.github.io/programming-
dp/

• (Optional) Cynthia Dwork and Aaron Roth.
2013. The Algorithmic Foundations of Dif-

ferential Privacy. Foundations and Trends®
in Theoretical Computer Science, 9(3-4):211–
407

4 Tutorial specifics

The proposed tutorial is considered a cutting-edge
tutorial that presents recent advances in an emerg-
ing area of privacy-preserving techniques for NLP.
The topic presented has not been covered in previ-
ous ACL*-family tutorials in the last 4 years. We
estimate that at least 60% of the papers covered
in this tutorial are from researchers other than the
instructors. It is also different from other tutorials,
e.g., on differentially-private machine learning, as
we target NLP with all its peculiarities related to
human language.

The preferred venue for this tutorial would be
1) ACL, 2) EACL, 3) EMNLP. We prefer ACL due
to travel arrangements of presenters located in the
U.S.

Based on the raising interest in this topic, we
expect around 30 participants. The tutorial will
be self-contained, however attendees should have
solid background in basic deep learning technolo-
gies in NLP (representations, architectures, opti-
mization)1 and to brush up knowledge of probabil-
ity and statistics (Laplace or Gaussian distributions
and probability bounds).2

We are committed to open-source all teaching
materials under permissible license.

5 Tutorial presenters

Diversity considerations:

• 4 academia and 2 industry affiliations

• 3 female instructors

• Participation of senior (up to Assistant Profes-
sor) and junior (PhD candidate) instructors

Details of the organizing committee are included
below in alphabetical order.

Oluwaseyi Feyisetan (Meta, USA)

Seyi is a Staff Research Scientist at Facebook. Prior
to Facebook, he was a Senior Applied Scientist at
Amazon where he worked on Differential Privacy
in the context of NLP. He holds 4 pending patents

1For example (Goldberg, 2017)
2For example Chapter 1–4 and 8–9 from (Mitzenmacher

and Upfal, 2017)
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with Amazon on preserving privacy in NLP sys-
tems. He completed his PhD at the University of
Southampton in the UK and has published in top
tier conferences and journals on crowdsourcing, ho-
momorphic encryption, and privacy. He has served
as a reviewer at top NLP conferences including
ACL and EMNLP. Prior to Amazon, he spent 7
years in the UK where he worked at different star-
tups and institutions focusing on regulatory compli-
ance, machine learning and NLP within the finance
sector. He also sits on the research advisory board
of the IAPP.

Sepideh Ghanavati (University of Maine, USA)

Assistant professor in Computer Science at the
University of Maine. She is the director of Pri-
vacy Engineering - Regulatory Compliance Lab
(PERC_Lab). Her research interests are in the ar-
eas of information privacy and security, software
engineering, machine learning and the Internet of
Things (IoT). Previously, she worked as an assistant
professor at Texas Tech University, visiting assis-
tant professor at Radboud University, the Nether-
lands and as a visiting faculty at Carnegie Mellon
University. She is the recipient of Google Fac-
ulty Research award in 2018. She has more than
10 years of academic and industry experience in
the area of privacy and regulatory compliance and
has published more than 30 peer-reviewed publica-
tions. She was a co-organizer of the ‘Privacy and
Language Technologies’ at the 2019 AAAI Spring
Symposium and has been part of the organizing
committee of several workshops and conferences
in the past.

Ivan Habernal (Technische Universität
Darmstadt, Germany)

Ivan Habernal is currently leading a junior inde-
pendent research group at the Technical University
of Darmstadt, Germany, funded ad-personam by
the state of Hessen. His group entitled "Trustwor-
thy Human Language Technologies" focuses on
privacy-preserving NLP and legal argument min-
ing, among others. He has a track of top NLP
publications (h-index 19), chairing workshops and
tutorials, area chairing, organizing SemEval com-
petition, giving invited talks, and also some recent
industrial experience in areas where privacy mat-
ters a lot but the tools are not ready yet (healthcare
and online personalization).

Fatemeh Mireshghallah (University of
California, USA)
Fatemehsadat Mireshghallah is a Ph.D. student at
the CSE department of UC San Diego. Her re-
search interests are Trustworthy Machine Learning
and Natural Language Processing. She received her
B.S. from Sharif university of technology in Iran.
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