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Abstract

To produce high quality translations, hu-
man translators need to review and correct
machine translation hypothesis in a process
known as post-editing. In order to reduce
the human effort of this task, interactive
machine translation proposed a collabora-
tive framework in which human and ma-
chine work together to generate the transla-
tions. Among the many protocols proposed
throughout the years, the segment-based
one established a paradigm in which the
post-editor is allowed to validate correct
word sequences from a translation hypoth-
esis and to introduce a word correction to
help the system improve the next hypothe-
sis. In this work we propose an extension
to this protocol: instead of having to type
the complete word correction, the system
will complete the user’s correction while
they are typing. We evaluated our proposal
under a simulated environment, achieving
a significant reduction of the human effort.

1 Introduction

The machine translation (MT) field has significantly
changed over the last few years due to the appear-
ance and application of neural models. Thanks to
this emergent technology, researchers have been
able to accomplish human parity in several MT-
related tasks (Toral, 2020). Thus, in the future we
might no longer need human translators to review
and correct translations hypothesis from an MT
system to achieve high-quality translations. Until
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this future arrives, human experts need to be in-
volved in the translation process and post-edit the
MT system’s output in order to get translations of
the required high quality.

To alleviate the cost of the post-editing task, in-
teractive machine translation (IMT) proposed a col-
laborative framework in which human and machine
work together to construct the final translation: in-
stead of correcting the complete translation hypoth-
esis, the expert can provide the system with some
feedback which it uses to generate a new hypothesis.
This process is repeated until the user is satisfied
with the system’s hypothesis.

Among the different protocols proposed in the
literature, we find segment-based IMT (Domingo
et al., 2017; Peris et al., 2017). In this paradigm,
the user reviews the system’s translation hypothesis
and can validate sequences of words which they
consider to be correct. Then, they make a word
correction. The system reacts to this feedback by
generating a new hypothesis and, thus, starting a
new iteration of the process.

Figure 1 illustrates an iteration of a segment-
based IMT session where the user has to translate
a sentence from Spanish to English. Given the
hypothesis generated by the MT model, the user
starts validating a sequence of correctly translated
segments and types the word first to help the system
fulfill the sequence of words between the first two
validated segments. The system generates a new
hypothesis with the feedback from the validated
segments and the word correction. The process that
describes the figure is repeated until the hypothesis
generated by the system is good enough that the
user validates it.

In this work, we propose to extend this protocol
so that instead of having to make a word correction,
the system generates a new hypothesis as soon as



Indiana was the sooner State to impose that condition.

Target: Indiana was the first State to impose such a requirement.

Source: El Estado de Indiana fue el primero en exigirlo.

first

such a condition.firstIndiana was the State to impose

Figure 1: Example of an iteration in the segment-based IMT
protocol. The user reviews the system’s hypothesis, validating
the sequence of words Indiana was the and State to impose and
makes a word correction (first). Then, the system generates a
new hypothesis that takes into account the user’s feedback.

the user starts typing, helping them complete the
correction and, thus, reducing even more the typing
effort.

2 Related work

Reducing the effort users need to perform during
the translation process is a problem that has been in
the spotlight of IMT researchers since its paradigm
was proposed as an alternative to post-editing (Fos-
ter et al., 1997). In this first approach, the user
selected a section of the source text and started to
type its translation. When the user typed a charac-
ter, the system displayed a list of possible words
that the user might accept or reject. Since then, re-
searchers have studied various approaches to reduce
the user effort even more.

Over time, appeared projects such as TransType
(Langlais et al., 2000), Matecat (Federico et al.,
2014), CasMacat (Alabau et al., 2013), and TranS-
mart (Huang et al., 2021), whose aim was to create
a workbench with an array of innovative features
that were not available in other tools at their start.
Adding multiple ways to edit a translation and to
visualize the information helped to reduce the effort.
Among the features that each workbench integrated,
they found helpful to use an IMT system to predict
either the current word or the rest of the translation.

These projects used the prefix-based protocol in-
troduced by Foster et al. (1997). In this protocol,
the user reviews the system’s translation hypothesis
from left to right, validating one segment from the
start of the translation until it finds the first error to
correct. The user validates a larger prefix at each
iteration, and the system produces an appropriate
suffix for completing the translation. The protocol
has evolved over the years, presenting advances

related to suffix generation (Koehn et al., 2014; Tor-
regrosa et al., 2014; Azadi and Khadivi, 2015), in-
troducing new kinds of interaction (Sanchis-Trilles
et al., 2008; Navarro and Casacuberta, 2021b), and
visualization of the information with confidence
measures (González-Rubio et al., 2010; Navarro
and Casacuberta, 2021a).

The segment-based protocol, introduced by
Domingo et al. (2017; Peris et al. (2017), has also
evolved over the years, applying over it techniques
from other MT subfields. Researchers have used
reinforcement learning (Lam et al., 2018) and con-
fidence measures (Zhao et al., 2020) to obtain the
validated segments and improve segment prediction
with text-infilling methods (Xiao et al., 2022).

In this work, we extend the segment-based pro-
tocol from typing the whole word to perform a
new prediction to only needing to type one charac-
ter. This same approach has also been studied for
the prefix-based protocol (González-Rubio et al.,
2013; Santy et al., 2019; Navarro and Casacuberta,
2022).

3 Segment-based IMT

In the segment-based IMT framework, a human
translator and an MT system work together to create
high-quality translations. This collaboration starts
with the system proposing an initial translation hy-
pothesis yI1 of length I . The user, then, reviews
this hypothesis and validates those sequences of
words which they consider to be correct (f̃1, . . . , f̃N ;
where N is the number of non-overlapping vali-
dated segments). Next, they are able to merge two
consecutive segments f̃i, f̃i+1 into a new one. Fi-
nally, they make a word correction—introducing
a new one-word validated segment, f̃i, which is
inserted in f̃N1 .

In response to this user feedback, the system
generates a sequence of new translation segments
ĝN
1 = ĝ1, . . . , ĝN ; where each ĝn is a subsequence

of words in the target language. This sequence
complements the user’s feedback to conform the
new hypothesis:

ŷI1 = f̃1, ĝ1, . . . , f̃N , ĝN (1)

Peris et al. (2017) formalized the word proba-
bility expression for the words belonging to a vali-
dated segment f̃n as:



p(yin+i′ | yin+i′−1
1 , xJ1 , f

N
1 ; Θ) = y>in+i′pin+i′ ,

1 ≤ i′ ≤ l̂n
(2)

where ln is the size of the non-validated segment
generated by the system, which is computed as
follows:

l̂n = arg max
0≤ln≤L

1

lN + 1

in+ln+1∑
i′=in+1

log p(yi′ | yi
′−1
1 , xJ1 ; Θ)

(3)

3.1 Character-level segment-based IMT
In this work, we extend the segment-based proto-
col by allowing a partially typed word f̃ ′i , which
the system will complete as part of its predic-
tion. The user can either validate it (replacing
the validated segment f̃ ′i by f̃i = f̃ ′i ĝi) or partially
validate it—moving the cursor to the desire posi-
tion—adding ĝi+c

i (were c is the number of new
character to validate) into f̃ ′i . Then, if the predicted
word has not been validated, the user continues
typing. This process is repeated until the word cor-
rection is complete, in which case the user shall
continue reviewing the new translation hypothesis.

To account for this new feature, we can rewrite
Eq. (1) into:

{
ŷI1 = f̃1, ĝ1, . . . , f̃

′
i ĝi, . . . , f̃N , ĝN if f̃ ′i ∈ f̃N1

ŷI1 = f̃1, ĝ1, . . . , f̃N , ĝN otherwise
(4)

Figure 2 illustrates an iteration of a segment-
based IMT session at a character lever where the
user must translate a Spanish sentence to English.
Starting with the translation generated by the MT
model, the user validates a sequence of segments
and types the character (f ) to help the system to
complete the space between the two validated seg-
ments with the word in its mind (first). As soon
as they start typing, the system generates a new
hypothesis using the feedback provided.

4 Experimental framework

This section presents the details of our experimen-
tal session. We start by presenting the evaluation
metrics used for assessing our proposal. Then, we
describe the corpora used for training our models.
After that, we detail the training procedure of our

Indiana was the sooner State to impose that condition.

Target: Indiana was the first State to impose such a requirement.

Source: El Estado de Indiana fue el primero en exigirlo.
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Figure 2: Example of an iteration in the segment-based IMT
protocol. The user reviews the system’s hypothesis, validating
the sequence of words Indiana was the and State to impose
and making a word correction. As soon as they start typing,
the system generates a new hypothesis that completes the word
correction—taking into account the user’s feedback.

MT systems. Finally, we describe how we per-
formed the user simulation.

4.1 Evaluation metrics

We made use of the following well-known metrics
in order to assess our proposal:

Key stroke ratio (KSR) (Tomás and Casacuberta,
2006): measures the number of characters
typed by the user, normalized by the number
of characters in the final translation.

Mouse action ratio (MAR) (Barrachina et al.,
2009): measures the number of mouse actions
made by the user, normalized by the number
of characters in the final translation.

Keystroke mouse-action ratio (KSMR)
(Barrachina et al., 2009): measures the
number of characters typed plus the number
of mouse actions made by the user, normal-
ized by the number of characters in the final
translation.

Additionally, we assessed the initial translation
quality of each system using:

Bilingual evaluation understudy (BLEU)
(Papineni et al., 2002): computes the geomet-
ric average of the modified n-gram precision,
multiplied by a brevity factor that penalizes
short sentences. In order to ensure consistent
BLEU scores, we used sacreBLEU (Post,
2018) for computing this metric.

Translation error rate (TER) (Snover et al.,
2006): computes the number of word edit



operations (insertion, substitution, deletion
and swapping), normalized by the number
of words in the final translation. It can be
seen as a simplification of the user effort
of correcting a translation hypothesis on a
classical post-editing scenario.

Finally, we applied approximate randomization
testing (ART) (Riezler and Maxwell, 2005)—with
10, 000 repetitions and using a p-value of 0.05—to
determine whether two systems presented statisti-
cally significance.

4.2 Corpora
Following prior IMT works (Tomás and Casacu-
berta, 2006; Barrachina et al., 2009), we tested our
proposal with four different corpora:

EU1 (Barrachina et al., 2009): a collection of doc-
uments from the Bulletin of the European
Union.

TED2 (Federico et al., 2011): a collection of pub-
lic speeches from a variety of topics.

Xerox (Barrachina et al., 2009): a collection of
Xerox’s printer manuals.

Europarl (Koehn, 2005): a collection of proceed-
ings from the European Parliament. We used
WMT34’s news-test2013 and news-test2015
for De–En’s validation and test (respectively),
and news-test2012 and news-test2013 for
Es–En’s validation and test (respectively).

Table 1 shows the main features of the corpora.

4.3 Systems
We built our systems using OpenNMT-py (Klein et
al., 2017). We selected a Transformer architecture
(Vaswani et al., 2017) of 6 layers; with all dimen-
sions set to 512 except for the hidden Transformer
feed-forward (which was set to 2048); 8 heads of
Transformer self-attention; 2 batches of words in
a sequence to run the generator on in parallel; a
dropout of 0.1; Adam (Kingma and Ba, 2014), us-
ing an Adam beta2 of 0.998, a learning rate of 2
and Noam learning rate decay with 8000 warm up
1https://doi.org/10.5281/zenodo.5653096.
2https://wit3.fbk.eu/mt.php?release=
2013-01.
3http://www.statmt.org/wmt12/
translation-task.html.
4http://www.statmt.org/wmt15/
translation-task.html.

Table 1: Corpora statistics. K denotes thousands and M mil-
lions. |S| stands for number of sentences, |T| for number of
tokens and |V| for size of the vocabulary. Fr denotes French;
En, English; De, German; and Es, Spanish.

EU Europarl

Fr–En De–En De–En Es–En

Train
|S| 982.7K 989.2K 1.9M 2.0M
|T | 20.7/18.9M 18.0/19.2M 49.8/52.3M 51.6/49.2M
|V | 161.4/150.4K 242.5/151.5K 394.6/129.1K 422.6/309.0K

Val.
|S| 400 400 3000 3003
|T | 11.5/10.1K 9.7/10.1K 63.5/64.8K 69.5/63.8K
|V | 2.9/2.6K 3.1/2.6K 12.7/9.7K 16.5/14.3K

Test
|S| 800 800 2169 3000
|T | 22.5/20.0 18.8/20.0K 44.1/46.8K 62.0/56.1K
|V | 4.5/3.9K 5.0/3.9K 10.0/8.1K 15.2/13.3K

Xerox TED

Es–En Fr–En Es–En

Train
|S| 55.7K 51.8K 160.2K
|T | 0.8/0.7M 0.5/0.6M 3.0/3.2M
|V | 16.8/14.0K 24.8/13.7K 89.0/61.7K

Val.
|S| 1012 964 887
|T | 16.0/14.4K 10.7/10.9K 19.2/20.1K
|V | 1.8/1.6K 1.7/1.5K 4.1/3.4K

Test
|S| 1125 984 1570
|T | 10.1/8.4K 11.9/12.5K 30.7/32.0K
|V | 2.0/1.9K 2.2/1.8K 5.1/3.9K

steps; label smoothing of 0.1 (Szegedy et al., 2015);
beam search with a beam size of 6; and joint byte
pair encoding (BPE) (Gage, 1994) applied to all
corpora, using 32, 000 merge operations.

4.4 Simulation

Conducting frequent human evaluations at the de-
velopment stage have a high time and economic
costs. Thus, we conducted the evaluation using
simulated users whose goal was to generate the
translations from the reference.

For the sake of simplicity and without loss of
generality, in this simulation we assumed that the
user always corrects the leftmost wrong word and
that validated word segments must be in the same
order as in the reference. This assumption was also
made by the authors of the original segment-based
protocol (Domingo et al., 2017; Peris et al., 2017).

The simulation starts with the system offering
an initial hypothesis. Then, the user reviews it
and validates word segments, which are obtained
by computing the longest common subsequence
(Apostolico and Guerra, 1987) between hypothesis
and reference. This has an associated cost of one
mouse action for each one-word segment and two
for each multi-word segment. After this, the user
looks for pairs of consecutive validated segments
which could be merged into a single larger segment
(i.e., they appear consecutively in the reference but
are separated by some words in the hypothesis). If
there are, then they merge them, increasing mouse

https://doi.org/10.5281/zenodo.5653096
https://wit3.fbk.eu/mt.php?release=2013-01
https://wit3.fbk.eu/mt.php?release=2013-01
http://www.statmt.org/wmt12/translation-task.html
http://www.statmt.org/wmt12/translation-task.html
http://www.statmt.org/wmt15/translation-task.html
http://www.statmt.org/wmt15/translation-task.html


Table 2: Results of the character-level segment-based IMT approach in comparison with the word-level approach. All values are
reported as percentages. Differences between each approach are statistically significant in all cases. Best results are denoted in
bold.

Translation Quality Word-level Character-level

Corpora Language Pair TER [↓] BLEU [↑] KSR [↓] MAR [↓] KSMR [↓] KSR [↓] MAR [↓] KSMR [↓]

EU

Fr–En 37.4 50.0 19.0 19.4 38.4 7.7 22.4 30.1
En–Fr 37.5 53.4 17.1 17.6 34.7 6.8 20.4 27.2
De–En 68.7 26.3 34.5 27.7 62.2 19.5 31.9 51.4
En–De 52.0 36.9 25.9 19.9 45.8 9.2 22.7 31.9

Europarl

De–En 56.4 24.7 28.7 27.8 56.5 13.4 32.0 45.4
En–De 60.2 21.9 29.8 23.3 53.1 12.8 26.5 39.3
Es–En 55.4 26.8 27.0 27.4 54.4 12.1 31.6 43.7
En–Es 53.0 28.3 27.7 26.1 53.8 12.9 30.0 42.9

Xerox

Es–En 45.7 45.4 25.6 18.5 44.1 16.6 21.7 38.3
En–Es 45.7 48.2 22.7 15.8 38.5 14.7 18.6 33.3
Fr–En 56.2 33.0 33.6 30.3 63.9 17.6 35.1 52.7
En–Fr 56.7 36.3 31.2 26.2 57.4 14.6 29.6 44.2

TED Es–En 37.1 44.7 20.8 26.0 46.8 10.5 29.7 40.2
En–Es 42.9 35.8 24.0 26.3 50.3 11.9 29.8 41.7

actions in one if there was a single word between
the segments, or two otherwise. Finally, they start
correcting the leftmost wrong word. As soon as
they start typing, the system reacts to the feedback
and generates a new hypothesis which also com-
pletes the word correction. If that word is correct, a
new iteration of the process starts. If it is not, either
the user continues typing or, if part of the predicted
word is correct, they move the cursor next to the
last correct character (increasing in one the mouse
actions) and continue typing the correction (which
has a cost of 1 keystroke per character typed). Then,
the system reacts to this feedback by generating a
new hypothesis. This process is repeated until the
hypothesis and the reference are the same.

The software for running these simulations is
available together with the implementation of our
proposal at GitHub5.

5 Results

In order to assess our proposal, we evaluated the
segment-based IMT protocol at word and character
level. We aim to see in the character-level exper-
iments a reduction in the KSR and KSMR due to
letting the system try to autocomplete the wrong
word instead of typing it manually.

Table 2 shows the experimental results, where
the word-level and character-level approaches are
compared. The quality of the models in terms of
TER and BLEU is included for each experiment to
get a grasp of the quality of the initial hypothesis
that the simulated users will have to post-edit. In
5https://github.com/PRHLT/OpenNMT-py/
tree/inmt.

all cases, the character-level method successfully
diminishes the typing effort at the expense of a rel-
ative small increase of the mouse usage. The KSR
is reduced by a factor ranging from 35% to 64%,
while MAR values are only increased by a factor of
around 15%. This combination of variation on the
keystrokes and mouse actions performed results in
a reduction of the KSMR by a factor ranging from
13% to 30%.

The translation tasks Europarl and EU have a
higher reduction factor of the KSR. We can deduce
that this is due to these corpora having a larger vo-
cabulary, which helps the system to find partially
correct words avoiding the worst-case scenario of
correcting a word character by character. More-
over, the use of BPE also assists the character level
approach, since even if the model does not know
the correct word, it is able to predict some of its
sub-words correctly.

This high reduction in the KSR is the expected
behavior, given that the MT models are good
enough to predict correctly the desired word with
just a few characters. Even in the worst-case sce-
nario, the system can never correct an error with
just a subset of its characters; the KSR maintains
the same, as the user needs to type all the characters
to rectify the error in both cases. However, working
at the character level supposes a minor increment
in the MAR because if the next character to correct
is not adjacent to the previous one, the user has to
move the cursor to the new position. When work-
ing at a word level, each word supposes only one
mouse action while at a character level each could
add multiple mouse actions.

https://github.com/PRHLT/OpenNMT-py/tree/inmt
https://github.com/PRHLT/OpenNMT-py/tree/inmt


Word-level approach

SOURCE: El Estado de Indiana fue el primero en exigirlo.
TARGET: Indiana was the first State to impose such a requirement.

ITER-0 Translation hypothesis Indiana was the sooner State to impose that condition.

ITER-1 Feedback Indiana was the first State to impose
Translation hypothesis Indiana was the first State to impose such a condition.

ITER-2 Feedback such a requirement
Translation hypothesis Indiana was the first State to impose such a requirement.

END Final translation Indiana was the first State to impose such a requirement.

Post-editing effort: 16 keystrokes and 8 mouse actions.

(a) Word-level segment-based IMT session to translate a sentence from Spanish to English. The process starts with
the system offering an initial hypothesis. Then, at iteration 1, the user validates the word segments Indiana was
the and State to impose and makes a word correction (first). The system reacts to this feedback by generating a
new translation hypothesis. Once more, the user reviews the hypothesis, validating the word segment such a and
making the word correction requirement. Finally, since the next hypothesis is the desired translation, the process
ends with the user accepting the translation. Overall, this process has a post-editing effort of 16 keystrokes and 8
mouse actions.

Character-level approach

SOURCE: El Estado de Indiana fue el primero en exigirlo.
TARGET: Indiana was the first State to impose such a requirement.

ITER-0 Translation hypothesis Indiana was the sooner State to impose that condition.

ITER-1 Feedback Indiana was the f State to impose
Word correction Indiana was the f oremost State to impose such a condition.

ITER-2 Feedback f i
Word correction Indiana was the first State to impose such a condition.

ITER-3 Feedback first such a r
Word correction Indiana was the first State to impose such a requirement.

END Final translation Indiana was the first State to impose such a requirement.

Post-editing effort: 3 keystrokes and 9 mouse actions.

(b) Character-level segment-based IMT session to translate a sentence from Spanish to English. The process starts
with the system offering an initial hypothesis. Then, at iteration 1, the user validates the word segments Indiana was
the and State to impose and starts typing the word correction (f). At iteration 2, the system offers a suggestion for
this word (foremost), which the user declines by continue typing the character i. Then, at iteration 3, the system
successfully suggests the desired word (first). Thus, the user validates it and continues reviewing the new hypothesis
(validating the word segment such a and typing a new word correction). Finally, since the system’s next suggestion
is the desired translation, the process ends with the user accepting the translation. Overall, this process has a
post-editing effort of 3 keystrokes and 9 mouse actions. This supposes a reduction of 13 keystrokes compared to the
word-level approach, at the expenses of increasing the mouse effort by just one additional action.

Figure 3: Example of a segment-based IMT session in which the character-level protocol successfully reduces the post-editing
effort.

5.1 Qualitative analysis

Fig. 3 presents and example in which our character-
level approach yields significant improvements
compared with the word-level approach. At Fig. 3a,
the segment-based IMT session starts with the sys-
tem generating an initial hypothesis which needs
to be reviewed and corrected. Then, at iteration
1, the user validates a sequence of segments and
types the word first to help the system fulfill the
sequence of words between the first two validated
segments. With the feedback conformed by the vali-
dated segments and the word correction, the system

generates a new hypothesis. At iteration 2, the user
validates new segments and makes a new word cor-
rection. This time the translation hypothesis meets
the user requirements, so the process ends with the
user confirming it at the next iteration. Overall, this
process has a post-editing effort of 16 keystrokes
and 8 mouse actions.

At Fig. 3b, the character-level segment-based
IMT session also starts with the system generating
an initial hypothesis that needs to be reviewed and
corrected. Then, at iteration 1, the user validates
a sequence of segments and types the character
(f ) to help the system complete the sequence of



Word-level approach

SOURCE: Una estrategia republicana para obstaculizar la reelección de Obama
TARGET: A Republican strategy to counter the re-election of Obama

ITER-0 Translation hypothesis A Republican strategy to hinder the re-election of Obama

ITER-1 Feedback A Republican strategy to counter the re-election of Obama
Translation hypothesis A Republican strategy to counter the re-election of Obama

END Final translation A Republican strategy to counter the re-election of Obama

Post-editing effort: 7 keystrokes and 5 mouse actions.

(a) Word-level segment-based IMT session to translate a sentence from Spanish to English. The process starts with
the system offering an initial hypothesis. Then, at iteration 1, the user validates the word segments A Republican
strategy to and the re-election of Obama and makes a word correction (counter). The system reacts to this feedback
by generating a new translation hypothesis. Finally, since the next hypothesis is the desired translation, the process
ends with the user accepting the translation. Overall, this process has a post-editing effort of 7 keystrokes and 5
mouse actions.

Character-level approach

SOURCE: Una estrategia republicana para obstaculizar la reelección de Obama
TARGET: A Republican strategy to counter the re-election of Obama

ITER-0 Translation hypothesis A Republican strategy to hinder the re-election of Obama

ITER-1 Feedback A Republican strategy to c the re-election of Obama
Translation hypothesis A Republican strategy to hinder the choice of Obama the re-election of Obama

ITER-2 Feedback co
Translation hypothesis A Republican strategy to hinder the consumption of Obama the re-election of Obama

ITER-3 Feedback cou
Translation hypothesis A Republican strategy to hinder the courage of Obama the re-election of Obama

ITER-4 Feedback coun
Translation hypothesis A Republican strategy to hinder the council of Obama the re-election of Obama

ITER-5 Feedback count
Translation hypothesis A Republican strategy to hinder the countries of Obama the re-election of Obama

ITER-6 Feedback counte
Translation hypothesis A Republican strategy to hinder the countenance of Obama the re-election of Obama

ITER-7 Feedback counter
Translation hypothesis A Republican strategy to counter the re-election of Obama

END Final translation A Republican strategy to counter the re-election of Obama

Post-editing effort: 7 keystrokes and 6 mouse actions.

(b) Character-level segment-based IMT session to translate a sentence from Spanish to English. In this example, the
worst-case scenario happens where the system cannot predict the word the user is trying to correct. The process
starts with the system offering an initial hypothesis. Then, at iteration 1, the user validates the word segments A
republican strategy to and the re-election of Obama and starts correcting the word counter by typing the character c.
At the following iterations, the suggestions offered by the system have no relation with the word correction that
the user has in mind. Therefore, they must type the whole word. Finally, since the system’s next suggestion has
included the desired translation, the user merges the validated segments and accepts the translation. Overall, this
process has a post-editing effort of 7 keystrokes and 6 mouse actions. Despite being the worst-case scenario, this
effort is the same as for the word-level approach (plus an additional mouse action to word completion).

Figure 4: Example of a segment-based IMT session in which the character-level protocol faces the worst-case scenario and
obtains the same number of keystrokes as the word-level protocol.

words between the first two validated segments. Im-
mediately, the system reacts and generates a new
hypothesis. However, this hypothesis does not cor-
rectly complete the word correction the user was
aiming for. Thus, at the next iteration, the user will
continue typing the next character of the word first.
This process continues until the user is satisfied
with the translation hypothesis. Overall, the pro-
cess has a post-editing effort of 3 keystrokes and
9 mouse actions. This supposes a reduction of 13
keystrokes compared to the word-level approach, at

the expenses of increasing the mouse effort by just
one additional action.

Fig. 4 presents an example in which the character-
level protocol is unable to correctly complete the
word correction, resulting in the same post-editing
effort than the word-level approach. At Fig. 4a,
the session starts with the system offering an initial
hypothesis. Then, at iteration 1, the user reviews
it and validates the word segments A Republican
strategy to and the re-election of Obama and makes
a word correction (counter). The system reacts



to this feedback by generating a new hypothesis
which, since is the desired translation, the user ac-
cepts. Overall, this process has a post-editing effort
of 16 keystrokes and 8 mouse actions.

At Fig. 4b, the session also starts with the system
offering an initial hypothesis. At iteration 1, the
user reviews it and validates the word segments A
Republican strategy to and the re-election of Obama
and starts typing the word correction (counter). The
system offers a suggestion (choice), which has no
relation with the word the user has in mind. There-
fore, the user continues typing the correction. The
system keeps failing with its suggestions so, finally,
the user ends up typing the whole word. The sys-
tem, then, generates as a new hypothesis the desired
translation, and so the process ends with the user
accepting it. Overall, this process has a post-editing
effort of 7 keystrokes and 6 mouse actions. Despite
being the worst-case scenario, this effort is the same
as for the word-level approach (plus an additional
mouse action to word completion).

6 Conclusions and future work

In this work we have extended the segment-based
IMT protocol so that the system also helps the user
through the word correction step of the process.
Now, instead of having to input the whole word, the
system offers suggestions while the user is typing
the correction. We assessed our proposal under
a simulated environment, observing a significant
reduction of the overall human effort.

As a future work we would like to extend this fea-
ture by providing the user with a list of suggested
words, instead of just auto-completing the word
correction with only the most probable one. Addi-
tionally, we would like to conduct a user evaluation
to better assess the impact of our proposal, taking
also into consideration other factors such as time.
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