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Abstract

Quality assurance is a central component
of human and machine translation. In
translation studies, translation quality fo-
cuses on human evaluation and dimen-
sions, such as purpose, comprehensibil-
ity, target audience among many more.
Within the field of machine translation,
more operationalized definitions of quality
lead to automated metrics relying on ref-
erence translations or quality estimation.
A joint approach to defining and assessing
translation quality holds the promise to be
mutually beneficial. To contribute towards
that objective, this systematic survey pro-
vides an interdisciplinary analysis of the
concept of translation quality from both
perspectives. Thereby, it seeks to inspire
cross-fertilization between both fields and
further development of an interdisciplinary
concept of translation quality.

1 Introduction

Translation quality has been a source of debate in
translation studies for decades (Koby et al., 2014),
since it is considered highly subjective and de-
pendent on how translation and quality are de-
fined. One common denominator is the central role
played by accuracy and fluency (Koby et al., 2014;
Castilho et al., 2018), a view shared by the field
of machine translation (Yuan and Sharoff, 2020;
Koehn and Monz, 2006). An accurate semantic
correspondence between source and translation as
well as an adequate degree of fluency in the latter
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are expected. Aside from these shared notions, ap-
proaches to define, assess and measure translation
quality differ substantially in the field of transla-
tion studies and machine translation. This interdis-
ciplinary survey analyzes literature on translation
quality from both perspectives.

The idea to join the theoretical basis of trans-
lation studies with the operationalized quality
definitions of machine translation is not new
(Čulo, 2014). However, existing surveys on the
topic focus either on machine translation (Rivera-
Trigueros, 2022; Han et al., 2021), post-editing
(Koponen, 2016) or the perspective of translation
studies (Koby et al., 2014). From a theoretical per-
spective, Castilho et al. (2018) present key qual-
ity theories from both fields and argue that the
line between human and machine translation is in-
creasingly blurring, especially in post-editing. The
Multidimensional Quality Metric (MQM) (Lom-
mel et al., 2014) proposes a comprehensive catalog
of quality issues, which can be used to calculate a
score for evaluating translations.

Inspired by the PRISMA method (Page et al.,
2021) and guidelines by Kitchenham (2004), this
paper presents a systematic literature review on
translation quality in the field of translation stud-
ies and machine translation. Resulting publica-
tions are deduplicated and ranked by a keyword
rating method that takes the number of occurrences
across platforms and keywords into account. The
resulting top 41 publications are presented based
on the authors’ fields and translation quality per-
spective. Thereby, the present survey contributes
an overview of types of translation quality per
field and interdisciplinary publications in the re-
sult set. It seeks to provide a basis for more cross-
fertilization between human and machine transla-
tion quality analysis.



2 Preliminaries

As a basis for the following discussion, we pro-
vide a very brief introduction to selected concepts
of translation quality in translation studies and ma-
chine translation (see e.g. Castilho et al. (2018)
for a more complete overview). An initial crite-
rion of equivalence in translation studies, that is,
a very close correspondence between source text
and translation, was soon found too vague for a tar-
geted quality assessment. Thus, a functionalist ap-
proach, the Skopos theory (Reiss, 1984), proposed
to focus on preserving the purpose of the source
text in the translation. House (2015) deems it diffi-
cult to exactly determine the purpose and proposes
to divide a text into register and genre, each fur-
ther subdivided, for a detailed analysis of category-
based equivalence. With more attention on the re-
cipient of the translation, criteria such as readabil-
ity and comprehensibility were introduced. For in-
stance, Göpferich (2008) proposes several dimen-
sions of comprehensibility, that is, concision, cor-
rectness, motivation, structure, simplicity, and per-
ceptibility.

In machine translation, the main differentiation
is between automated and human quality measure-
ment. In the former, some well-known evalua-
tion metrics based on human reference translations
are BLEU (Papineni et al., 2002) and METEOR
(Banerjee and Lavie, 2005). Other automated
methods take linguistic features into account, e.g.
syntactic features (Liu and Gildea, 2005) and se-
mantic roles (Giménez and Màrquez, 2008). One
major drawback is that these approaches rely on
NLP techniques with limited availability for natu-
ral languages. With document-level approaches,
criteria such as cohesion and coherence (Maruf
et al., 2021) enter the field. To overcome the
need for reference translations, machine transla-
tion quality estimation (MTQE) (Specia et al.,
2018) has been proposed, especially for Neural
Machine Translation (NMT). MTQE tasks include
extracting features from source text and transla-
tion, selecting translations fit for post-processing,
selecting the best translation between several MT
systems, among others. Human quality assess-
ment of MT focuses on categorizing segments or
parts by specific criteria, e.g. comprehensibility
and adequacy (Popović, 2020), however, is gen-
erally considered subjective and time-consuming
and should be conducted by professional transla-
tors (Toral et al., 2018).

3 Method

The objective of this systematic literature review
is to provide an overview of the state of translation
quality research in the field of machine translation
and translation studies and suggestions for possi-
ble joint approaches and future directions. To this
end, the guidelines by Kitchenham (2004) and the
PRISMA method (Page et al., 2021) served as a
methodological basis. In a detailed review proto-
col, the main question, keywords for the search,
search platforms, and inclusion/exclusion criteria
were defined, which are explained below in the
three main PRISMA stages, that is, identification,
screening, and inclusion, illustrated in Figure 1.

3.1 Identification

To optimize the literature identification, the search
was performed on three major scholarly platforms,
i.e., Google Scholar, Web of Science, and Scopus.
An initial list of domain-specific keywords and
keyword combinations was identified, tested on
domain-specific search platforms, and excluded on
the basis of insufficient return of results. For trans-
lation studies journals such as Target and Translat-
ing and Interpreting Studies and for machine trans-
lation the journal of the same name and TACL as
well as ACL proceedings were queried. Thereby,
the following set of 12 keyword combinations was
identified: “human translation” / “machine trans-
lation” AND “quality assessment” / “quality esti-
mation” / “quality”; “translation quality”; “trans-
lation quality” AND “accuracy” / “assessment” /
“comprehensibility” / “estimation” / “fluency”. To
keep the amount of papers manageable by two ex-
perts and focus on recent work while including the
change from statistical to neural MT, the search pe-
riod was set from 2012 to 2022, assuming that this
would include central concepts.

To rank the literature result set, two domain ex-
perts rated each keyword (combination) on a scale
from 1, least important, to 10, most important,
where the final keyword score represents the aver-
age of these two scores. The Spearman rank corre-
lation is utilised to check the agreement of ratings
between the two raters, which at 0.53 indicates a
moderate agreement. The keyword score was mul-
tiplied by the times a publication was found based
on this keyword (combination) on different search
platforms, adding up all the occurrences across
keywords and platforms. The final result set of lit-
erature was sorted by the resulting score.



3.2 Screening

Duplicates in the final result set were removed
based on overlap of author(s), title, and year
of publication, ranking the remaining set by the
keyword-based score described in Section 3.1.
Starting from the top-ranked publications, papers
were screened regarding their relevance to transla-
tion quality and both authors and paper were cat-
egorized into translation studies, machine transla-
tion, or both.

3.3 Inclusion

The most central criteria for a final inclusion were
the publication’s relation to the topic of transla-
tion quality, quality control in form of peer re-
viewing, and English as a publication language.
Quality control was ensured by the publication
venues, where only venues with an explicit peer re-
view process were considered. In case of preprint
servers, especially arXiv, the final publication
venue was double-checked manually.

4 Results

The number of records per stage of the literature
survey is presented in Figure 1. During the iden-
tification stage, 12 keyword combinations were
utilised to search and rate publications. The num-
ber of records returned from these was 13,762.
After removal of duplicates, the keyword-ranking
procedure produced results with a maximum score
of 167 for the highest-ranked paper. The cutoff
score for this article was determined at 77 after
screening the results and determining their rele-
vance for the research focus, taking into account
the limitations caused by the number of experts of
this study. In the screening process, 4 records were
excluded because they were not peer-reviewed, 5
because they were superseded or results were pre-
sented elsewhere and 1 was a book review.

The 41 publications included in this review,
were then divided into different thematic fields
based on two dimensions: (i) background of au-
thors in one or both fields, and (ii) field addressed
in the publication. The background of authors was
determined by affiliation(s), available biographic
and educational descriptions, and their most com-
mon publication venues. In order to avoid confu-
sions between the field of machine translation and
approaches to machine translation, the former is
referred to as computer science/computational lin-
guistics in this section.

Figure 1: PRISMA 2020 Flow Diagram

4.1 Translation Studies/Languages (TS)
Out of the 41 works in the result set, 12 were as-
signed to the field of translation studies by the pro-
fessional background of the author(s) and/or cat-
egorization of their contents. The main thematic
fields in this category are (i) translation quality as-
sessment in general; (ii) machine translation qual-
ity (assessment); as well as (iii) human translation
quality, post-editing and revision.

TS - Translation Quality Assessment: The
common topic in Doherty (2017), Krüger (2022)
and Vela-Valido (2021) is translation quality as-
sessment (TQA) and its performance by humans
and machines from a theoretical point of view. Do-
herty (2017) discusses issues in TQA from the per-
spectives of TS, MT and the translation industry.
The main identified issues are explicit definitions
of quality, adhering to established tests for validity
and reliability, greater awareness of human factors
in evaluating quality, and improved transparency
in shared translations. For testing validity and re-
liability, other fields should be taken into account,
such as psychometrics.

Krüger (2022) focuses on providing input from
the field of translation studies to methodologies
for MT quality evaluation, as a means of con-
tributing to the debate on quality of NMT com-
pared to quality of human translations. Sugges-
tions are that human reference translations should
be approved, contextual factors should become
more important when evaluating, translation er-



rors should be weighted by their severity, and MT
should be integrated in settings where high quality
of translations is of utmost importance for measur-
ing the added value of professional translators.

Vela-Valido (2021) focuses on AI-based transla-
tion quality management in the translation indus-
try, describing the steps performed before, during
and after production. The main focus are AI-based
tools in quality assessment and estimation as well
as quality assessment workflows, presenting the
support AI-based tools can give to humans and the
need of humans to still take the final decisions.

These publications show the growing impor-
tance of MT in TS and the willingness of TS
researchers to contribute their experience to MT
quality definitions and approaches. However, a
need to involve humans in the translation process
is emphasized.

TS - Machine Translation Quality (Assess-
ment): Different ways to perform machine trans-
lation quality assessment are presented by Chatzik-
oumi (2020) in a review of automated, semi-
automated and human metrics for MT evaluation.
Human evaluation categories are subdivided as
to whether they present directly expressed judge-
ments (DEJ) or not, a somewhat debatable catego-
rization. While adequacy and fluency annotations
present DEJ, error classification and post-editing
are considered to merely state that the translation
is not perfect without directly judging its quality.

The remaining works in this subsection are em-
pirical studies on MT quality assessment, pointing
to mistranslation as the most common error type
across text types. Moorkens (2018) describes an
evaluation of SMT as opposed to NMT by two co-
horts of students on the basis of adequacy, post-
editing productivity, and error taxonomy. With
little surprise, a high preference for NMT in all
three categories could be observed. A manual error
annotation of an NMT-translated detective novel
showed that the most frequent errors in this literary
text were mistranslation, coherence, style and reg-
ister (Fonteyne et al., 2020). Candel-Mora (2022)
argues that different quality rating scales should be
introduced for each type of text. In their study re-
lying on the TAUS Dynamic Quality Framework
(DQF), mistranslations but also punctuation errors
were most common.

TS - Human Translation Quality, Post-Editing
and Revision: While the focus of this subsec-

tion is on human translation, a growing influ-
ence of technological advances that impacts the
concept of translation quality can be observed in
TS. In contrast to editing or post-editing, revi-
sion involves an evaluation against the source text.
Mellinger (2018) argues for re-thinking the con-
cept of translation quality in the digital age and
calls for a process-oriented perspective on trans-
lation quality, incorporating editing and revision
tasks in TQA. The translation and revision work-
flow has changed with technological advances,
such as Computer-Assisted Translation (CAT) and
MT, allowing for asynchronous workload distribu-
tion and working on stored/draft translations. This
view impacts the definition of translation quality
as not merely determined by textual and linguis-
tic features, but reliant on quality control to en-
sure compliance with (client) specifications, the
purpose, and target audience. With the emergence
of crowdsourcing and collaborative approaches,
translation has evolved from a static, high-value
to a dynamic, fit-for-purpose product (Jiménez-
Crespo, 2017). Thus, different grades of qual-
ity can now be found in TS literature, e.g. low,
medium, high or by amount of post editing re-
quired. This shifts the final responsibility for qual-
ity to the customers “who select the level of qual-
ity through a wide range of considerations, such
as the available budget, permanence of the transla-
tion, potential risks involved, receiving audience,
etc.” (Jiménez-Crespo, 2017, 489)

Empirical studies in the result set include the uti-
lization of automated metrics, e.g. BLEU or ME-
TEOR, to evaluate human translation (Karami et
al., 2020). The basic idea was to test whether a
higher number of translations increases the relia-
bility of the score. This assumption could partially
be confirmed, however, the increase in reliability
depended on the specific reference translation that
was added.

In a similar fashion, Ortiz-Boix and Mata-
mala (2017) compare post-edited machine transla-
tions to human translations from parts of wildlife
documentaries. 12 students translated and post-
edited two excerpts, which were then assessed by
6 professional translators by means of grading, as-
sessment with MQM, and questionnaires. The re-
sults confirmed the authors’ assumption that there
is no significant quality difference between trans-
lated and post-edited texts. Finally, Leiva Ro-
jos (2018) assesses phraseological quality in com-



parison to the overall quality of texts in 14 original
and translated museum texts based on the assump-
tion that the level of phraseological quality of a text
is directly related to its overall quality. While gen-
erally observed to be true, in most cases the results
of the phraseological assessment are better than the
overall results.

4.2 Computer Science/Computational
Linguistics (CL)

From the result set, 21 publications were classified
as belonging to computer science/computational
linguistics. The main thematic fields are (i) trans-
lation quality, its assessment and crowdsourcing;
(ii) machine translation and its quality assessment;
(iii) machine translation quality estimation; and
(iv) human translation quality estimation.

CL - Translation Quality Assessment: As in
the field of translation studies, there is only a small
number of works on TQA, describing or propos-
ing quality assessment models. Whereas in TS the
main suggestions are involving humans and ma-
chines as well as taking context into account, the
publications in this section mostly present ideas for
making translation quality easier to measure.

In a systematic survey, Han et al. (2021)
present an extensive overview of human and au-
tomated methods of MT quality assessment, from
basic criteria, such as intelligibility, to neural net-
works for TQA. They suggest that future TQA
models should not only involve n-gram word sur-
face matching but also deeper linguistic features,
such as syntactic dependencies and semantic roles.
Furthermore, they predict that MTQE will con-
tinue to attract attention due to its multiplicity of
tasks. Lommel et al. (2013) present the much-used
MQM, a flexible method for human TQA, which
can be applied to human as well as machine trans-
lation. These metrics represent a system of core
issue types, e.g. terminology, style, locale con-
ventions, to which different subcategories can be
added based on the task at hand. The MQM and its
core issue types keep on being updated by a cor-
responding World Wide Web Consortium (W3C)
community group1.

CL - Machine Translation Quality (Assess-
ment): Approaches in the result set on MTQA
range from cross-sentence evaluations to crowd-
sourcing approaches. Popel et al. (2020) propose

1https://www.w3.org/community/mqmcg/

and evaluate a Transformer-based model against
human translations and stress the importance of
context-aware evaluation of translation quality,
since cross-sentence contexts represented a major
source for errors. On sentence-level, the model
could even pass a Translation Turing Test, in which
human participants failed to significantly differen-
tiate human from machine translations. Licht et
al. (2022) propose a new metric based on semantic
text similarity called XSTS with five levels from
full semantic equivalence to none that emphasizes
adequacy rather than fluency. The metric is tested
with human evaluators in 14 language pairs.

The result set further contained several use
cases, such as in patent translation (Rossi and Wig-
gins, 2013) where automated metrics are compared
to human evaluation of MT quality by terminol-
ogy, missing or added information, and word or-
der via an online interface. Graham et al. (2017)
assess a new methodology for crowdsourcing hu-
man MTQA. They compare the assessments by the
crowd with the WMT-12 evaluation and conclude
that evaluation of MT systems by the crowd alone
is possible.

Burchardt et al. (2021) argue that different
purposes and user groups require different TQA
methods and propose three and accompanying use
cases: (i) a semi-automated method based on reg-
ular expressions, (ii) applying MQM, and (iii) a
task-based user evaluation. Fomicheva and Spe-
cia (2016) assume that performing MTQA with
reference translations may negatively bias human
annotators. Using an online interface, they com-
pared agreement between the annotators using the
same human reference translation and those using
different ones, showing that monolingual evalua-
tion is affected by the reference provided. In a
study on MT in foreign language education, He
(2021) concludes that MT provides a good ref-
erence for learners, even though culture-specific
aspects, such as tone, might not be represented
equivalent to human translations. Way (2018) dis-
cusses quality expectations of MT. He views MT
as enhancing the productivity of human translators
and argues that with regards to the use cases of MT
as well as their “shelf-life”, the expectations of cer-
tain standards regarding quality need to be revised,
while at the same time pointing out that humans
are still crucial also with regards to MT.

CL - Machine Translation Quality Estimation:
There are general works on MTQE and its future



perspectives, such as Specia and Shah (2018), who
review various fields in which QE at sentence-level
was successful. They then discuss QE at word- and
document-level as well as future perspectives. In
the same direction, but with a more specific ori-
entation, González-Rubio et al. (2013) present dif-
ferent dimensionality reduction methods and com-
pare them against different reduction methods used
in QE literature and they study how the perfor-
mance of different learning models is influenced
by these methods. Graham (2015) addresses is-
sues which can arise during comparison of quality
estimation prediction score distributions and gold
label distributions. She proposes using a unit-free
Pearson correlation and reruns parts of evaluations
of WMT-13 and WMT-14 to demonstrate its use.

The remaining four publications in this category
propose new MTQE methods, such as building on
pretrained language models (Huang et al., 2020),
RNN-based sentence-level methods (Ren, 2022),
and reinforcement learning (Li et al., 2021). Chen
et al. (2021) present a document-level QE model
based on Centering Theory in order to tackle the
problem of missing context information of previ-
ous sentence-level QE models.

CL - Human Translation Quality Estimation:
A relatively new topic in the field of CL is Human
Translation Quality Estimation (HTQE). Yuan et
al. (2016; 2017) propose an evaluation frame-
work based on feature sets extracted from and
utilised to evaluate human translations. The fo-
cus is on predicting adequacy and fluency. Yuan
and Sharoff (2018) investigate a slightly differ-
ent topic, namely the influence of bilingual multi-
word units (BMWUs) on trainee translation qual-
ity. They assess the contribution of BMWUs
to translation quality and show that normalised
BMWU ratios can be useful for estimating hu-
man translation quality. Finally, in a comparison
of neural-based sentence-level HTQE and prior
feature-based methods (Yuan and Sharoff, 2020),
the former outperform the latter.

4.3 Translation Studies/Languages &
Computer Science/Computational
Linguistics

In the result set, 8 publications represented joint
work by TS and CL scholars. The thematic fields
in this subsection are (i) translation quality assess-
ment; (ii) machine translation quality (assessment)
and post-editing; and (iii) human translation qual-

ity and post-editing.

TS & CL - Translation Quality Assessment: In
the result set, only one publication was related
to TQA explicitly. Castilho et al. (2018) reflect
on TQA regarding both assessment of human as
well as of machine translation from different per-
spectives, namely from TS, MT and the transla-
tion industry. They identify the following key is-
sues regarding translation quality assessment: lack
of standardisation in TQA usage, inconsistency in
TQA, the differing relationship between human
and automatic measures, the social quality and risk
as well as education and training in TQA.

TS & CL – Machine Translation Quality (As-
sessment) & Post-Editing: Gaspari et al. (2015)
conducted a survey of machine translation com-
petences with 438 respondents, which included
freelance translators, language service providers,
translation trainers and academics. It shows that
the importance of machine translation is growing
and will be more and more part of workflows in
the future, having an influence on the human trans-
lation process, e.g. the need of post-editing, and
on translation training, e.g. the need for increased
technical competencies.

Assessment of machine translation quality using
the MQM highlights its usability in and adaptabil-
ity for different contexts. Burchardt et al. (2016)
focus on MT quality in the context of Audio-Visual
Translation (AVT), trying to bridge the gap be-
tween the field of MT developers mainly focus-
ing on high-quality MT for text production and the
field of the tech-savvy AVT community. They pro-
pose to extend the MQM by AVT specific types,
i.e., contextual for mistranslations in situative con-
texts and timing for translations presented out of
synch with other modalities. Carl and Toledo
Báez (2019) conducted an experiment in which
translators annotate Spanish and simplified Chi-
nese MT output using an MQM-derived error tax-
onomy. They investigated the effect of MT er-
rors on post-editing efforts and found that accuracy
errors influence production and reading duration.
Additionally, they found that segments with MT
accuracy issues in one language combination are
likely to be difficult to translate to other languages,
which they did not find to apply for fluency errors.

Analysis of different error types is also part of
the studies carried out by Daems et al. (2017)
and Vardaro et al. (2019). However, they both



also focus on the post-editing process and involve
keystroke logging and eye-tracking. More specifi-
cally, in order to identify the MT error types with
most impact on the post-editing effort, Daems et
al. (2017) conducted a study, in which the post-
editing process of student and professional trans-
lators was recorded and analyzed from the per-
spectives of acceptability and adequacy. They find
that different types of errors affect different post-
editing effort indicators and that coherence, mean-
ing shifts and structural issues are good indica-
tors of post-editing effort. Vardaro et al. (2019)
conducted a study with translation experts from
the German department of the European Commis-
sion’s Directorate-General for Translation (DGT),
analyzing how they identify and correct different
error categories in NMT texts and the post-edited
versions of these, which showed that the most
common error types to correct are lexical errors.
Differences of eye movements across error cate-
gories were not significant.

TS & CL – Human Translation Quality (Assess-
ment) & Post-Editing: Munkova et al. (2021)
and Jia et al. (2019) both compared from-scratch
translation with post-editing of machine translated
texts, both conducting analyses on the product
and process level. Munkova et al. (2021) assess
the influence of the quality of MT output on the
translator’s performance in translating journalistic
texts. Product analysis was done as MTQA us-
ing the TAUS DQF and process analysis by mea-
suring typing time during post-editing. Findings
show that the translator’s performance is influ-
enced by MT quality and that post-editing com-
pared to human translation is more effective. Jia
et al. (2019) also compared from-scratch transla-
tion with post-editing of NMT of domain-specific
and general language texts. The translation process
and product data from 30 translation students were
analyzed based on keystroke logging and screen
recording, among other dimensions. The study’s
results regarding quality are that post-editing was
significantly faster than translating from scratch
with less cognitive effort, and that fluency and ac-
curacy of post-edited texts was equivalent to those
of translated texts.

5 Discussion

This systematic survey showed that translation
studies and machine translation have more in com-
mon in reference to translation quality than accu-

racy and fluency. A growing influence of techno-
logical advances has shifted the translation work-
flow and conceptualizations of translation qual-
ity in TS. Alongside automated metrics and post-
editing, the fit-for-purpose idea of translation qual-
ity has entered the field, shifting the burden of
defining quality from translators to clients. On
the other hand, quality criteria such as (cross-
sentence) context, comprehensibility, and read-
ability have entered the field of MT. Furthermore,
the substantial number of joint publications by au-
thors from both backgrounds indicates a conver-
gence of both fields.

The results show that in both disciplines, new
technological developments are of great interest.
TS scholars become increasingly aware that MT
can be useful in TS. In contrast, MT scholars real-
ize that comparing outputs to a reference transla-
tion or without taking the context into account has
considerable drawbacks. Publications in TS con-
tain more theoretical contributions, ideas on how
MT can be integrated in translators’ workflows,
studies on machine translation quality assessment
as well as post-editing and revision. The fairly new
concept of (machine or human) translation qual-
ity estimation seems to have not yet been consid-
ered in TS. In the field of MT, (machine or human)
translation quality estimation is the main topic in
more than half of the publications. Additionally,
a continuously strong focus on automated metrics
and technological advances can be observed. In
a nutshell, TS can still contribute a strong theo-
retical basis, quality criteria, and especially defini-
tions of translation quality to MT, while MT can
facilitate more measurable and (semi-)automated
approaches to translation quality to TS.

Several limitations of the present survey should
be acknowledged. First, its scope was limited to
41 included results, which, given the scope of the
topic, raises no claims as to completeness. In fact,
several important publications, e.g. Toral et al.
(2018) and Läubli et al. (2018), were not in the re-
sult set. Snowballing or considering citation scores
should be future amendments of the method to
counteract this issue. Secondly, categorizing pub-
lications by the authors’ scientific field is a some-
what unusual and time-intensive approach. We
opted for this approach, since we were particularly
interested in the number of publications jointly au-
thored by researchers from both fields and the view
on quality concepts by each field. An additional



subdivision of publications by the main translation
quality concept seeks to provide a transparent and
comprehensible categorization method.

6 Conclusion and Future Research

This comprehensive survey on translation qual-
ity in the field of translation studies and machine
translation showed that the main ideas in both
fields still differ slightly, with translation stud-
ies still focusing more on theoretical and less
measurable concepts and computational linguistics
more on conducting studies and developing met-
rics. While, on the whole, quality concepts in the
two fields are converging, the main challenge in
the future will still be to design quality assessment
metrics including less easily measurable criteria,
such as context and purpose. A systematic catalog
of translation quality definitions, criteria, and eval-
uations of their measurability would be interesting
in this regard. Furthermore, we suggest to include
the role of the translation industry and its view-
point on translation quality in future reseearch.
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