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SignON1 is a Horizon 20202 project, running
from January 2021 until December 2023, address-
ing the lack of technology and services for MT be-
tween sign languages (SLs) and spoken languages
(SpLs), through an inclusive, human-centric solu-
tion, contributing to the repertoire of communica-
tion media for deaf, hard of hearing (DHH) and
hearing individuals. Even though there are esti-
mates that over 70 million DHH individuals have
SLs as their primary means of communication,
SLs are often not targeted by new language tech-
nologies, due to challenges, such as the scarcity
of data and the lack of a standardized written rep-
resentation. This paper presents an update of the
project status, describing how we address the chal-
lenges and peculiarities of SLMT.

We built an MT framework between SLs and
SpLs, in all possible combinations, focusing on
Irish, Dutch, Flemish, Spanish and British SL and
on Irish, Dutch, Spanish and English SpLs (spoken
and written). To limit the computational complex-
ity and allow the effective development of compo-
nents in parallel, we develop a translation pipeline
that employs an interlingual representation (In-
terL) (Figure 1). Inputs can be an SpL utterance
in audio or text or an SL utterance in video. The
input is processed via the corresponding compo-
nent: automatic speech recognition (ASR) con-
verts audio into text; SL recognition (SLR) con-
verts SL videos into latent representations. The in-
tegration of all of these components is currently
ongoing. We develop ASR for both typical and
atypical speech, such as speech of DHH persons.
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A use case sub-project collects speech data from
this specific user group. Both conventional ‘mod-
ular’ approaches as well as more recently devel-
oped end-to-end approaches based on deep learn-
ing (DL) are employed.

SLR uses a pose estimator (Lugaresi et al.,
2019) and post-processing of the predicted key-
points. This yields robust representations: miss-
ing data are imputed and keypoints are normalised
to account for camera position. These representa-
tions are further processed into embeddings, which
are fine-tuned on SL data, using glosses as target
labels. However, we do not predict glosses but ex-
tract visual embeddings which are used as input for
the SL MT models.

We use mBART (Liu et al., 2020) for text-to-
text translation, fine-tuned to also support Irish
and SL-to-text translation, trained to work with
visual embeddings coming from SLR. We also
operationalise knowledge-based approaches. We
use Abstract Meaning Representation (AMR) (Ba-
narescu et al., 2013) as an InterL to “extract”
meaning. mBART was fine-tuned on automatically
translated versions of the AMR Bank 3.0 (Knight
et al., 2020) to create a multilingual text-to-AMR
model.3 Because of the lack of SL data we work on
a knowledge-based alternative and use rule-based
methods for data-augmentation (Chiruzzo et al.,
2022). Schuurman et al. (to appear) investigate
whether SL WordNet (“SignNets”) can be linked
to existing WordNets or whether the difference in
modality warrants its own approach.

The output of the InterL (AMR or embeddings)
is decoded into the target language. In case of
a target SL, this is a representation for avatar
movement, such as BML (Behaviour Markup Lan-
3https://huggingface.co/spaces/
BramVanroy/text-to-amr
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Figure 1: The SignON MT pipeline facilitating the translation between all supported sign and spoken languages.

guage) (Murtagh et al., 2022) or SiGML (Signing
Gesture Markup Language). In case of SpLs it is
text, which can be converted to speech through a
text-to-speech system.

To allow users acces to the SignON services,
we have developed a mobile app (for iOS and An-
droid) that has access to the SignON MT pipeline.

Development of SLR and SLMT tools is slowed
down due to resource scarcity and standardization
issues in the available data. De Sisto et al. (2022)
compare various SL corpora and machine learn-
ing datasets and propose a framework to unify the
available resources and facilitate SL research. We
have initiated a number of data collection efforts.
Vandeghinste et al. (2022) compiled a corpus of
Belgian COVID-19 press conferences, annotated
with keypoints and speech recognition, providing a
parallel VGT-NL dataset. GostParcSign (De Sisto
et al., submitted) and NGT-HoReCo are two small
datasets in which professional SL translators trans-
late VGT into Dutch and Dutch into NGT, respec-
tively. Another approach towards data collection
is through the SignON ML app, which allows SL
users to upload SL recordings and their associated
translation in a written language.

SignON is in a continuous dialogue with target
users. We regularly organize co-creation events
(e.g. round tables, focus groups, and workshops)
to receive feedback on the project’s progress,
which is then used to steer and refine further de-
velopments.

Conclusions Up till now we have conducted a
significant amount of research in the fields of SLR,
SL(M)T, SLS, ASR, (SL) linguistics, ethics, and
others. We continue the development and testing
of models as well as their validation by the com-
munity. We have co-developed the inference as
well as ML Apps. We have established a fruitful
co-creation that allows hearing, deaf and hard of

hearing professionals and potential users to work
together.

References
Banarescu, L., C. Bonial, S. Cai, et al. 2013. Ab-

stract Meaning Representation for Sembanking. In
7th Linguistic Annotation Workshop and Interoper-
ability with Discourse, pages 178–186, August.

Chiruzzo, L., E. McGill, S. Egea-Gómez, and H. Sag-
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