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Figure 1: VIST5 makes it easy for researchers and professionals to explore their data using natural language.
Users articulate their visualization preferences in a chat window, displayed in the left column. The panel lists the
responses of the dialog agent, containing both text and custom Vega-Lite visualization code. The right column
contains two visualization tools that can be controlled from the chat. At the top, a geographical map displays
geo-related plots, such as flow visualizations of wind directions. Below is a display area for Vega-Lite visualizations
that are generated based on user queries to the dataset.

Abstract

The advent of large language models has
brought about new ways of interacting with
data intuitively via natural language. In re-
cent years, a variety of visualization systems
have explored the use of natural language
to create and modify visualizations through
visualization-oriented dialog. However, the ma-
jority of these systems rely on tailored dialog
agents to analyze domain-specific data and op-
erate domain-specific visualization tools and
libraries. This is a major challenge when trying
to transfer functionalities between dialog in-
terfaces of different visualization applications.
To address this issue, we propose VIST5, a
visualization-oriented dialog system that fo-
cuses on easy adaptability to an application do-
main as well as easy transferability of language-
controllable visualization library functions be-

tween applications. Its architecture is based
on a retrieval-augmented T5 language model
that leverages few-shot learning capabilities to
enable a rapid adaptation of the system.

1 Introduction

The field of visualization has witnessed a surge of
interest in integrating dialogue interfaces into visu-
alization applications, leading to the development
of various visualization-oriented natural language
interfaces (V-NLI) (Narechania et al., 2020; Luo
et al., 2021b; Liu et al., 2021; Kim et al., 2021).
The goal of these systems is to generate visualiza-
tions from natural language queries and modify
them accordingly in interaction with the user. How-
ever, visualization applications exist in various do-
main contexts, which require specific vocabulary
to be parsed and mapped to custom functionalities.
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For example, a visualization application that helps
researchers analyze climate data will handle differ-
ent user intent and different, domain-specific visu-
alization libraries than an application in a medical
context (Srinivasan et al., 2021; Gao et al., 2015).
Certain types of visualization techniques, such as
bar charts, line charts, or scatter plots, are very
general, so they can be used in almost any domain.
Others, such as flow maps for the visualization
of wind vectors, are not and their access via the
natural language interface must be integrated with
great effort. Transferring a set of solutions, such
as successfully mapping user queries to visualiza-
tion library functions, from one V-NLI to another
without writing new code is still a challenging task.
It would be ideal if created functionality could be
transferred between V-NLI applications by simply
showing the system how to use a particular library
with a few examples.

In this paper, we introduce VIST5, a V-NLI that
helps users perform text-related visualization tasks
while being adaptive to the visualization libraries
of the application domain. The system implements
a retrieval-augmented language model trained on
a mixture of visualization-specific text generation
tasks and a large collection of general text-to-text
translation tasks. Its retrieval augmentation allows
modular extension with domain-specific user com-
mands and portability of functionality between ap-
plications. Moreover, the language model meets
the requirements of small model size, fast trainabil-
ity, and fast inference on commodity hardware. We
illustrate the adaptation to the specifics of a domain
using the example of climate data exploration.

Our contributions can be summarized as follows:

• Efficient Multi-Task Architecture. Introduc-
tion of an efficient and generic multi-task ar-
chitecture for text-related visualization tasks.

• Retrieval-Augmented Dialogue System.
The presentation of a dialog system that uses
an information retrieval component to ground
the dialog in knowledge retrieval from exter-
nal resources. This allows a smaller model
size while exploiting knowledge from exter-
nal databases.

• Modular Extensibility via Few-Shot
Paradigm. Leveraging the few-shot capabili-
ties of the language model to enable modular
extensibility and portability of user intents

between applications, as well as integration
of new custom intents in minutes.

For a demo video of the VIST5 system please visit
https://youtu.be/bsgaV7hjlGs.

2 Related Work

Natural language interfaces for data visualization
have recently emerged as a powerful combination
of visualization and NLP techniques. In their
comprehensive survey, Shen et al. (2021) provide
an overview of how natural language interaction
can be integrated into the visualization pipeline
of Card (1999). Voigt et al. (2021, 2022) elaborate
on the different visualization tasks that can be
facilitated by natural language interactions. The
resulting V-NLI pipeline is shown in Figure 2.
The following is a sequential listing of the steps in
the V-NLI pipeline paired with recent work in each
step.

Query Interpretation. Interpreting the query is
about identifying the subset of the data the user
wants to see and the actions the user wants to per-
form on the data. Setlur et al. (2016) introduced
Eviza, which leverages a probabilistic grammar
defining a rule-based interaction schema on how to
react to specific types of queries. Flowsense (Yu
and Silva, 2019), another rule-based semantic pars-
ing approach, matches special utterances and maps
them to visualizations in a data flow architecture.
Other works focus on resolving linguistic ambi-
guity and vagueness in expressions using senti-
ment analysis and word co-occurrence (Hearst
et al., 2019; Setlur et al., 2019). Recent systems
have introduced neural sequence-to-sequence ap-
proaches that translate queries directly into visual-
izations (Luo et al., 2021b). Maddigan and Susn-
jak (2023) have conducted an investigation on di-
verse prompt designs for ChatGPT (Ouyang et al.,
2022), OpenAI Codex (Chen et al., 2021), and
GPT-3 (Brown et al., 2020), demonstrating the re-
markable capability of these LLMs in producing
high-fidelity visualizations from natural language
input. Our work takes a different approach, consid-
ering that training and inferring such large models
can be expensive and hardware-intensive, making
them unsuitable for computationally constrained
use cases. Instead, we concentrate on open access,
extensibility, and modularity, offering an alterna-
tive perspective.
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Figure 2: V-NLI Pipeline. Given a user query, the data is first transformed, then mapped to visual structures, and
then displayed in a view. The user, on the other hand, uses the interface by accessing different stages of the pipeline
via language to solve a visualization task action by action.

Data Transformation. Transforming the data ac-
cording to the action specified by the user is the
next step in the V-NLI pipeline (e.g. by aggre-
gation, filtering, binning, or grouping). A set
of approaches identifies transformation functions
from visualization libraries through phrase match-
ing (Gao et al., 2015; Hoque et al., 2017; Sun et al.,
2010; Srinivasan and Stasko, 2017; Dhamdhere
et al., 2017), others make use of a common data
interface such as SQL (Zhong et al., 2017; Wang
et al., 2019; Scholak et al., 2021; Xie et al., 2022;
Qi et al., 2022).
Visual Mapping. In V-NLI systems, the mapping
from data to visual representation is usually seen in
one of two flavors: 1) the data transformation (e.g.
selection of table, column, conditions) and the gen-
eration of the visualization specification (e.g. chart
type, color) are integrated, as in ncnet (Luo et al.,
2021b), or 2) the data transformation and visualiza-
tion specification are separated, with an appropriate
visualization for the resulting data being suggested
after the query is executed (Wongsuphasawat et al.,
2015, 2016; Zhu et al., 2020; Luo et al., 2018).
Quda (Fu et al., 2020) and ADVISor (Liu et al.,
2021) use neural intent classification methods that
are more flexible for integrating custom visualiza-
tion library functions, but still have the problem
of being difficult to extend and adapt to new user
intents without retraining.
View Transformation. In current systems, manip-
ulation of visual elements in the view is primarily
enabled through other channels of multimodal in-
teraction, such as touch and gesture (Kim et al.,
2021; Srinivasan et al., 2020b), as exemplified by
InChorus (Srinivasan et al., 2020a). Orko (Srini-
vasan and Stasko, 2017) combines written or spo-
ken text input with touch gestures to manipulate
view properties, as does Valletto (Kassel and Rohs,
2018).

3 VIST5 System

The VIST5 system is composed of a language
model (Section 3.1), a dialog management
component (Section 3.2) that controls the mem-
ory and API calls to the various visualization
libraries used, and a user interface (Section 3.3).
The system architecture and the query exe-
cution process are shown in Figure 3. The
open-source code of the system is available
at https://github.com/clause-bielefeld
/VIST5.git.

3.1 Language Model

The model architecture closely aligns with T5-base
and features 12 encoder and decoder blocks with
a token embedding dimension of 768 (Raffel
et al., 2020). We employ an input context width
of 2048 tokens to match the length of the input
prompt. Natural language queries are tokenized
using the SentencePiece tokenizer from Kudo and
Richardson (2018) based on a 32,000 subword
vocabulary. In total, this results in a size of 220
million parameters. The model is quantized and
deployed in an ONNX runtime, which leads to a
small memory footprint of only 225 MB (ONNX
Runtime developers, 2018). We initialize with
pre-trained FLAN-T5-base (Chung et al., 2022)
model weights, which are obtained from the
huggingface model hub (Wolf et al., 2020).

Datasets. We fine-tune the language model using
the following datasets:

• nvbench. nvbench is the largest dataset avail-
able for the NL2VIS task (Luo et al., 2021a).
In nvbench, text queries are translated into
Vega-Lite JSON specifications. The dataset
contains a large number of 25,750 examples
from 750 data tables in 105 domains.
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Figure 3: VIST5 system architecture. An example query interpretation includes the following steps: 1) The query
is tokenized and embedded into a neural embedding vector. 2) The retrieval component returns examples relevant to
the query from long-term memory. 3) If similar examples are found, they are included in the prompt along with the
visualization state, table state and dialog history. 4) The prompt is fed into the model, which predicts an action and
arguments for that action. 5) The action is validated by the dialog management component and then executed. 6)
The output of the action is passed on to the frontend, where it leads to an update of the visualization.

• NIv2. The natural instructions dataset is used
for few-shot instruction fine-tuning (Wang
et al., 2022). The model is trained in such a
way that it first sees three similar input/output
examples in the prompt before generating a
response to the current query. This training
objective was explicitly chosen to train the T5
model on cases where few-shot examples are
available in addition to an input. The goal is to
train it to derive a solution (e.g., how to call a
particular function) based on given examples
and then apply it to the input.

• Domain-Specific Dialogs. The VIST5 sys-
tem is equipped with an online annotation
tool to capture domain-specific utterances and
commands during runtime. We employed it
to collect 300 dialog turns from researchers
exploring the system. This very small dataset
contains contextual queries from the domain
of climate science. It is used as a showcase to
demonstrate how the annotation tool can be
used to adapt the model to a specific domain.

From the above datasets, we use nvbench and the
domain-specific dialogs in their entirety. From
NIv2, we take a random sample of 50k. We then
use an NVIDIA A6000 GPU to fine-tune the lan-
guage model for four hours (one epoch).

3.2 Dialog Management
To manage the dialog, we use two additional com-
ponents. The first is the agent’s short-term memory,
which stores the status of the visualization and the
currently selected data table as well as the most
recent dialog history. The second is a long-term
memory, which is a vector database of domain-
specific few-shot examples.

3.2.1 Short Term Memory
The visualization state in our application consists
of the composition of the currently displayed Vega-
Lite chart. This is a JSON object that contains all
the properties of the visualization such as mark and
channel encodings as well as data transformations
like filters or aggregations. The Vega-Lite JSON
object is flattened and converted to a normalized
JSON string (Wes McKinney, 2010). The table
state consists of a Pandas dataframe (pandas de-
velopment team, 2020), which is serialized as the
header, followed by the first three rows. The dialog
history is stored as a sequence of query/response
pairs.

3.2.2 Long Term Memory
The main task of the long-term memory is to adapt
the application to the context of use, e.g., domain-
specific utterances, libraries, and functions that are
used during the analysis of climate data. This is
realized by storing a list of application-specific
few-shot examples. A few-shot example is an
input-output pair that contains an example user
input and the desired action, as well as the argu-
ments that the model should use to execute that
action. An example to call a function of a do-
main specific library looks like this: INPUT: show
me a heat map of temperature, OUTPUT:
action: create_heat_map; args: "column":
"temperature". During runtime, a Sentence-
Transformer (Reimers and Gurevych, 2019) is used
to encode the input query into a neural embedding
vector. Then, the cosine similarities between the
encoded query vector and all stored encoded few-
shot example vectors are computed. All examples
that exceed a similarity threshold α are kept. We
set α to a similarity value of 0.8. This ensures that
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only very relevant examples are returned. Of the
retrieved examples, the top 3 are then passed into
the prompt. If no example exceeds the threshold,
no example is returned and the model must respond
to the input without further assistance based on the
knowledge contained in its weights.

3.2.3 API Orchestration
To manage the different visualization libraries used,
all functionalities (= function names and their argu-
ments in JSON format) are listed in an action space.
The interpretation of a request from perception to
final response is as follows: Upon receiving a user
request, relevant examples are first retrieved from
long-term memory. The prompt is then assembled
from these (potentially) retrieved few-shot exam-
ples, the current visualization state as a Vega-Lite
JSON string, the table state, and the user input (see
Appendix A for details). Based on this prompt,
the model generates an action and the correspond-
ing arguments. After generation, the control loop
checks to see if the generated action exists in the
action space, and if it does, the function is called
and executed with the specified arguments. The
output of this function is then sent to the frontend,
where it causes a change in the targeted visualiza-
tion display.

3.3 User Interface

The user interface is built in HTML, CSS, and
JavaScript (see Figure 1). The backend, which
serves the website and hosts the language model
for inference, is based on fastAPI (tiangolo, 2023).
Visualization Display. The visualization area con-
sists of a geographic map onto which the climate
data is projected. To create the map the visualiza-
tion library leaflet (leaflet, 2023) is used. Below the
map, a display for Vega-Lite visualizations (Satya-
narayan et al., 2018) is provided. The visualization
is dynamically updated with new visualization spec-
ifications generated by the language model based
on user requests.
Chat Window. On the left side, there is a chat
window that contains the dialog history of the con-
versation. It allows the user to submit requests to
the system and view the exact system responses
including the generated Vega-Lite specs.
Online Annotation Tool. After receiving a re-
sponse, the user can interactively edit the created
Vega-Lite specification if desired. If a customized
Vega-Lite specification is to be used as a training
example in the future, it can also be immediately

submitted back to the system in this manner.
Data Display. The Vega-Lite display can be
switched to a data display. It shows an overview of
the selected data set with the column headers of the
data frame, their data types, and the first 1k rows
of the data set.

4 Features

The focus of the system is to provide visualiza-
tions in response to user queries to help users solve
application-specific visualization tasks as defined
by Brehmer and Munzner (2013). In the VIST5
system, this involves three main tasks: 1) trans-
lating a natural language query into a visualiza-
tion specification, 2) engaging in a domain-specific
analytical conversation by exchanging contextual
queries to gain insight into the data, and 3) cus-
tomizing a visualization specification to meet user
needs. To measure the response quality of the sys-
tem in these tasks, we conducted a user study with
24 participants. It revealed that the system pro-
vided high-quality responses to diverse visualiza-
tion requests, and that the vast majority of few-shot
requests were also successful. Of particular note is
that the users felt really engaged with the system,
as evidenced by the high average number of user
turns per dialog of 11.6. A detailed description of
the study can be found in Appendix B.

4.1 Natural Language Query to Visualization

The Natural Language Query to Visualization
(NL2VIS) task is the most prominent task sup-
ported by the system (Luo et al., 2021a). Given a
query, the system responds with a Vega-Lite speci-
fication that it believes is the best one to help users
answer their question. To demonstrate, consider
the query: "Show me Seattle’s temperature
in 2018 as a line chart". The query is en-
tered into the dialog interface and sent to the back-
end. Since the model was trained on this task,
there are no few-shot examples stored in long-
term memory for it. As a result, no examples are
added to the prompt. The prompt is then fed to
the model. The model recognizes the NL2VIS
request and generates a create_vegalite ac-
tion with the appropriate arguments "mark":
"line", "encoding_x_field": "date",
"encoding_x_type": "temporal", .... The
generated specification is then converted from a
normalized JSON string back to a JSON object,
passed to the front end, and displayed to the user.
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4.2 Analytical Conversations

Analytic conversations, consisting of a back-and-
forth of contextual queries and responses, are crit-
ical because, in data exploration, no one knows
where insights will be found until they see the
data. Often, interest in certain aspects of the data
is highly situational, leading to contextual queries.
For example, a user might first query the temper-
ature in Seattle, as in the previous example. Af-
ter viewing the output, the user is interested in
comparing this temperature curve to the city of
New York, which is on the other side of the conti-
nent. In this context, given the initial visualization,
the user might simply ask, "Okay, now add the
temperature in New York to the plot. This
request implies to the model that 1) the user wants
to keep the temperature in Seattle in the plot, 2)
the user wants to add the temperature in New York
to the plot, 3) the year of focus is 2018, and 4) it
might be better to color the curves for the two cities
differently, otherwise it will be difficult for the user
to compare the two. Extending a language inter-
face from single-turn interactions, such as NL2VIS
queries, to contextual queries greatly increases its
flexibility, since practical use is always contextual.
Visualization Customization. Since the Vega-
Lite specifications are available to the model in the
prompt, users can also customize data-only visual-
izations by adding titles, labels, changing colors, or
swapping axes on the fly. After completing their ex-
ploration, users may want to share a plot with their
colleagues to discuss an interesting trend in the
temperature curves for New York and Seattle that
they observed during the exploration. To accom-
plish this, a user could give the instruction: "Add
a title to the chart that reads Seattle
vs. New York Temperature 2018". The model
will update the plot, and once received, the user
can share the visualization with a colleague.
Domain-Specific Visualizations. The analysis of
climate data depends heavily on the interpretation
of the measurements in the context of the geograph-
ical location of a weather station. Only when the
characteristics of the environment in terms of alti-
tude, vegetation, and urbanization can be consid-
ered together with the data, reliable conclusions
can be drawn. To this end, we integrate three geo-
specific plot types to expand the range of options
available to climatologists working with VIST5.
For example, we enable marker plots of weather
stations on the leaflet map, giving the user an

overview of where weather stations are located.
A second function is the generation of heat maps,
which can be specified by naming the column in
the dataset from which a heat map is to be gener-
ated. An example would be "Show me a heat
map of precipitation". This is an instruction
that the model has never seen during training, but it
can be solved by seeing a few examples. The third
geospatial map we have integrated following this
paradigm is flow maps to visualize wind directions.
Custom Functionalities. Custom functionalities
are functions that are provided by the application
but usually have to be integrated into the language
interface by hand, otherwise, they are inacces-
sible without training data. Using the few-shot
paradigm, we integrate a function to export plots
and share them with colleagues. Furthermore, it
is possible to change the map type between satel-
lite/dark/street/hybrid, depending on the interest of
the exploration scenario. Finally, it is also possible
to ask the model to update the weather dataset with
fresh data points from the Open Meteo Weather
API (open meteo, 2023). When exploring climate
data on maps, it is particularly helpful to use large
screens. A drawback for the language interface,
in this case, is that typing-based chat is very im-
practical, as it is annoying to switch back and forth
between the keyboard and the screen. We, there-
fore, decided to include a number of voice loco-
motion interactions in the form of few-shot exam-
ples. We use a text-to-speech service based on
the VOSK library (Shmyrev and other contribu-
tors, 2022). Interactions include zoom in/out, move
left/right/up/down, and navigating to a specific lo-
cation by naming it as in "Navigate to the city
of London, please.". The map adjusts seam-
lessly and exploration can continue hands-free.

5 Conclusion

In this work, we have proposed VIST5, a system
that demonstrates the adaptation of a V-NLI to an
application domain using online annotation and
few-shot learning techniques. The system performs
a retrieval-augmented dialog by using the external
knowledge contained in few-shot examples to gen-
erate responses to user input. This makes it fast,
modular, and easily adaptable to a user-defined
domain. Unlike large language models, VIST5
focuses on small model size, fast trainability, and
fast inference on commodity hardware to meet the
needs of applications with privacy concerns or lim-
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ited computational resources. We hope that the
system will inspire the community to further im-
prove the architecture and create more applications
and datasets for visualization-oriented dialogue to
promote the combination of NLP and visualization
techniques.

Limitations

Compared to very large models such as GPT-4,
PaLM2, or ChatGPT, VIST5’s capabilities are lim-
ited to a much smaller set of tasks. The model is not
a general dialog agent like, e.g., ChatGPT and only
works on tasks for which it has been trained, or if
it is provided with sufficient few-shot examples by
the retrieval mechanism. We see this limitation as
a clear trade-off that the application developer has
to make between the size of the model that can be
used in their application and the model properties
that are needed for the current application.

A second limitation we see is the collision of
similar few-shot examples when the number of
tasks to be integrated via the few-shot paradigm
becomes very large. This can lead to the retrieval
mechanism not always returning the optimal exam-
ples and thus providing the model with incorrect
starting points that reduce the response quality. A
possible compromise here could be to fine-tune the
sentence transformer model on the large set of few-
shot examples to ensure that the optimal examples
are always retrieved.

A third limitation we see is the limitation of the
model to generate complete visualization specifi-
cations only from the Vega-Lite visualization li-
brary. Adding functionality from other visualiza-
tion libraries such as D3.js or Observable Plot is
possible via the few-shot paradigm, but the longer
the visualization specifications to be generated, the
more error-prone the few-shot approach becomes
for small models such as T5-base (e.g., large Vega-
Lite specifications can contain more than a hundred
properties). We see three approaches as promising
directions for the future: 1) visualization specifica-
tions for general plots, e.g. bar charts, are speci-
fied in a library-independent way and can then be
parsed from the general specification into the re-
spective library, 2) methods for integrating code
documentation of specific libraries into the prompt
and making it usable so that even small language
models can benefit from it need to be explored, 3)
for large plot specifications of specific visualization
libraries, training data needs to be generated either

by humans or (depending on quality requirements)
by larger models, e.g. GPT-4.

Ethics Statement

The nvbench and NIv2 datasets, as well as the
T5 and FLAN-T5 models, are available for re-
search and non-commercial use. We explicitly
state that the intended use of our model is to as-
sist researchers and domain experts in their data
exploration procedures by allowing them to eas-
ily generate visualizations from natural language
descriptions. The reliability of the generated vi-
sualizations and their one-to-one correspondence
with the underlying data set must always be verified
by the user of the VIST5 system. The language
model generates visualizations based on the input
query and the information contained in the prompt,
within its capabilities. During generation, misin-
terpretations or misapplied data transformations
may occur, leading to incorrect results. Therefore,
we encourage users not to take the results gener-
ated by the model for granted, but to verify the
generation process by always double-checking the
specifications provided in the chat window for the
generated visualizations and making sure that they
make sense in the current context given the query
and dataset at hand.
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A Prompt Design

The prompt is assembled as a sequence of the visu-
alization state and the table state. Below that we
put the dialog history, followed by a new line sig-
naling the new input query. After the input query,
relevant examples from long-term memory are dis-
played. A visual summary of the prompt design
can be seen in Figure 4.

Figure 4: Example prompt of the VIST5 language
model. Blue: The visualization state contains the stringi-
fied Vega-Lite specification. Black: The table state con-
tains a stringified version of the column header and the
first three rows of the Pandas data frame of the currently
used dataset. Green: The conversation history contains
up to eight previous turns in the dialog. Red: The new
input field contains the current user query. Purple: The
examples section contains up to three possible retrieved
few-shot examples from long-term memory. Orange:
The word OUTPUT is the last word entered into the model,
signaling the start of the generation process. The subse-
quent action and arguments are possible outputs to be
generated by the model given the preceding prompt.

B Evaluation

We evaluated the system by conducting an active
user study engaging 24 users with the VIST5
dialog assistant. The user study was conducted
with people of academic background (58.3% male,
37.5% female, 4.2% prefer not to say). 8.4% of
the participants are in NLP, 54.2% are in Visualiza-
tion, 20.8% are in climate science, and 16.6% are
people from other fields subsumed under ’Others’.
62.5% of the participants were between the ages
of 20 and 30, 29.2% were between 30 and 40, and
8.3% were between 40 and 50. 29.2% had less than
three years of experience in their domain, 37.5%
between three and five years, and 33.3% more than
five years.

B.1 Method

The main goal of our study was to find out:

1. The quality of the answers given by the system
with respect to the different types of queries
in the NL2VIS task.

2. The system’s response quality on few-shot
tasks.

We put participants into a task-oriented dialog sit-
uation. Users were given the option to choose
from a set of seven different climate data sets. To
generate goals for users to achieve with the sys-
tem, we generate visualization tasks from the pool
of common low-level visualization tasks specified
by Amar et al. (2005): : characterize distribu-
tion, compute derived value, correlate, determine
range, filter, find extremum, find anomalies, clus-
ter, retrieve value, sort. Every user is randomly
assigned two of those tasks. A low-level visual-
ization task is presented to the user as a general
instruction, e.g., to filter the dataset according to a
certain condition. The user must then try to solve
the task by interacting with the chatbot. Further,
every participant was assigned one few-shot task
from the pool of few-shot categories: custom visu-
alization, custom functionality, locomotion which
each is comprised of several few-shot tasks, but we
are mainly interested in the response quality per
category. The custom visualizations that can be
created are marker plots, heat maps, flow visual-
izations. Custom functions to be invoked include
exporting visualizations, changing map style, and
updating the dataset. Locomotion few shot tasks
include zooming in/out, moving left/right/up/down,
and navigating to a city of choice. To solve a task,
a user can ask as many questions as necessary. Dur-
ing the interaction, users are prompted to rate the
quality of each response from the chatbot on a Lik-
ert scale from 1 (poor) to 5 (very good), i.e. how
appropriate the response was given the query. In
addition, users are asked to provide textual feed-
back on what they consider to be particularly good
or bad answers. This helps us understand these ex-
treme cases better in hindsight and learn from them.
Before the study began, users were shown a video
of a short sample conversation (less than 10 turns)
between a user and the chatbot, explaining how to
rate responses and where to provide feedback.

Once all tasks have been completed, we allow
the participants to explore the system freely in an
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Figure 5: Results of the user evaluation on the ten low-
level tasks of Amar et al. (2005): a) characterize the
distribution, b) compute a derived value, c) correlate,
d) determine range, e) filter, f) find extremum, g) find
anomalies, h) cluster, i) retrieve value, j) sort. The mean
is provided in the first row of the table below, std in the
second.

unbounded way. The unconstrained interaction
helps us get additional feedback for a broader hori-
zon of uses that we may not have thought of be-
fore. This feedback is interesting for guiding future
work.

B.2 Results

All in all, we collected a set of 279 dialog turns
from the users during the study. The average di-
alog has a number of 11.6 user turns, which is
higher than the average number of user turns in
current task-oriented dialog datasets such as Multi-
WOZ (Budzianowski et al., 2018).
NL2VIS Tasks. The results on the low-level visu-
alization tasks are shown in Figure 5. The mean
Likert score across all tasks is 3.82. The standard
deviation across all tasks is 1.53. The mean for
each task is shown in the first row of the table in
Figure 5, and the standard deviation is shown in the
second row. We can see that the mean score for the
tasks compute derived value, determine range, find
extremum, find anomalies, retrieve value and sort is
very high, with an average value above 4. This tells
us that the system provides high-quality responses
for these subsets of low-level visualization tasks.

Tasks like characterize distribution, correlate,
filter and cluster have an average value above 3,
but also show a larger standard deviation. This
shows that for these tasks the response quality
varies more between appropriate and inappropri-
ate responses, but the tendency is towards positive
responses. Overall, the system does not perform
below average on any of the tasks.
Few-Shot Tasks. The results on the few-shot tasks
are shown in Figure 6. The average rating over all

Figure 6: Results of the user evaluation on the three few-
shot task categories: k) custom functionality, l) custom
visualization, m) locomotion. The mean is provided in
the first row of the table below, std in the second.

tasks is 3.77. The standard deviation over all tasks
is 1.65. The mean for each task is shown in the first
row of the table in Figure 6, and the standard devi-
ation is shown in the second row. We can see that
the means for the custom visualization task and the
locomotion task are very high with values above
4. This shows that the system had no problems
finding out how to create custom visualizations on
the leaflet map and navigating it based on a few
examples. The mean scores for the custom func-
tionality task are above 3 and show higher standard
deviations, indicating that the response quality is
more variable for this few-shot category. We found
a possible explanation for this in the vulnerability
of the few-shot paradigm to typos. In particular,
typos when changing the map type or selecting
column names cause problems because the system
usually passes the arguments as they are given in
the input to the function, which then leads to errors
in execution. The integration of a spell checker
or the use of system-initiated check questions in
case of uncertainty are possible levers for future
improvements in this respect.

Overall, the system always scores above the
mean of 3 for all tasks. This shows that, on average,
users found the responses to be helpful. However,
it also shows that while the system performed well
on the majority of responses, it did not perform
optimally on all inputs.
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