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Abstract

Inverse Text Normalization (ITN) involves rewriting the verbalised form of text from spoken transcripts to its corresponding written form. The task inherently expects challenges in identifying ITN entries due to spelling variations in words arising out of dialects, transcription errors etc. Additionally, in Tamil, word boundaries between adjacent words in a sentence often get obscured due to Punarchi, i.e. phonetic transformation of these boundaries. Being morphologically rich, the words in Tamil show a high degree of agglutination due to inflection and clitics. The combination of such factors leads to a high degree of surface-form variations, making scalability with pure rule-based approaches difficult. Instead, we experiment with fine-tuning three pre-trained neural LMs, consisting of a seq2seq model (s2s), a non-autoregressive text editor (NAR) and a sequence tagger + rules combination (tagger). While the tagger approach works best in a fully-supervised setting, s2s performs the best (98.05 F-Score) when augmented with additional data, via bootstrapping and data augmentation (DA&B). S2S reports a cumulative percentage improvement of 20.1 %, and statistically significant gains for all our models with DA&B. Compared to a fully supervised setup, bootstrapping alone reports a percentage improvement as high as 14.12 %, even with a small seed set of 324 ITN entries.

1 Introduction

Inverse Text Normalisation (ITN) is a text-rewriting approach that converts the verbalized form of text in spoken conversational systems to its written form.¹ The written and verbalised forms often diverge in their surface-forms (van Esch and Sproat, 2017; Sproat et al., 2001). Such words, henceforth to be referred to as ITN entities, typically include numbers, dates, money, etc. At large, such categories are referred to as semiotic classes (Taylor, 2009). ITN is generally perceived as a task for improving text-readability for any language (Sunkara et al., 2021). However, recent research suggests that identifying ITN entities may additionally improve the performance of systems designed for downstream NLU tasks (Thawani et al., 2021; Pouran Ben Veyseh et al., 2020; Sundararaman et al., 2022). In this work, we identify and address the challenges in developing ITN systems for a low-resource and morphologically rich agglutinative language, Tamil.

We primarily consider four different categories of ITN entities, in our task. Three of them are numerals belonging to semiotic classes (Sproat et al., 2001) and the fourth one is linguistic phrases denoting temporal expressions. The three numerical categories are MONEY, DATE AND TIME, and OTHER numerical values. TEMPORAL expressions, though typically do not require a rewrite, are also considered as an additional category in our task. For instance, consider the statement ‘I will pay by the end of this month’. While the temporal expression ‘end of this month’ may not require a rewrite for readability, the information it conveys is similar to that one would expect from ITN entities, such as ‘30th May’. Hence, such expressions are also identified, for further downstream processing.

Tamil is a morphologically-rich agglutinative classical Dravidian language, widely spoken in India, Sri Lanka, etc. (Eberhard et al., 2022; Kolipakam et al., 2018). Table 1 demonstrates various such affixation for ‘muppattañcu’, the written form of the numeral 35. Here, rows 7-8 and 9-10 in Table 1 portray affix synonymy (Deo, 2007). Further, the boundaries between the adjacent words in a Tamil sentence may be obscured due to Punarchi, owing to phonetic transformations at these boundaries (Sastri, 1934). The obscured word boundaries may

---

¹In speech systems, text normalisation (TN) is a step performed prior to text synthesis, where written form of the text is converted to its verbalised form. ITN does the inverse of TN, typically during speech recognition and hence named accordingly.
Table 1: Surface-forms due to Inflection and Clitic for ‘muppattañcu’, the written form for 35,

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Inflected form</th>
<th>English Translation</th>
<th>Morphological Segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>muppattañcuñkalā</td>
<td>is it thirty-five</td>
<td>muppattañcu + ñkalā</td>
</tr>
<tr>
<td>2</td>
<td>muppattañcukku</td>
<td>for thirty-five</td>
<td>muppattañcu + kku</td>
</tr>
<tr>
<td>3</td>
<td>muppattañcīl</td>
<td>in thirty-five</td>
<td>muppattañcu + il</td>
</tr>
<tr>
<td>4</td>
<td>muppattañcukkula</td>
<td>within thirty-five</td>
<td>muppattañcu + kkuḷa</td>
</tr>
<tr>
<td>5</td>
<td>muppattañcuvāṭṭi</td>
<td>thirty-five times</td>
<td>muppattañcu + vāṭṭi</td>
</tr>
<tr>
<td>6</td>
<td>muppattañcukkunkuṭa</td>
<td>even at thirty-five</td>
<td>muppattañcu + kkunkuṭa</td>
</tr>
<tr>
<td>7</td>
<td>muppattañcume</td>
<td>all of thirty-five</td>
<td>muppattañcu + me</td>
</tr>
<tr>
<td>8</td>
<td>muppattañcayum</td>
<td></td>
<td>muppattañcu + aiyum</td>
</tr>
<tr>
<td>9</td>
<td>muppattañcām</td>
<td>thirty-fifth</td>
<td>muppattañcu + ām</td>
</tr>
<tr>
<td>10</td>
<td>muppattañcāvatu</td>
<td></td>
<td>muppattañcu + āvatu</td>
</tr>
</tbody>
</table>

lead to ambiguity in identifying individual words from a joint form. An ITN entity may undergo Punarchi with other unrelated non-ITN words. Consider a Tamil sentence, “İnta māṭattavan. ai mup-
patarāiyirattiyëntūṭi muppattañcīruvū.”. Here, the phrase ‘inta māṭa’ (this month) is an ITN entity. However, the word ‘māṭa’ (month) undergoes Punarchi with an unrelated word ‘tavan. ai’ (install-
mont) to form ‘māṭattavan.ai’. Hence, the word inta and the substring ‘māṭa’ from ‘māṭattavanai’ needs to be identified as the ITN entity.

Identifying temporal expressions poses several challenges. One, temporal expressions may af-
fect other related words in a sentence (Vashishtha et al., 2020), such as the tense of the verb. Fur-
ther, a temporal expression may be represented as multiple words, with unrelated words appearing in between the expression. Hence, a single en-
tity may be formed by multiple non-contiguous spans. Consider the sentence ‘nālaiiku kālaila nīnka aṅcu māṇikkuḷa īnka vantuṅṅka’. Here, the word ‘nīnka’ (you) appears between four words that collectively represent a single temporal expression ‘nālaiiku’ (tomorrow) ‘kālaila’ (morning) ‘aṅcu māṇikku’ (5 ’O clock). The combination of Punarchi, inflection, clitics, dialects, and potential transcription errors make identifying ITN entities a challenging task in Tamil.

ITN systems typically are developed using rule-
based systems (Neubig et al., 2012), neural text rewriting methods (Zhang et al., 2019), or a combination of neural taggers followed by rule-
based methods (Tan et al., 2023). A purely rule-

2translation: ‘This month’s instalment is ₹31,835.’
3māṭa + tavanai → māṭattavanai
4translation: ‘You may come here at 5 AM tomorrow morning’.

based approach may be challenging for Tamil, due to the aforementioned characteristics of the language. Hence, we explore three different neural approaches, a sequence-to-sequence model (Xue et al., 2022), a non-autoregressive text-editor model (Mallinson et al., 2020) and a combination of neural tagger (Conneau et al., 2020) with rules.

We leverage pretrained large language models for fine-tuning these models for our task. However, Tamil is a low-resource language. Hence, we addi-
tionally explore data augmentation and bootstrapping to obtain additional data to train our models. Specifically, we perform data augmentation by ob-
taining a substitution matrix of common spelling variations, generating verbalised forms of numer-
als, and identifying temporal expressions from public-

licy available corpora. For bootstrapping, our de-
fault setting involves a human-in-the-loop (HitL) approach for candidate verification at each itera-
tion. We compare the default setting with two other experimental setups, a) a fully automated setup replacing HitL with a number classifier, and b) a warm start scenario with a seed set many times larger than the default setup.

Our major observations from this work are:

1. The seq2seq model reports the best overall score with an F-Score of 98.05, a 2.06 % in-
crease from that of the tagger+rules system. However, in the fully supervised setting, and also with bootstrapping, the tagger+rules sys-
tem outperformed others.

2. Bootstrapping, irrespective of the three vari-
ants, reports significant performance improve-
ments for all three models, compared to a fully

supervised setup. The percentage improve-
ments range from 9.13 to 14.12 %.
3. Data-augmentation alone contributes to more than half of our training data. It leads to statistically significant improvements. Seq2seq reports the highest gain and the tagger reports the lowest, with percentage improvements of 5.24% and 0.74% respectively on top of the gains made on bootstrapping.

2 ITN Models

ITN is a monotone sequence transduction task where the input and output sequences typically have considerable lexical overlap and generally follow monotonicity in their alignments (Schnober et al., 2016; Krishna et al., 2018). Here, we formulate the task in three different setups. a) A sequence tagger (Conneau et al., 2020) coupled with a rule-based system; b) A seq2seq model (Xue et al., 2022; Raffel et al., 2020); c) A non-autoregressive text-editor (Mallinson et al., 2020).

Table 2 shows a sample input sequence, previously discussed in Section 1. Irrespective of the setup we use, the input and outputs do not change, though there may be intermediary outputs depending on the systems involved in each setup. We focus not only on improving text readability but also to identify ITN entities for downstream processing. Hence, the ‘final output from the system’ contains both the verbalised forms as well as the corresponding rewrites generated. Moreover, the verbalised form of the ITN entities is enclosed within the ‘{’ and ‘}’ markup. Similarly, its corresponding rewrite is generated and enclosed within the [‘] and [‘]’ markup. Non-ITN words are devoid of any markups. Finally, those markup blocks suffixed with a ‘#’, along with non-ITN words, remain in the ‘final sentence with improved readability’.

2.1 Sequence-Tagger with Rules

We first identify text spans that form ITN entities and then perform deterministic rule-based transformations based on the label set of the tagger. We follow a tagging scheme inspired by the IOBES and BILOU scheme (Ratinov and Roth, 2009; Lester, 2020) for our tags. We altogether have a label set of 94 labels, 47 of them are used for representing temporal expressions and the rest are used for representing the other three numeral categories.

Figure 1 illustrates the tagging sequence for a given input sentence. Here, non-entity tokens (subwords) are tagged with the ‘O’ tag. Since we need the entity tags for rewrite, we need to identify the exact values of the numerals involved and that can potentially lead to an infinite set of possible values. Hence, the numeral entities are decomposed into sub-units. We consider each whole number from 0 to ten as a separate label. Further, place values from units to a trillion, and additionally place values adopted in the Indian numbering system such as ‘lakh’ (hundred thousand) and ‘crore’ (ten million) are also considered.

Consider the verbalised form of ₹31,835, which is ‘muppattorayirattiyenuttimuppattañciruvä’. 31,835 is decomposed\(^5\) into multiple units and its verbalised form is tagged with the labels 30, 1, 1K, 8, 1C, 30, and 5. Here, 1K and 1C are place values denoting a thousand and a hundred respectively. Inspired by the BILOU scheme, The first token of each unit is prefixed with ‘B-’, any interior token of a unit is prefixed with ‘I-’, and a token that fully covers a sub-unit is prefixed with ‘U-’. The last token of a whole entity is prefixed with ‘L-’, though the final token of each sub-unit is not separately marked. Finally, there may be subwords that overlap the text portion of two separate units due to Punarchi. For instance, ‘iyêt’ in Figure 1 represents one such case where the ‘i’ is part of ‘iyêtirrattiyenuttimuppattañciruvä’ and ‘y’ is the common string created due to Punarchi and the remaining is part of the string representing 8. For the token, we assign it the label ‘U-8’, as otherwise, there would be representation for the number 8 in the sequence.

\(^5\)(30 + 1) × 1000 + 8 × 100 + 30 + 5

<table>
<thead>
<tr>
<th>Input</th>
<th>inta mätattavanai muppattoräiyirattiyenuttimuppattañciruvä</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final output from system</td>
<td>{Inta màta}# [this month] tavanai {muppattoräiyirattiyenuttimuppattañciruvä} [₹31,835]#</td>
</tr>
<tr>
<td>Final sentence with improved readability</td>
<td>Inta mätattavanai ₹31,835</td>
</tr>
</tbody>
</table>
2.2 Non-autoregressive Text Editor

We follow FELIX (Mallinson et al., 2020; Rothe et al., 2021), a non-autoregressive text editor model. It consists of a tagging model and an insertion model both of which can be trained independently. Given an input sequence \( s \), the corresponding final output sequence from the system \( y \) is generated based on the conditional probability: 

\[
p(y|s) = p_{ins}(y|y^m)p_{tag}(y^t|s)
\]

Here, \( y^t \) is the output of the tagging model. \( y \) is the final output from the system based on a masked sequence \( y^m \) as input to the insertion model. The masked sequence is determined using the predictions from the tagging model. The tagger predicts the labels to either retain (R) or delete (D) the tokens. Further, a source token is tagged either with an R-Ins\(K\) or D-Ins\(K\), where the ‘R’/‘D’ in it is the decision for the current token and \( K \) is the number of tokens to insert after it.

Figure 2 shows the predictions from the tagging model, i.e., \( y^t \). Based on the tags in \( y^t \), a sequence \( y^m \) is obtained. Here, those tokens tagged with R and R-Ins\(K\) are retained. The tokens tagged with D and D-Ins\(K\) are also made part of \( y^m \) but are enclosed within a special marker to indicate that those tokens need to be deleted. Finally, depending on the value of \( K \)’s predicted, the corresponding number of \( MASK \) tokens are also inserted into \( y^m \). The sequence corresponding to the ‘Final output from system’ row in Table 2 is then generated by the insertion model based on \( y^m \) as input.

2.3 Seq2Seq model

We use a standard auto-regressive formulation, maximising the output sequence likelihood with teacher forcing (Sutskever et al., 2014; Cao et al., 2021). Here, similar to FELIX, we directly predict the desired written form, the final output from the system as shown in Table 2.

3 Dataset Generation

Tamil being a low resource language, we employ both bootstrapping (Yarowsky, 1995) and data augmentation (Feng et al., 2021) for obtaining the training data for the task.

3.1 Bootstrapping

Expanding from a small seed set of ITN entities we iteratively create labeled instances from a large set of unlabelled ASR transcriptions. The seed set is ensured to contain at least one verbalised for each of the 102 labels (§2.1), such that these can be combined to form complex ITN entities.

Approximate string matching approaches such as Jaro (Jaro, 1989) and Jaro-Winkler (Winkler, 1990; Cohen et al., 2003) are used to expand our seed set. Matching words are then validated either using a human-in-the-loop (HitL) approach or with a fully automated approach using a classifier. For the latter, a numeral classifier is built that learns to identify verbalised forms of text belonging to valid numerals Johnson et al. (2020).

3.2 Data-Augmentation\(^6\)

To enrich our training dataset, we utilize data-augmentation techniques in three key areas. To handle spelling variations in transcripts caused by transcription errors, agglutination, and Punarchi, we create a substitution matrix of character n-grams (up to 3-grams) based on matched entity pairs from bootstrapping. Numerals are augmented using Tamildict\(^7\), with suffixes added based on the substitution matrix for proper date/time formats. We introduce sentences with temporal expressions by aligning corresponding Tamil phrases using a multilingual word aligner (Jalili Sabet et al., 2020).

\(^6\)We elaborate on each of the following augmentation strategies in the appendix (§A.2)

\(^7\)https://www.tamildict.com/
4 Experiments

4.1 Data collection

For bootstrapping, we collect 203,187 raw-ASR transcriptions from code-mixed Tamil-English telephonic conversations, with 22.7% token share in English. Here, we utilize publicly available resources for data generation (§3;), such as Tamildict, ShabdKosh9, Encyclopedia10, Tyagi et al. (2021), Kakwani et al. (2020), Ramesh et al. (2022).

Seed Set: By default, we assume a cold-start HitL bootstrap setting, where the seed set contains 324 commonly used ITN entries in Tamil and English. These entries are obtained based on the labels based on inputs from native speakers. Additionally, we experiment with a warm start scenario with 10,000 ITN words, including entries from the cold-start setting, Tyagi et al. (2021), and the rest from Tamildict.

Train splits: The training dataset consists of 30,417 sentences exactly matching the (cold-start) seed ITN phrases, 24,632 additional sentences from HitL bootstrapping, and 66,713 sentences from data augmentation, including temporal expressions and numerals.

Validation and Test Splits: We use 2,000 sentences for validation and 5,000 sentences for the test split, which are verified and corrected by Tamil speakers.

Number Classifier: Using warm-start seed set and equivalent negatives, we train the classifier. Cold start: 3,623 ITN-entries, 28,520 additional sentences. Warm start: 8,129 ITN-entries, 60,948 additional sentences.

Metrics: We evaluate using micro-averaged Precision, Recall, and F1-Score. Edit-distance based word-error rates are assessed for ITN entities and non-ITN words (Sunkara et al., 2022) using the ‘Final output from system’ (Table 2).

Systems: XLM-Roberta is fine-tuned for the tagger (Tagger), Mallinson et al. (2020) for the text editor (NAR), and byT5 (Xue et al., 2022) for seq2seq setup (S2S). We use XLM-Roberta as the base model for the NAR (Mallinson et al., 2020).

4.2 Results

Table 3 shows the performance of all the three systems we consider. S2S currently outperforms others in all the metrics. We find that NAR performs worse than both the other systems. It reports an entity F-Score of 92.45 as against that of 98.05 and 96.07 from the S2S and the tagger respectively. When predicting entities, all the systems report higher precision than recall scores. Given the diverse decoding strategies adopted in these systems, we also compare the error rates between the final predicted sequence and the ground truth sequence. S2S remains closest to the ground truth, both in the prediction of ITN entities and the non-ITN words with an I-WER (IW) of 2.46 and N-WER (NW) of 0.18 respectively. Table 3 also shows the IW and NW for all three systems.

Category Level Predictions: Table 4 reports the category-level performance (F-Score) of all the systems we consider in this work. S2S currently outperforms others in all the categories. Here, all the systems report their lowest scores in the Money category. We observe that among the mispredictions in the Money

\[\text{System} \mid \text{P} \mid \text{R} \mid \text{F} \mid \text{IW} \mid \text{NW}\]

<table>
<thead>
<tr>
<th>System</th>
<th>P</th>
<th>R</th>
<th>F</th>
<th>IW</th>
<th>NW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tagger</td>
<td>97.46</td>
<td>94.72</td>
<td>96.07</td>
<td>5.69</td>
<td>0.42</td>
</tr>
<tr>
<td>NAR</td>
<td>93.29</td>
<td>91.62</td>
<td>92.45</td>
<td>8.28</td>
<td>0.59</td>
</tr>
<tr>
<td>S2S</td>
<td>98.62</td>
<td>97.48</td>
<td>98.05</td>
<td>2.46</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 3: Overall results for ITN.

\[\text{Following Dror et al. (2018), we perform pairwise t-tests and observe that all the scores reported are statistically significant (p < 0.05) unless otherwise stated.}\]
Table 4: Category level results (F-Score)

<table>
<thead>
<tr>
<th>Category</th>
<th>Tagger</th>
<th>NAR</th>
<th>S2S</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MONEY</strong></td>
<td>92.72</td>
<td>89.38</td>
<td>97.13</td>
</tr>
<tr>
<td><strong>DATE AND TIME</strong></td>
<td>96.65</td>
<td>92.79</td>
<td>98.81</td>
</tr>
<tr>
<td><strong>OTHER Numerals</strong></td>
<td>96.13</td>
<td>93.67</td>
<td>98.63</td>
</tr>
<tr>
<td><strong>TEMPORAL</strong></td>
<td>95.59</td>
<td>93.39</td>
<td>97.82</td>
</tr>
</tbody>
</table>

Table 5: Results (F-Score) by incrementally adding data via bootstrapping and data-augmentation.

<table>
<thead>
<tr>
<th>Size</th>
<th>Tagger</th>
<th>NAR</th>
<th>S2S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact Matching 30K</td>
<td>87.39</td>
<td>82.58</td>
<td>81.64</td>
</tr>
<tr>
<td>Bootstrapping +24K = 54K</td>
<td>95.37</td>
<td>90.28</td>
<td>93.17</td>
</tr>
<tr>
<td>Data Augmentation +66K = 120K</td>
<td>96.07</td>
<td>92.45</td>
<td>98.05</td>
</tr>
</tbody>
</table>

Table 6: Results (F-Score) for the three different bootstrapping setups

<table>
<thead>
<tr>
<th>System</th>
<th>Cold Start</th>
<th>Warm Start</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human-in-the-Loop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classifier</td>
<td>Classifer</td>
<td></td>
</tr>
<tr>
<td>Tagger</td>
<td>95.37</td>
<td>94.49</td>
</tr>
<tr>
<td>NAR</td>
<td>90.28</td>
<td>89.36</td>
</tr>
<tr>
<td>S2S</td>
<td>93.17</td>
<td>92.54</td>
</tr>
</tbody>
</table>

Impact of Bootstrapping and Augmentation:

While Tagger reports the best scores in the fully supervised setup and in bootstrapping, S2S reports the overall best score (98.05) after data augmentation. As observed in several other tasks that use encoder-decoder models (Gu et al., 2018), we hypothesise that the increased data due to augmentation leads to improvements for the S2S model. As shown in Table 5, all the systems improve their performance after both bootstrapping and data augmentation. Here, S2S reports the highest percentage improvement after both steps. It has a percentage improvement of 14.12 after incorporating Bootstrapping and a further percentage improvement of 5.24 after data augmentation.

Bootstrapping Setups:

Table 6 reports the performance of all the systems in 3 bootstrapping setups. Exact matching even with the large warm-start seed set of 10,000 entries reports an F-Score of only 88.42 for the tagger, highest of the three systems. However, even a cold start fully-automated ‘classifier’ setup in bootstrapping, reports significant improvements to all the models with 89.36 being the lowest F-Score reported (for NAR). HitL setup, our default configuration, reports statistically significant gains compared to the ‘classifier’ setup in the cold-start setting. Here, tagger’s performance in the ‘classifier’ setup, decreased to an F-Score of 94.49, from 95.37, and that of the S2S decreased to 92.54, from 93.17. However, in the warm-start setting, the ‘classifier’ setup surpasses the HitL cold-start setup. Here, both NAR and S2S leads to statistically significant improvements whereas tagger reports a higher score, though not statistically significant.

5 Conclusion

Our work focuses on developing a neural ITN system for a morphologically-rich agglutinative language, Tamil. Tamil is a morphologically productive language with rich agglutination, which along with Punarchi leads to high degree of surface-form variation in the utterances generated. We observe that both bootstrapping and data-augmentation for data generation help improve the performance of all the three systems we experimented with. S2S reports the highest gain. It surpasses tagger and reports the best score, when using data from data generation. Without data augmentation, Tagger reports the best scores in all the other settings. Even in a cold start setting, we observe that a fully automated candidate verification can lead to performance improvements in these models. However, our HitL cold start setting or alternatively the fully automated solution in the warm start setting has shown to further improve the performance of these models. Overall, we find that both seq2seq and tagger models perform satisfactorily for our use cases and helps in downstream applications.

Limitations

Our work’s scope is currently focused on a limited set of semiotic classes, three of those focusing specifically on numerals. In future, we would like

---

12None of the setups include data from data-augmentation.
to expand to other semiotic classes such as abbreviations and acronyms. Similarly, we currently focus only on text-rewriting and identification of ITN entries. However, we believe joint modelling of other related tasks such as grammatical and spelling error correction, punctuation restoration etc. may benefit the performance of all the tasks. We leave this for future work.
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A Dataset Generation

In this appendix, we provide additional details regarding the generation of the data discussed in Section 3.

A.1 Detailed Bootstrapping Process

To obtain the training data, we employ bootstrapping, combining it with data augmentation for better coverage. Initially, we curate a seed set of ITN entities that contains all the basic forms of entities required for the task. We also collect synonyms and paraphrases for non-numeral entries in the seed set. To identify spelling mistakes, inflectional variants, and Punarchi-related variations, we use approximate string-matching, including Jaro and Jaro-Winkler similarities.

In the bootstrapping process, we match seed entries with text spans in the transcripts using Jaro and Jaro-Winkler similarities, generating two sorted lists of top-matching entries. The candidates from these lists need to be filtered based on their validity before adding them to the seed set for the next iteration. We have two filtering options: the human-in-the-loop (HitL) approach and the classifier-based automated step.

In the HitL approach, candidates are verified manually by a Tamil speaker and then added to the seed set. For the automated step, we build a numeral classifier that identifies verbalized forms of valid numerals. We use a feed-forward classifier with pretrained embeddings to encode the input. Training data for the classifier consists of valid numeral sequences as positive examples and other verbalized text forms as negative examples. Additionally, we generate invalid numeral sequences as further negative examples.

By employing bootstrapping and data augmentation, we iteratively expand the seed set and obtain a large labeled dataset for training our sequence tagger.

A.2 Detailed Data-Augmentation

In this appendix, we provide a comprehensive explanation of the methodologies and implementation details for each data-augmentation technique used in our research.

Spelling Variations: Spelling variations in transcripts, encompassing transcription errors, agglutination variations, and Punarchi effects, can significantly influence the performance of language models. For addressing these variations, we employ a substitution matrix approach. We delve into the creation of the character n-gram substitution matrix, explaining how it is derived from entity pairs matched during the bootstrapping process. Furthermore, we describe the alignment of character n-grams and the aggregation process to identify the most likely substitutes.

Generating Numerals: Numerals are an essential component of many linguistic tasks. We present the process of generating numerals using the Tamildict\textsuperscript{13} resource and demonstrate how we incorporate them into transcript sentences containing other numerals. The addition of appropriate suffixes based on the substitution matrix is explained in detail, as well as the constraints we implement to ensure proper date and time formats.

Temporal Expressions: To augment our dataset with sentences containing temporal expressions, we elaborate on our approach using publicly available corpora. We discuss the collection of common temporal expressions in Tamil and English and provide insights into extracting relevant sentences from the corpora. Additionally, we delve into the alignment of English-Tamil sentence pairs using a multilingual word aligner (Jalili Sabet et al., 2020), en-

\textsuperscript{13}https://www.tamildict.com/
suring the extraction of aligned and contextually relevant temporal expressions in Tamil.

By providing detailed methodologies in the appendix, readers can gain deeper insights into our data-augmentation techniques and understand their impact on improving the quality and effectiveness of our trained language model.

B  Data Collection for Bootstrapping

In this appendix, we provide additional details regarding data collection discussed in Section 4.1. For bootstrapping our ITN extraction training data, we collected a total of 203,187 raw-ASR transcriptions from an in-house speech collection. These transcriptions are derived from code-mixed Tamil-English telephonic conversations, with a token share of 22.7% in English. To further enhance the dataset, we utilized various publicly available resources, including:

- Tamil Text-Normalization Corpus: We leveraged a Tamil text-normalization corpus (Tyagi et al., 2021) to obtain additional data for our task.

- Unlabelled Tamil Corpus: Another publicly available unlabelled Tamil corpus (Kakwani et al., 2020) was utilized for data generation.

- Parallel Tamil-English Corpus: We incorporated data from a parallel Tamil-English corpus (Ramesh et al., 2022) to augment our dataset.

- Tamil and English Dictionaries: We utilized resources such as Tamildict\textsuperscript{14}, Shabdkosh\textsuperscript{15}, and Encyclopedia\textsuperscript{16} to enrich the data.

**Seed Set Curation:** For our cold-start scenario, we curated a seed set containing 324 commonly used ITN entries in both Tamil and English. This seed set was carefully verified using the aforementioned dictionaries and encyclopedias. In the warm-start scenario, we expanded the seed set to include 10,000 ITN words. This larger set included the initial 324 entries from the cold-start setting, 6,163 entries from Tyagi et al. (2021), and the rest from Tamildict.

**Training Data Generation:** The training dataset for our ITN extraction task was constructed in multiple steps:

- We obtained 30,417 sentences (30K) that exactly matched the seed ITN phrases.

- The HitL bootstrapping approach resulted in an additional 24,632 sentences (24K) extracted from the raw-ASR transcriptions.

- Through bootstrapping, we identified 27.58% additional entities in the existing 30K sentences.

- Data augmentation further contributed 66,713 sentences, with 19,709 of them containing temporal expressions, and 9,608 sentences containing both temporal expressions and numerals. Sentences with temporal expressions were sourced from Kakwani et al. (2020) and Ramesh et al. (2022), while sentences with numerals were obtained from Tyagi et al. (2021). Additionally, numerals were generated using Tamildict and incorporated into existing sentences.

**Number Classifier:** To enhance our ITN extraction training dataset, we utilize a number classifier. The classifier is trained using the warm-start seed set along with an equivalent number of negative examples. In the cold start setting, it identifies 3,623 ITN entries, while in the warm start setting, it identifies 8,129 additional ITN entries.

**Evaluation Metrics:** For evaluating our ITN extraction models, we use micro-averaged entity-level Precision (P), Recall (R), and F1-Score (F), which are commonly used metrics in Named Entity Recognition (NER) setups (Tjong Kim Sang and De Meulder, 2003). Additionally, we calculate edit-distance based word-error rates separately for ITN entities (IW) and non-ITN words (NW) (Sunkara et al., 2022). These metrics provide a comprehensive assessment of the model’s performance.

**Experimental Systems:** In our experiments, we employ three different systems for ITN extraction. First, we fine-tune XLM-Roberta (Conneau et al., 2020) using a rules setup for the tagger (Tagger). Second, we use the approach proposed by Mallinson et al. (2020) for the text editor (NAR), where XLM-Roberta serves as the tagger. Finally, we utilize byT5 (Xue et al., 2022) for the seq2seq
setup (S2S). For the text-editor, we utilize XLM-Roberta as the tagger to facilitate ITN extraction. The training hyperparameters for both models can be found in Table 7. Default values were utilized for all other hyperparameters.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>XLM-Roberta</th>
<th>ByT5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Sequence Length</td>
<td>150</td>
<td>450</td>
</tr>
<tr>
<td>Batch Size</td>
<td>100</td>
<td>24</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>1e-4</td>
<td>5e-4</td>
</tr>
<tr>
<td>Epochs</td>
<td>80</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 7: Hyperparameters