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Abstract

Zero-shot retrieval tasks such as the BEIR
benchmark reveal out-of-domain generalization
as a key weakness of high-performance dense
retrievers. As a solution, domain adaptation for
dense retrievers has been actively studied. A no-
table approach is synthesizing domain-specific
data, by generating pseudo queries (PQ), for
fine-tuning with domain-specific relevance be-
tween PQ and documents. Our contribution
is showing that key biases can cause sampled
PQ to be irrelevant, negatively contributing to
generalization. We propose to preempt their
generation, by dividing the generation into sim-
pler subtasks, of generating relevance explana-
tions and guiding the generation to avoid neg-
ative generalization. Experiment results show
that our proposed approach is more robust to
domain shifts, validated on challenging BEIR
zero-shot retrieval tasks.

1 Introduction

Despite strong in-domain performance, dense re-
trievers have shown poor generalization to out-of-
domain (OOD) zero-shot tasks where no training
queries are available (Thakur et al., 2021). To en-
able training, pseudo-query generation (PQG) (Ma
et al., 2021; Liang et al., 2020) has shown promis-
ing results, by generating in-domain pseudo queries
Q̃ from a target corpus D.

However, we show Q̃ are often irrelevant to the
documents for which they were generated, and gen-
erating a single document vector from the fine-
tuned document encoder using Q̃ is often insuffi-
cient. Figure 1(a) illustrates the two limitations of
the standard PQG approach, and Figure 1(b) our
solutions, discussed as follows.

To tackle the two limitations, we pro-
pose Relevance-assisted Multi-query Domain
Adaptation, or RaMDA1. First, for relevance-

∗Corresponding author.
1https://github.com/jihyukkim-nlp/RaMDA
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Figure 1: Contrast between (a) the standard PQG ap-
proach and (b) our proposed RaMDA, with respect to
pseudo-query generation and document representation.

guided generation, we first generate relevance ex-
planations Zd (e.g., keywords explaining the rele-
vance of the given document to queries to be gener-
ate). Second, guided by Zd, we generate multiple
queries, that form a more relevant and comprehen-
sive Q̃. To address the second issue, we augment
the single vector from d with varying numbers of
vectors from Q̃, denoted by vd and vq̃i , respec-
tively. This enables the document to be matched to
diverse relevant queries at test time.

We conduct experiments on BEIR benchmarks,
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which include diverse out-of-domain retrieval tasks.
The results show that, compared to the baseline
PQG, our proposed RaMDA increases nDCG@10
and Recall@100, by 2.4 pt and 4.6 pt on average,
respectively. Further analyses show that our gener-
ated queries approximate gold queries better, and
capture diverse queries.

Our contributions are threefold:

1. We analyze existing PQG and identify their
term frequency bias and diversity bias (§3.1).

2. Inspired, we disentangle generation into rele-
vance explanation, and relevance-guided gen-
eration, for relevance-guided multi-query gen-
eration (§3.2).

3. Our relevance-guided generation is robust to
distribution shifts (§4.2.1), complements the
document, and thus improves document rep-
resentation (§4.2.2).

2 Related Work

To address retrieval across diverse domains,
dense retrievers have been trained using open-
domain large-scale corpus, in supervised man-
ner (Karpukhin et al., 2020; Xiong et al., 2021;
Hofstätter et al., 2021) when relevance annotations
are available (e.g., MS MARCO (Nguyen et al.,
2016)), or using self-supervised learning in cases
where such annotations are absent (Lee et al., 2019;
Izacard et al., 2022). However, dense retrievers
have shown poor performance when tested on spe-
cialized out-of-domain datasets, due to distribution
shifts (Thakur et al., 2021; Yu et al., 2022).

Towards improved generalization, we discuss
two approaches that tackle the challenge of distri-
bution shifts: 1) improving training and 2) robusti-
fying inference.

2.1 Improving Training for Better Adaptation
For improved training, existing work can be cate-
gorized into those pursuing domain invariant and
domain-tailored learning.

The former aims to reduce the representation
gap between source and target domains, by train-
ing a domain classifier, distinguishing source from
target, based on which the encoder adversarially
learns features that are domain independent (Xin
et al., 2022). Recently, COntinuous COntrastive
pretraining (COCO) (Yu et al., 2022) of a language
model on target corpus, followed by implicit Distri-
butionally Robust optimization (iDRO), achieved

state-of-the-arts in this direction. However, as uni-
versal features from COCO-DR may not be effec-
tive for some target corpus, we adopt COCO-DR,
but with domain-specific adaptation, by combining
it with domain-tailored learning.

In contrast, domain-tailored learning aims to pro-
duce a domain-specific encoder, by fine-tuning the
encoder to better fit each target domain. To enable
fine-tuning, relevant query-document pairs should
be constructed to build a training dataset, by de-
vising pseudo-queries for each document in the
corpus. To this end, pseudo-queries have been
generated by either heuristic rules or a trained gen-
erator. For the former, TSDAE (Wang et al., 2021a)
randomly injects noise into the document, while for
the latter, GenQ (Ma et al., 2021) or GPL (Wang
et al., 2021b) leverage a pseudo-query generator
trained using MS MARCO, resulting in better adap-
tation performance compared to the former. While
employing a trained generator, our distinction is
ensuring the relevance of pseudo-queries.

2.2 Robustifying Inference by Increasing
Model Capacity

In another dimension, domain shifts can be tack-
led by increasing the model capacity, through en-
riching query-document interactions or ensembling
multiple retrievers, discussed as follows.

Beyond the similarity between a pair of sin-
gle vectors having limited capacity (Luan et al.,
2021), matching between query-document can
be extended to term-level interaction. Cross-
encoder (Guo et al., 2016) can capture full interac-
tions between query and document terms, though
not scalable to our target tasks as documents are
not indexable. ColBERT (Khattab and Zaharia,
2020), with late interaction, is an indexable alterna-
tive with comparable performance, which we adopt
as a baseline. Ours shares the same motivation
of enriching interaction but distinguishes itself by
making the interaction more concise via Q̃, show-
ing better performance with little index overhead.

While the term-level interaction enriches rele-
vance signals via multiple terms, such signals can
be captured from multiple retrievers by ensem-
bling (Gao et al., 2021). With this view, ours can
be viewed as introducing another retriever, to gain
the benefit of such signals from two complemen-
tary text representations, Q̃ and D. While showing
comparable performance to the standard ensemble,
when combined ours further enhances state-of-the-
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art performance.

3 Method

Given a document d in a target corpus D, PQG

aims to generate pseudo-queries Q̃d = {q̃i}|Q̃d|
i=1 , as

alternatives to gold queries Qd. Following previous
work, we employ T5 (Raffel et al., 2020) as the
backbone generator.

3.1 Motivation: Distribution Shift on PQG

Desirably, a robust PQG method should model
p(Q̃d|D), such that the sampled Q̃d should closely
approximate Qd. However, as we will show, PQG
often fails to generalize to OOD settings. We hy-
pothesize that this failure is driven by two biases
in the source domain. First, term frequency bias:
PQG can be biased to generate terms that occur
frequently in the source domain, and thus fail to
generate rarely observed terms. Second, diversity
bias: The source domain may have a short pas-
sage, where the topic of queries naturally coincides.
When target domains have a long document cover-
ing a diverse set of topics, PQG trained from the
source domain would generate a homogeneous set
of queries covering only a single main topic.

We conduct a preliminary analysis of existing
PQG approaches with respect to such biases. We
first quantify the two biases and categorize OOD
datasets in terms of the biases. Similar to Wang
et al. (2022), the term frequency bias is measured
by maxt∈q 1

1+log(1+DFt)
, where q denotes a query

(or a pseudo-query) in the target domain and DFt

denotes document frequency of t, i.e., how many
documents in the source domain contain t in their
relevant queries. For diversity bias, we measure
the maximum cosine distance between pairs of em-
beddings of any two relevant queries (or pseudo-
queries) for the same document2. Figure 2(a) vi-
sualizes datasets regarding the two bias metrics.
We can observe that, while some OOD datasets
share similar distributions to MS MARCO, others
deviate significantly from it in terms of bias charac-
teristics, namely Climate-FEVER, TREC-COVID,
SCIDOCS, and NFCorpus. With the goal of de-
biasing PQG, we adopt these four datasets, which
demonstrate clear distribution shifts, denoted as
“BEIR-BiasShift”, in our experiments.

For an efficient preliminary analysis, we fo-
cus on the small corpus datasets among the four,

2We used COCO-DR for encoding queries, which is one
of the state-of-the-art dense retrievers.

which are NFCorpus and TREC-COVID, denoted
as “BEIR-BiasShift-Small”. Figure 2(b) compares
terms in gold and synthesized queries in the target
domain in terms of term frequency bias, denoted as
Q (x-axis) and Q̃ (y-axis) in the figure, respectively.
Desirably, the two distributions should be identical
(as in the dotted diagonal line y = x). The figure
shows that gold query terms Q are rarely observed
in the source distribution, but Q̃ from the baseline
PQG model (shown in red skewing lower than the
optimal line) fails to generate the rare terms. In
terms of diversity bias, Figure 2(c) compares the
semantic diversity of Q̃ and Q, where Q̃ should
be as diverse as Q. Results show that the baseline
PQG suffers from the bias, showing significantly
lower diversity compared to that of gold queries.

Our hypothesis is that biased queries, as ob-
served above, negatively affect the generalization
and should be pruned off, to allow the retriever to
learn from an unbiased set of Q̃.

3.2 Relevance-assisted Multi-query
Generation

To this end, our distinction is to decompose the
generation of Q̃d into relevance explanation, and
relevance-guided generation. First, we generate
an explanation of the relevance between d and
the query to be generated, as the set of terms Zd

which are shared by the relevant d-Qd pairs. Next,
we leverage Zd to guide the generator to sample
improved Q̃d that includes relevant terms for d,
thereby enhancing generalization.

Alternatively, one may over-generate-then-filter
(i.e. post filtering), which we denote as GenQ +
RTF in Figure 2. RTF refers to round-trip filter-
ing (Dai et al., 2022), approximating the relevance
of generated q̃i if a dense retriever ranks d at top-1
using q̃i as a query3. However, this is not only ex-
pensive, requiring repetitive decoding and ranking,
but also aggravates the biases by filtering out rarely
observed query terms and diverse query terms, as
shown in blue lines in Figure 2 (b) and (c).

In contrast, we propose to filter preemptively, by
decoding qi guided by Zd. Among many relevance
explanations surveyed in Anand et al. (2022), we
employ SPLADE (Formal et al., 2021), generating
Zd terms with weights λZd

on terms, based on
strong empirical results. Given Zd, our pseudo-
query generator decodes qi ∈ Q̃ guided by Zd,
via argmaxq′ p(q

′|Zd, d). For p(q′|Zd, d), we add

3We used COCO-DR for the dense retriever.
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Figure 2: (a) 2D visualization of distribution shifts of all BEIR datasets in two bias metrics. The brighter the
contour lines, the more severe the shifts. (b) and (c) demonstrate that baseline PQG methods suffer from the two
distribution shifts in terms of (b) term frequency and (b) diversity bias. Vertical dotted lines in (b) and (c) denote the
corresponding bias metrics of MS MARCO validation queries.

λZd
to output logits of the decoder, followed by

softmax normalization, such that terms with high
scores given by SPLADE will be more likely to
be generated as a pseudo-query4. As a result, ours
better alleviates the distribution shifts as shown in
green lines in Figure 2 (b) and (c).

Given Q̃, standard PQG approaches fine-tune
the document encoder for each domain adaptively,
to enable it to represent the dense vector vd of
d, yet often limited to a single vector representa-
tion. In contrast, as we observed in §3.1, relevant
queries for d in target domains are often diverse,
where the capacity of the fixed-size vd becomes the
bottleneck. Our distinction is increasing the rep-
resentation capacity, by appending varying num-
bers of vectors from Q̃d to vd. Specifically, we
first partition tokens in d into S segments {sld}Sl=1,
where each segment sld has a fixed number of to-
kens and has a sub-topic of d5. We then generate
pseudo-queries {q̃ld}Sl=1 for each segment, such that
pseudo-queries from the whole segments can cover
diverse topics in d. Finally, to augment vd, we en-
code q̃ld into the dense vector vq̃ld

and append it to
vd. In our experiments, to maximize the coverage,
we sample 50 pseudo-queries per segment and then
do mean pooling of embeddings of those, to have
the single vector vq̃ld

.

Given vd and {vq̃ld
}Sl=1, the relevance to the test-

time q is measured by v⊤
q vd +maxl∈[1,S] v⊤

q vq̃ld
,

where vq denotes the dense vector of q and ⊤ de-
notes inner product. We employ the max-pooling

4For implementation details for training PQG, refer to
Appendix 4.1.

5In our experiments, each segment has 128 tokens, and S
was set to less than 4 by truncating d into the first 512 tokens.

on varying numbers of pseudo-query embeddings,
to capture the most relevant sub-topic to q (Khattab
and Zaharia, 2020).

4 Experiments

4.1 Experimental Setup

Dataset and Evaluation Metrics To evaluate
the effectiveness of our method, we conduct ex-
periments on BEIR, a benchmark designed to eval-
uate the zero-shot generalization of retrieval sys-
tems across an array of different information re-
trieval tasks on various domains. Among BEIR
datasets, we adopt BEIR-BiasShift datasets show-
ing the largest distribution shifts from MS MARCO
in terms of the two biases (Figure 2(a)), which
are NFCorpus, SCIDOCS, TREC-COVID, and
Climate-Fever. For evaluation metrics, following
Thakur et al. (2021), we adopt nDCG@10 and Re-
call@100, which measure the overall quality of
predicted top-10 ranking and the completeness of
top-100 documents on relevant documents, respec-
tively.

Baselines We compare RaMDA to both domain-
invariant retrievers and domain-adaptive retriev-
ers. For the former, we compare COCO-DR and
SPLADE, as the state-of-the-art models among
dense retrievers and sparse retrievers, respec-
tively. While employed to guide PQG in RaMDA,
SPLADE can serve as a retriever, by assessing the
relevance of d via the sum of λZd

. In addition,
we also compare Contriever, which is the state-
of-the-art model among retrievers trained using
self-supervised learning.

As domain-adaptive retrievers, we compare

726



Retriever
NDCG@10 on BEIR-BiasShift datasets

NFCorpus SCIDOCS TREC-COVID Climate-Fever Average

domain invariant retriever
Contriever 32.8 16.5 59.6 23.7 33.2
SPLADEv2 33.4 15.8 71.0 23.5 35.9
COCO-DR 35.5 16.0 78.9 21.1 37.9

domain adaptive retriever
GenQ 31.9 14.3 61.9 17.5 31.4
GPL 34.5 16.9 70.0 23.5 36.2
(Ours) RaMDA † 38.6 17.8 81.4 23.5 40.3

GenQ † 34.5 13.3 72.3 20.5 35.2
GenQ + RTF † 34.2 13.2 72.0 19.5 34.7

Table 1: NDCG@10 on BEIR-BiasShift datasets. † denotes retrievers that employ Q̃d-augmented document
representations (i.e., {vq̃ld

}Sl=1 in addition to vd) with different generators. The best and the second-best results are
denoted in bold-faced and underlined, respectively.

GenQ and GPL. GenQ utilizes a pseudo-query gen-
erator, initially trained on MS MARCO and subse-
quently adapted for each target domain to produce
domain-specific pseudo-queries. GPL is a similar
query generation approach, but additionally utilizes
an expensive cross-encoder to label the generated
pseudo-queries, for better adaptation.

Implementation Details For the pseudo-query
generator, we fine-tune T5 (Base) using MS
MARCO for 50k steps with 1k warm-up steps, by
employing AdamW (Loshchilov and Hutter, 2019)
optimizer with learning rate 1e-5 and batch size 32.

4.2 Results

We first validate the effectiveness of RaMDA in
retrieval performance on BEIR, by comparing
RaMDA with domain-adaptive retrievers as well as
the state-of-the-art domain-invariant retriever. Fol-
lowing previous work, we adopt nDCG@10 as the
evaluation metric. Results are shown in Table 1.

4.2.1 Analysis on pseudo-query generation

In this section, we study how PQG affects the adap-
tation to out-of-domain tasks.

Poor PQG does not help domain adaptation.
Both existing domain adaptive retrievers (GenQ
and GPL) exhibit lower average performance than
the domain-invariant retriever, COCO-DR. This is
because Q̃ is often different from gold queries in
target domains, as observed in Figure 2.

RaMDA’s preemptive filtering helps, while post-
filtering is detrimental. We compare RaMDA
with the post-filtering approach, denoted as “GenQ

+ RTF†”6. While RTF produces similar, or even
worse queries than blind generation, in contrast,
our preemptive RTF consistently outperforms both
“GenQ” and “GenQ + RTF’, as well as domain in-
variant baselines such as COCO-DR and SPLADE.

Biases on PQG negatively affect retrieval per-
formance. We conduct ablation studies where
we remove half of the pseudo-queries that ac-
count for each of the biases, to compare with
RaMDA (with all pseudo-queries) in bias-amplified
settings. Regarding the frequency bias, pseudo-
queries that have the most rarely observed terms
in MS MARCO are removed. Regarding the diver-
sity bias, we repeatedly remove a pair of pseudo-
queries whose distance is the farthest among the
remaining pseudo-queries, until only half of the
pseudo-queries remain. To demonstrate the signif-
icance of alleviating the two biases, we also com-
pare performance of randomly removing pseudo-
queries. The results are reported in Table 2.

Removing randomly sampled pseudo-queries
shows the least degradation, indicating that alle-
viating two biases has a significant contribution to
performance. The contribution of the two varies
depending on the dataset characteristics. As shown
in Figure 2(a), between the two datasets, NFCor-
pus and TREC-COVID, NFCorpus exhibits a more
pronounced distribution shift in terms of diversity
bias, with diversity scores of 0.83 and 0.42 for
NFCorpus and TREC-COVID, respectively. Con-
versely, TREC-COVID demonstrates a more sig-
nificant shift in term frequency bias, with rarity
scores of 0.25 and 0.43 for NFCorpus and TREC-

6For fair comparisons, we employ the same Q̃d-augmented
document representation for all methods.
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Q̃
NDCG@10

NFCorpus TREC-COVID

(Ours) RaMDA 38.6 81.4
(a) abl. rarely observed Q̃ 36.5 76.5
(b) abl. diverse Q̃ 35.6 77.2

abl. random Q̃ 37.7 80.3

Table 2: Ablation study on BEIR-BiasShift-Small
datasets, targeting the biases introduced in §3.1, by
removing pseudo-queries, from the full set of pseudo-
queries, that contribute to alleviating (a) frequency bias
and (b) diversity bias. Red numbers denote the largest
performance drop from RaMDA.

Figure 3: Comparing PQG models on BEIR-BiasShift-
Small datasets, regarding efficiency-effectiveness. X-
axis (efficiency) denotes the number of decoded genera-
tion samples for pseudo-queries. Y-axis (effectiveness)
denotes the retrieval performance.

COVID, respectively. As expected, on NFCorpus,
diversifying pseudo-queries contributes more to the
retrieval performance as evidenced by the large per-
formance gap. Similarly, on TREC-COVID, gener-
ating rarely observed terms is more important, as
these are often key domain-specific terms.

Efficiency-Effectiveness trade-offs. Figure 3
compares efficiency-effectiveness trade-offs be-
tween preemptive and post-filtering, where effi-
ciency is measured by the number of pseudo-query
samples (x-axis), and effectiveness (y-axis) by the
retrieval performance.

Ours shows high effectiveness consistently over
all sample numbers, and tends to show performance
improvements as more pseudo-queries are sam-
pled. In contrast, when using GenQ, sampling more
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Figure 4: Recall and precision of tokens from different
fields, on gold query terms.

pseudo-queries rather decreases the retrieval per-
formance on TREC-COVID, indicating the biased
PQG negatively contributes to the generalization.
GenQ + RTF shows a similar trend, indicating that
RTF fails to filter such harmful pseudo-queries.

Compared to the domain-invariant retriever
COCO-DR, ours requires only 10 or 15 pseudo-
query samples to outperform COCO-DR, showing
better efficiency. In contrast, both GenQ and GenQ
+ RTF consistently show worse performance than
COCO-DR, indicating poor PQG makes the do-
main adaptation ineffective.

4.2.2 Analysis on document representation
We now examine whether Q̃ can enhance document
representations by complementing D, in Figure 4.

Q̃ complements D. Since documents are much
longer than pseudo-queries, D shows better recall
than Q̃ alone. However, even terms from relevant
queries often do not appear in documents. Q̃ adds
missing terms to complement D, further increasing
recall on gold query terms when combined with
D. On the other hand, regarding precision, Q̃ is
consistently better than D. This indicates that Q̃
can take the role of a summary of D, to rectify the
noisy vocabulary of D.

We further show that Q̃ alleviates a well-known
problem of dense vector representation, called to-
ken amnesia (Ram et al., 2023), where the single
dense vector of a document often fails to capture
its salient terms, due to occlusion by noisy terms.

Specifically, to see whether gold query terms in
d can be retained by the dense vector of d (or Q̃d),
we project vd (or vq̃ld

) into interpretable BERT
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Document Index
Retriever

Recall@100 on BEIR-BiasShift datasets
Index Size NFCorpus SCIDOCS TREC-COVID Climate-FEVER Average

single-vector representation

D 1
COCO-DR 31.5 35.1 16.7 49.7 33.3
GTR 28.3 31.6 12.1 48.1 30.0

multi-vector representation
D |D| ColBERTv2 26.9 36.2 12.6 49.2 31.2

ensemble of two dense retrievers
D 2 GTR + COCO-DR 31.2 35.8 15.9 51.1 33.5

retrieval-aware multi-query document representation
D ∪ Q̃ 1 + S(≪ |D|) (Ours) RaMDA 37.9 40.3 17.1 56.2 37.9

Table 3: Recall@100 on BEIR-BiasShift datasets. The best results are denoted in bold.

NFCorpus SCIDOCS TREC-C Climate-FEVER
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Figure 5: Recall of projected tokens from dense vectors
from different fields, on gold query terms.

tokens, as follows. We first compute the condi-
tional probability of each BERT token w from the
dense vector, by using the vector as the input to the
masked language modeling head of the BERT en-
coder. Regarding the probability, we then take the
top 100 tokens, as an interpretation of the vector
semantics7. Finally, to measure the semantic rele-
vance between the dense vector and gold queries,
we adopt recall from the top 100 tokens on gold
query tokens in d. Results are reported in Figure 5.

Compared to D, Q̃ shows better recall, and com-
bining both further increases the recall. This indi-
cates that Q̃ can semantically complement D.

Q̃ improves the document representation. Ta-
ble 3 compares ours with baselines with higher
model capacity – enriching query-document inter-
actions or ensembling multiple retrievers. Beyond
single vector representation, ColBERT (Khattab
and Zaharia, 2020) enables the document repre-
sentation to have adaptive capacity by indexing
all terms in d, with a memory overhead on index

7For further details, refer to Ram et al. (2023).

size. On the other hand, ensemble methods increase
the capacity by introducing another dense retriever.
We compare with an ensemble of COCO-DR and
GTR (Ni et al., 2022).

Surprisingly, though increasing the capacity, Col-
BERT underperforms COCO-DR on all datasets
except SCIDOCS, and the ensemble often shows
comparable or worse performance to individual re-
trievers. This is because the capacity increase in
both methods is constrained by the quality of d,
which often produces noisy lexicons and semantics,
as observed in Figures 4 and 5. While sharing the
same goal, we leverage Q̃ to complement d. As
a result, with only minimal overhead on the index
compared to dense retrievers, our method outper-
forms all compared baselines on all tested datasets.

5 Conclusion

We investigated PQG for overcoming domain shifts
in zero-shot retrieval, motivated by the observation
that generated PQs often negatively affect such
a goal. We show term frequency and diversity
bias as a cause, and propose a novel PQG method
that preempts negative PQG. We validate with ex-
tensive experiments on the BEIR benchmark, that
through relevance-guidance and multi-query gener-
ation, our proposed model effectively addresses the
challenges of domain shifts in zero-shot retrieval.

Acknowledgements

This work has been financially supported by SNU-
NAVER Hyperscale AI Center, and Institute of
Information & communications Technology Plan-
ning & Evaluation(IITP) grant funded by the Korea
government(MSIT) (NO.2022-0-00077, AI Tech-
nology Development for Commonsense Extrac-
tion, Reasoning, and Inference from Heteroge-
neous Data).

729



References
Avishek Anand, Lijun Lyu, Maximilian Idahl, Yumeng

Wang, Jonas Wallat, and Zijian Zhang. 2022. Ex-
plainable information retrieval: A survey. arXiv
preprint arXiv:2211.02405.

Zhuyun Dai, Vincent Y Zhao, Ji Ma, Yi Luan, Jianmo
Ni, Jing Lu, Anton Bakalov, Kelvin Guu, Keith B
Hall, and Ming-Wei Chang. 2022. Promptagator:
Few-shot dense retrieval from 8 examples. arXiv
preprint arXiv:2209.11755.

Thibault Formal, Benjamin Piwowarski, and Stéphane
Clinchant. 2021. Splade: Sparse lexical and expan-
sion model for first stage ranking. In Proceedings
of the 44th International ACM SIGIR Conference on
Research and Development in Information Retrieval,
pages 2288–2292.

Luyu Gao, Zhuyun Dai, Tongfei Chen, Zhen Fan, Ben-
jamin Van Durme, and Jamie Callan. 2021. Comple-
ment lexical retrieval model with semantic residual
embeddings. In Advances in Information Retrieval:
43rd European Conference on IR Research, ECIR
2021, Virtual Event, March 28 – April 1, 2021, Pro-
ceedings, Part I, page 146–160, Berlin, Heidelberg.
Springer-Verlag.

Jiafeng Guo, Yixing Fan, Qingyao Ai, and W Bruce
Croft. 2016. A deep relevance matching model for
ad-hoc retrieval. In Proceedings of the 25th ACM in-
ternational on conference on information and knowl-
edge management, pages 55–64.

Sebastian Hofstätter, Sheng-Chieh Lin, Jheng-Hong
Yang, Jimmy Lin, and Allan Hanbury. 2021. Ef-
ficiently teaching an effective dense retriever with
balanced topic aware sampling. In Proceedings of
the 44th International ACM SIGIR Conference on
Research and Development in Information Retrieval,
SIGIR ’21, page 113–122, New York, NY, USA. As-
sociation for Computing Machinery.

Gautier Izacard, Mathilde Caron, Lucas Hosseini, Sebas-
tian Riedel, Piotr Bojanowski, Armand Joulin, and
Edouard Grave. 2022. Unsupervised dense informa-
tion retrieval with contrastive learning. Transactions
on Machine Learning Research.

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick
Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for open-
domain question answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6769–6781,
Online. Association for Computational Linguistics.

Omar Khattab and Matei Zaharia. 2020. ColBERT:
Efficient and Effective Passage Search via Contex-
tualized Late Interaction over BERT , page 39–48.
Association for Computing Machinery, New York,
NY, USA.

Kenton Lee, Ming-Wei Chang, and Kristina Toutanova.
2019. Latent retrieval for weakly supervised open

domain question answering. In Proceedings of the
57th Annual Meeting of the Association for Computa-
tional Linguistics, pages 6086–6096, Florence, Italy.
Association for Computational Linguistics.

Davis Liang, Peng Xu, Siamak Shakeri, Cicero
Nogueira dos Santos, Ramesh Nallapati, Zhiheng
Huang, and Bing Xiang. 2020. Embedding-based
zero-shot retrieval through query generation. arXiv
preprint arXiv:2009.10270.

Ilya Loshchilov and Frank Hutter. 2019. Decoupled
weight decay regularization. In International Confer-
ence on Learning Representations.

Yi Luan, Jacob Eisenstein, Kristina Toutanova, and
Michael Collins. 2021. Sparse, dense, and attentional
representations for text retrieval. Transactions of the
Association for Computational Linguistics, 9:329–
345.

Ji Ma, Ivan Korotkov, Yinfei Yang, Keith Hall, and Ryan
McDonald. 2021. Zero-shot neural passage retrieval
via domain-targeted synthetic question generation.
In Proceedings of the 16th Conference of the Euro-
pean Chapter of the Association for Computational
Linguistics: Main Volume, pages 1075–1088.

Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao,
Saurabh Tiwary, Rangan Majumder, and Li Deng.
2016. Ms marco: A human generated machine read-
ing comprehension dataset. In CoCo@ NIPs.

Jianmo Ni, Chen Qu, Jing Lu, Zhuyun Dai, Gustavo
Hernandez Abrego, Ji Ma, Vincent Zhao, Yi Luan,
Keith Hall, Ming-Wei Chang, and Yinfei Yang. 2022.
Large dual encoders are generalizable retrievers. In
Proceedings of the 2022 Conference on Empirical
Methods in Natural Language Processing, pages
9844–9855, Abu Dhabi, United Arab Emirates. As-
sociation for Computational Linguistics.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J Liu. 2020. Exploring the limits
of transfer learning with a unified text-to-text trans-
former. The Journal of Machine Learning Research,
21(1):5485–5551.

Ori Ram, Liat Bezalel, Adi Zicher, Yonatan Belinkov,
Jonathan Berant, and Amir Globerson. 2023. What
are you token about? dense retrieval as distributions
over the vocabulary. In Proceedings of the 61st An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 2481–
2498, Toronto, Canada. Association for Computa-
tional Linguistics.

Nandan Thakur, Nils Reimers, Andreas Rücklé, Ab-
hishek Srivastava, and Iryna Gurevych. 2021. Beir:
A heterogenous benchmark for zero-shot evalua-
tion of information retrieval models. arXiv preprint
arXiv:2104.08663.

730

https://doi.org/10.1007/978-3-030-72113-8_10
https://doi.org/10.1007/978-3-030-72113-8_10
https://doi.org/10.1007/978-3-030-72113-8_10
https://doi.org/10.1145/3404835.3462891
https://doi.org/10.1145/3404835.3462891
https://doi.org/10.1145/3404835.3462891
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.1145/3397271.3401075
https://doi.org/10.1145/3397271.3401075
https://doi.org/10.1145/3397271.3401075
https://doi.org/10.18653/v1/P19-1612
https://doi.org/10.18653/v1/P19-1612
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
https://doi.org/10.1162/tacl_a_00369
https://doi.org/10.1162/tacl_a_00369
https://aclanthology.org/2022.emnlp-main.669
https://aclanthology.org/2023.acl-long.140
https://aclanthology.org/2023.acl-long.140
https://aclanthology.org/2023.acl-long.140


Kexin Wang, Nils Reimers, and Iryna Gurevych. 2021a.
TSDAE: Using transformer-based sequential denois-
ing auto-encoderfor unsupervised sentence embed-
ding learning. In Findings of the Association for
Computational Linguistics: EMNLP 2021, pages
671–688, Punta Cana, Dominican Republic. Associa-
tion for Computational Linguistics.

Kexin Wang, Nandan Thakur, Nils Reimers, and Iryna
Gurevych. 2021b. Gpl: Generative pseudo labeling
for unsupervised domain adaptation of dense retrieval.
arXiv preprint arXiv:2112.07577.

Qifan Wang, Li Yang, Xiaojun Quan, Fuli Feng, Dong-
fang Liu, Zenglin Xu, Sinong Wang, and Hao Ma.
2022. Learning to generate question by asking ques-
tion: a primal-dual approach with uncommon word
generation. In Proceedings of the 2022 Conference
on Empirical Methods in Natural Language Process-
ing, pages 46–61.

Ji Xin, Chenyan Xiong, Ashwin Srinivasan, Ankita
Sharma, Damien Jose, and Paul Bennett. 2022. Zero-
shot dense retrieval with momentum adversarial do-
main invariant representations. In Findings of the As-
sociation for Computational Linguistics: ACL 2022,
pages 4008–4020, Dublin, Ireland. Association for
Computational Linguistics.

Lee Xiong, Chenyan Xiong, Ye Li, Kwok-Fung Tang,
Jialin Liu, Paul N. Bennett, Junaid Ahmed, and
Arnold Overwijk. 2021. Approximate nearest neigh-
bor negative contrastive learning for dense text re-
trieval. In International Conference on Learning
Representations.

Yue Yu, Chenyan Xiong, Si Sun, Chao Zhang, and
Arnold Overwijk. 2022. COCO-DR: Combating the
distribution shift in zero-shot dense retrieval with con-
trastive and distributionally robust learning. In Pro-
ceedings of the 2022 Conference on Empirical Meth-
ods in Natural Language Processing, pages 1462–
1479, Abu Dhabi, United Arab Emirates. Association
for Computational Linguistics.

731

https://doi.org/10.18653/v1/2021.findings-emnlp.59
https://doi.org/10.18653/v1/2021.findings-emnlp.59
https://doi.org/10.18653/v1/2021.findings-emnlp.59
https://doi.org/10.18653/v1/2022.findings-acl.316
https://doi.org/10.18653/v1/2022.findings-acl.316
https://doi.org/10.18653/v1/2022.findings-acl.316
https://openreview.net/forum?id=zeFrfgyZln
https://openreview.net/forum?id=zeFrfgyZln
https://openreview.net/forum?id=zeFrfgyZln
https://aclanthology.org/2022.emnlp-main.95
https://aclanthology.org/2022.emnlp-main.95
https://aclanthology.org/2022.emnlp-main.95

