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Message from the General Chair

I am happy to welcome you to EMNLP-2023 in Singapore! Like EMNLP-2021, EMNLP-2022, and other ACL-related meetings, we decided to host EMNLP-2023 as another hybrid conference having both in-person and virtual presentations and participants. We are not sure how long this style of our meetings will last. However, we have already accustomed to this style of conferences, which has its own advantages, while it causes a heavy burden to those organizing such events.

The past one year has been a terrific and thrilling year since the advent of ChatGPT and other Large Language Models. Any people having access to those models has posed a big impact on people’s impression about AI and has started to give them a feeling of fear. People now can do not only natural conversation with AI but also conduct various natural language tasks using our own languages. We now know it is difficult to guarantee that Large Language Models produce honest and harmless outputs. We have found that good prompting, demonstrations and complex ones like the Chain of Thought prompting draw out or enhance the emergent abilities of Large Language Models. However, we still don’t know precisely why and how such in-context learning works. This year’s EMNLP highlights a theme track, “Large Language Models and the Future of NLP.” I hope we can see enthusiastic discussions and innovative ideas will be presented in EMNLP-2023.

One big trial is that the Program Chairs decided to use OpenReview as the cradle of the main conference papers, for making reviews and author responses publicly available. The motivation and effects of this trial will be explained by the PC Chairs.

Another important trial is to rent out the Universal Studio Singapore for our Social Event. I hope everyone will enjoy this event.

EMNLP-2023 is the biggest conference ever in the SIGDAT history. Organizing such a big event is very difficult. As the General Chair, the most important and difficult task is to organize all the committees by a group of enthusiastic and talented people. I was very fortunate to be able to collect great committee members. Without such a wonderful group of colleagues, it almost has been impossible to make this great event happen. I would like to send my sincere thanks to all the members of our organization teams. Here, I only list the chairs by names, but I also like to send gratitude from my heart to all the people involved in EMNLP-2023, including keynote speakers, panelists, workshop organizers, tutorial tutors, senior area chairs, area chairs, reviewers, volunteers, sponsors, the Underline team, and all of you attending EMNLP-2023 in-person or virtually.

• The program chairs — Houda Bouamor, Juan Pino, and Kalika Bali — who made a number of innovations and handled a huge number of submitted papers. I cannot help but be grateful for their tireless work.

• The Local Chair and the Local Team — Haizhou Li the Chair organized and lead a wonderful group of people. While I cannot name every one of them, weekly meetings with the team members including related Chairs made our communication smooth and worked as a good time-keeper.

For the remaining committee chairs, I only list them by names, as I cannot give all my gratitude only with short messages.

• The Industry Track Chairs — Mingxuan Wang and Imed Zitouni

• The Workshop Chairs — Sujian Li, Alex Marin, and Hao Fei

• The Tutorial Chairs — Qi Zhang and Hassan Sajjad
• The Ethics Chairs — Kemal Oflazer and Francisco Guzman
• The Demonstration Chairs — Yansong Feng and Els Lefever
• The Publication Chairs — Nadi Tomeh, Atsushi Fujita, Aixin Sun, Bin Wang, Rong Tong, and Ryan Cotterell
• Publicity Chairs: Weiwei Sun and Noriki Nishida
• The Student Volunteer Chairs — Mamoru Komachi, Kevin Duh, and Ekaterina Kochmar
• The Diversity/Inclusion Chairs — Jing Li, Luisa Bentivogli, Eva Vanmassenhove, and Shi Zong
• The Reviewer Mentoring Chairs — Roi Reichart and Roy Lee
• The Sponsorship Chairs — Deyi Xiong, Shyam Upadhyay, and the ACL Sponsorship Director, Chris Callison-Burch
• The Website Chairs — Yan Zhang and Benyou Wang
• The Virtual Infrastructure Chairs — Feng Jiang, Chen Zhang, and the Underline Science team, especially Damira Mršić

Last but least, I want to express special thanks to Jennifer Rachford, the ACL Business Manager for her endless attention and guidance to all aspects of the organization.

I also express my gratitude to our sponsors, without their donation this conference would not be possible:

• Diamond Sponsors: Apple, Colossal-AI, Google Research, GTCOM, King Salman Global Academy for Arabic Language, LivePerson, and SONY
• Platinum Sponsors: Ahrefs, Alibaba Cloud, Amazon, Baidu, ByteDance, Cohere, Megagon Labs, and NEC
• Gold Sponsors: ANT GROUP, Bloomberg, HUAWEI, J.P.Morgan Chase, Salesforce, and SAP
• Silver Sponsors: aiXplain, duolingo, jenni, and Translated
• Bronze Sponsors: Adobe, Babelscape, ModelBest, and nyonic
• Diversity and Inclusion, Champion: RIKEN AIP
• Diversity and Inclusion, Ally: Amazon

Finally, I hope all of you enjoy the main conference, workshops, tutorials and all other events, and make your stay in Singapore an unforgettable experience!

Yuji Matsumoto
RIKEN AIP, Tokyo, Japan
EMNLP 2023 General Chair
Message from the Program Co-Chairs

Welcome to EMNLP 2023, one of the most-attended conferences in the field of Natural Language Processing, held in “hybrid” mode this year serving both virtual and in-person participants in Singapore, where we have increased the number of Findings papers to be more inclusive and to showcase the diversity and quality of research in our field.

Submission and Acceptance

EMNLP 2023 received 4,909 full paper submissions, the largest number to date. This number includes 134 ARR papers that were committed to EMNLP (see further discussion of ARR below). 256 papers were desk rejected for various reasons (missing limitation section, anonymity policy, multiple submission policy or formatting violations), leaving us with submissions that were fully reviewed. This is a record-breaking number of submissions, an increase of 719 submissions over last year. Based on the reviewers, area chairs and senior area chair comments, we have tried to keep the EMNLP 2023 main acceptance rates similar to previous events while increasing the number of Findings.

We accepted 1,105 papers to the main conference including 9 nominated by the Computational Linguistics (CL) journal, and 49 by the Transactions of the Association of Computational Linguistics (TACL). Out of these, 234 are oral presentations and 871 poster presentations. We also accepted 1,060 papers for “Findings of EMNLP”. Additionally, a total of 77 and 52 submissions were accepted to be presented in the Industry and Demo tracks, respectively.

More statistics on the accepted papers can be found below.

<table>
<thead>
<tr>
<th></th>
<th>Long</th>
<th>Short</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Submitted (Including ARR commits)</td>
<td>3,868</td>
<td>1,041</td>
<td>4,909</td>
</tr>
<tr>
<td>Accepted to the Main conference</td>
<td>901</td>
<td>146</td>
<td>1,047</td>
</tr>
<tr>
<td>Acceptance Rate (main conference)</td>
<td>23.3%</td>
<td>14.0%</td>
<td>21.3%</td>
</tr>
<tr>
<td>Accepted to Findings</td>
<td>857</td>
<td>203</td>
<td>1,060</td>
</tr>
<tr>
<td>Acceptance Rate (Main + Findings)</td>
<td>45.4%</td>
<td>33.5%</td>
<td>42.9%</td>
</tr>
<tr>
<td>Presented TACL papers</td>
<td></td>
<td></td>
<td>49</td>
</tr>
<tr>
<td>Presented CL papers</td>
<td></td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Accepted Industry</td>
<td></td>
<td></td>
<td>77</td>
</tr>
<tr>
<td>Accepted Demo</td>
<td></td>
<td></td>
<td>52</td>
</tr>
</tbody>
</table>

Limitations Statement

We continued the practice started in the previous year with a requirement that each submitted paper must include an explicitly named Limitations section, discussing the limitations of the work. This discussion does not count towards the page limit, and was strictly implemented. A large number of desk rejects were due to a missing Limitations section.

Tracks

To ensure a smooth process, the submissions to EMNLP 2023 were divided into 27 tracks. The tracks mostly followed those of previous EMNLP conferences, reflecting the “standard” divisions in the field. We did however make the following changes: the “Multilinguality” track became “Multilinguality and Linguistic Diversity” to explicitly call out the work on diverse languages; and we added ONE additional track on “Human-centered NLP”. Finally, we continued the inclusion of a “Theme Track” and solicited
papers on “Large Language Models and the Future NLP”, discussing empirical and theoretical research, as well as position and survey papers on the ways in which the new generation of Large Language Models perform for NLP tasks and applications, and what this means for the future of NLP as a field. Of the 27 tracks, the Resources and Evaluation, NLP Applications, Dialogue and Interactive Systems, Information Extraction, and the Theme tracks were the most popular with over 200 submissions per track.

Program committee structure & reviewing

Similar to prior NLP conferences, we adopted the hierarchical program committee structure, where for each area we invited between 1 to 5 Senior Area Chairs (SACs), who worked with a team of Area Chairs (ACs), and an army of reviewers. We relied on statistics from prior years to estimate how many SACs, ACs and reviewers will be needed and ended up with 85 SACs and 458 ACs. For the reviewers, we used the reviewer lists from prior conferences, solicited volunteer reviewers. To this end, we used the reviewers from ACL2023. We provided the information to the program committee for making reviewer assignments. This resulted in a reviewer pool of 4,094 reviewers of which at least 3,643 reviewers submitted at least one review. For each submission, we assigned three reviewers and an AC. The initial paper assignment was made using an automatic algorithm that matches the abstracts and submitted PDFs with ACs/reviewers’ past publication records, then the assignments were further refined by the SACs/PCs. This matching was done at the global level and not localized per track, which meant that a reviewer could review two (or more) relevant papers from different tracks.

Open Review (see Transparency and Quality of Reviews below) calculated affinity scores making sure that each reviewer does not have a load exceeding 5 papers. We also accommodated requests for a limited load. Besides the overall recommendation, reviewers were asked whether there was any ethical concern. To ensure the review quality, we provided detailed guidelines about what reviewers should and shouldn’t do in a review.

We made final decisions according to the rankings and SAC recommendations. Our final decisions were made not just on the review scores, but also took into account the reviews, author responses, discussion, meta-reviews and SAC/AC recommendations.

Transparency and Quality of Reviews

For a transparent and open reviewing system, this year we have implemented a process by which some of the reviews, author responses and meta reviews will be made publicly available. Our motivation here was to provide increased transparency in the review process, to foster more accountability for reviewers and higher quality reviews as well as enabling peer review research by providing an open collection of papers and reviews. Only reviews, author responses and meta reviews of accepted papers and opt-in rejected papers (where opting in is done by authors) will be made publicly available after the acceptance notifications. The requirement of making reviews open meant that we had to move the conference platform from SoftConf to OpenReview. The OpenReview platform is also currently being used by the ACL Rolling Review and some other related conferences and is well suited to this type of process.

We also introduced a rebuttal and discussions cycle to the reviewing process, where we allowed the reviewers and the authors to have conversations as a part of it. We also allowed for some additional experimentations during the rebuttal. This has, on the whole, seen a positive engagement from the authors and the reviewers. These discussions were extremely useful for the meta-reviews, and final paper decisions. This, we believe, also helps in ensuring high quality reviews to a certain extent.

A lot of behind-the-scenes technical and other work has gone into making this possible. We are grateful to everyone for their patience with some of the glitches on the way. We hope that more and more authors
will choose to make their reviews and data available for the community, and more and more reviewers will engage in the rebuttal discussions.

**Ethics committee**

We also formed an Ethics Committee (EC) dedicated to ethical issues. Besides, we strongly encouraged the authors to include an ethics statement that did not count towards the page limit. After the technical reviews, but before the author-response and discussion phases, the ethics committee considered 54 papers that were flagged by the technical reviewing committee for ethical concerns. The two EC chairs went over the papers, to determine whether a full EC review would be required. As a result, 23 papers received two dedicated ethics reviews from a committee of 42 reviewers recruited by the EC chairs. We thank the committee for their excellent work.

**ACL Rolling Review**

ACL Rolling Review (ARR) is an initiative of the Association for Computational Linguistics, where the reviewing and acceptance of papers to publication venues are done in a two-step process: (1) centralized rolling review and (2) the ability to commit the reviewed papers to be considered for publication by a publication venue. For EMNLP 2023, we continued the process from last year where the authors could either submit papers to EMNLP 2023 directly, or commit ARR reviewed papers by a certain date. We coordinated with the ARR team to extract the submission, review and meta-review. ARR submissions already have their reviews and meta-recommendation. These ARR papers were then ranked by the SACs of the given tracks.

Overall, EMNLP had 134 papers committed from ARR, of these 52 were accepted to the main conference and 45 were accepted to Findings of EMNLP.

**Best paper selection**

This year we increased the number of best paper awards as following:

a) Best Paper (Long)

b) Best Paper (Short)

c) Best Paper (Theme)

d) Best Paper (Industry)

e) Best Paper (Demo)

f) Outstanding Paper in each of the tracks including the Theme, Industry and Demo tracks

Based on the nominations from SACs and ACs, we have identified 107 candidates for consideration for the best papers and outstanding papers award. These papers are assessed by the Best Paper Award Committee. The award winners will be announced and present their works at the closing ceremony.

**Presentation Mode**

We attempted the decision for oral vs poster presentations not to be made based on the quality/merit of the papers, but rather on the authors’ interest in the presentation mode, and our understanding of what would be the best format for presentation of each individual paper.
Keynote talks

Another highlight of our program is the three exciting keynote talks, presented by Prof. Jong Park, KAIST, on “Human-Centric Natural Language Processing”; Prof. Emily M. Provost, University of Michigan, on “From Speech to Emotion to Mood: Mental Health Modeling in Real-World Environments” & Prof. Christopher Manning from Stanford University, on “Academic NLP research in the Age of LLMs: Nothing but blue skies!”

Gratitude

We would like to thank the following people for their support & contributions:

• Our General Chair, Yuji Matsumoto, who led the whole organizing team, and helped with many of the decision processes;

• 85 SACs who helped us throughout the entire review process, from assigning papers, checking review quality, making final recommendation, suggesting presentation formats to recommending best paper candidates;

• 458 ACs who checked the initial submissions, led paper discussions, wrote meta reviews, ensured review quality and suggested best paper candidates;

• 3,643 reviewers who reviewed the papers and actively participated in paper discussions; special thanks to those who stepped in at the last minute to serve as emergency reviewers;

• 42 Ethics Committee members, chaired by Kemal Oflazer and Francisco Guzman, for their hard work in providing ethical reviews and meta-reviews for all papers with serious ethical issues, and ensure that all the conditionally accepted papers have addressed the ethical issues appropriately;

• The 26 members of the Best Paper Award Committee for selecting the best papers;

• Publication Chairs Nadi Tomeh, Atsushi Fujita, Aixin Sun, Bin Wang, Rong Tong, and Ryan Cotterell for completing the final proceedings within a short period;

• ACL Anthology Director Matt Post and his team, for his help in the production of the conference proceedings and maintenance of the ACL Anthology;

• TACL editor-in-chief Asli Celikyilmaz & Roi Reichart, TACL Editorial Assistant Cindy Robinson, and CL Editor-in-Chief Hwee Tou Ng for coordinating TACL and CL presentations with us;

• The ARR team for their continued effort in running ARR, and for coordination with us;

• The Open Review team, especially Harold Rubio and Celeste Matinez for multiple rounds of technical help in setting up EMNLP 2023 on the OR platform;

• Website chairs Yan Zhang and Benyou Wang for their continued effort in prompt updates to the website;

• Publicity chairs Weiwei Sun and Noriki Nishada for publicizing the conference and handling communications on social media.

• Damira Mršic and the whole Underline team, for helping to manage the logistics of both the virtual and online conference.

• Jenn Rachford for her patience, and professional invaluable help in organizing the logistics of the conference.
• Haizhou Li and the rest of the Local Organizing Committee, for various discussions on organizing EMNLP, and making the local arrangements.

• 14,105 authors who submitted their work to EMNLP 2023.

We hope that you will enjoy this year’s program and hybrid conference!

Houda Bouamor, Carnegie Mellon University in Qatar
Juan Pino, Meta
Kalika Bali, Microsoft Research Labs India
EMNLP 2023 Program Co-Chairs
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Keynote Talk: Human-Centric Natural Language Processing

Jong C. Park
Korea Advanced Institute of Science and Technology

Friday, December 8 – Time: 09:30 - 10:30 – Room: East & Center

Abstract: In keeping up with the three pillars of natural language processing, ever-changing principles and techniques, emerging domains of application and related resources, and people with needs for language support, our research team has paid attention to the third pillar with a special focus on human-centric diversity and minority issues, including children, experts in biology and medicine, deaf people, and people with different challenges to language use. In this talk, I wish to share our achievements along the way, recently leading to a flurry of pleasant results that make use of deep learning techniques and large language models. I conclude the talk with a cautious prognosis about what might lie beyond large language models that loom over much of what we do at the moment and may hamper diversity to a worrisome degree and even humanity in hindsight.

Bio: Jong Park received his BE and MSE degrees from Seoul National University and PhD degree from the University of Pennsylvania, Philadelphia. He has been working as Assistant, Associate and Full Professor at Korea Advanced Institute of Science and Technology (KAIST) since 1998. He is one of the early researchers on BioNLP, applying NLP techniques to biology and medicine. His research team at KAIST has also been working broadly on identifying emotion from text, turning spoken language into visual animation and sign language, identifying mental health issues such as mild-cognitive impairment (MCI) and clinical depression from natural language utterances, detecting abusive language, and, more recently, credibility assessment and bidirectional sign language processing. His team has received Outstanding Paper Award at ACL 2023 for the work on the Tigrinya language. He is serving as founding Editor-in-Chief of Journal of Computing Science and Engineering (JCSE) since 2007, President of Asian Federation of Natural Language Processing (AFNLP) during 2022–2024, and General Chair of IJCNLP-AAACL 2023.
Keynote Talk: From Speech to Emotion to Mood: Mental Health Modeling in Real-World Environments

Emily Mower Provost
University of Michigan

Saturday, December 9 – Time: 14:30 - 15:30 – Room: East & Center

Abstract: Emotions provide critical cues into our health and wellbeing. This is of particular importance in the context of mental health, where changes in emotion may signify changes in symptom severity. However, information about emotion and how it varies over time is often accessible only using survey methodology (e.g., ecological momentary assessment, EMA), which can become burdensome to participants over time. Automated speech emotion recognition systems could provide an alternative, providing quantitative measures of emotion using acoustic data captured passively from a consented individual’s environment. However, speech emotion recognition systems often falter when presented with data collected from unconstrained natural environments due to issues with robustness, generalizability, and invalid assumptions. In this talk, I will discuss our journey in speech-centric mental health modeling, explaining whether, how, and when emotion recognition can be applied to natural unconstrained speech data to measure changes in mental health symptom severity.

Bio: Emily Mower Provost is a Professor in Computer Science and Engineering at the University of Michigan. She received her Ph.D. in Electrical Engineering from the University of Southern California (USC), Los Angeles, CA in 2010. She is a Toyota Faculty Scholar (2020) and has been awarded a National Science Foundation CAREER Award (2017), the Oscar Stern Award for Depression Research (2015), a National Science Foundation Graduate Research Fellowship (2004-2007). She is an Associate Editor for IEEE Transactions on Affective Computing and the IEEE Open Journal of Signal Processing. She has also served as Associate Editor for Computer Speech and Language and ACM Transactions on Multimedia. She has received best paper awards or finalist nominations for Interspeech 2008, ACM Multimedia 2014, ICMI 2016, and IEEE Transactions on Affective Computing. Among other organizational duties, she has been Program Chair for ACII (2017, 2021), ICMI (2016, 2018). Her research interests are in human-centered speech and video processing, multimodal interfaces design, and speech-based assistive technology. The goals of her research are motivated by the complexities of the perception and expression of human behavior.
Keynote Talk: Academic NLP research in the Age of LLMs: Nothing but blue skies!

Christopher D. Manning
Stanford University

Sunday, December 10 – Time: 14:00 - 15:00 – Room: East & Center

Abstract: There has been a certain amount of handwringing by students – and faculty – about the prospects for academic research in the Age of Large Language Models (LLMs). Now, there is a need for universities and governments to do more to support computational research. And it is indeed the case that any major inflection point in a research field does change the best questions to concentrate your time on. But a reorientation of research is healthy, coming off a decade when students in academia had often drifted into playing the Kaggle game rather than thinking hard about fundamental ideas. A time of transformation is principally a time of opportunity: All sorts of new and exciting research questions, either not explored or only explored in very different contexts, come to the fore. These questions provide compelling opportunities for fresh and exciting work. I see many examples of this sort of work already happening and encourage many more. I will illustrate with two pieces of work from my own students: the Backpack, which explores an alternative, more interpretable architecture than the Transformer (by John Hewitt and colleagues) and Direct Preference Optimization, which explores an alternative to the Proximal Policy Optimization normally used for steering LLMs in the Reinforcement Learning from Human Feedback (RLHF) phase (by Eric Mitchell and colleagues).

Bio: Christopher Manning is the inaugural Thomas M. Siebel Professor in Machine Learning in the Departments of Linguistics and Computer Science at Stanford University, Director of the Stanford Artificial Intelligence Laboratory (SAIL), and an Associate Director of the Stanford Institute for Human-Centered Artificial Intelligence (HAI). His research goal is computers that can intelligently process, understand, and generate human languages. Manning was an early leader in applying Deep Learning to Natural Language Processing (NLP), with well-known research on the GloVe model of word vectors, attention, machine translation, question answering, self-supervised model pre-training, tree-recursive neural networks, machine reasoning, dependency parsing, sentiment analysis, and summarization. He also focuses on computational linguistic approaches to parsing, natural language inference and multilingual language processing, including being a principal developer of Stanford Dependencies and Universal Dependencies. Manning has coauthored leading textbooks on statistical approaches to NLP (Manning and Schütze 1999) and information retrieval (Manning, Raghavan, and Schütze, 2008), as well as linguistic monographs on ergativity and complex predicates. His online CS224N Natural Language Processing with Deep Learning videos have been watched by hundreds of thousands of people. He is an ACM Fellow, a AAAI Fellow, and an ACL Fellow, and a Past President of the ACL (2015). His research has won ACL, Coling, EMNLP, and CHI Best Paper Awards, and an ACL Test of Time Award. He has a B.A. (Hons) from The Australian National University and a Ph.D. from Stanford in 1994, and an Honorary Doctorate from U. Amsterdam in 2023, and he held faculty positions at Carnegie Mellon University and the University of
Sydney before returning to Stanford. He is the founder of the Stanford NLP group (@stanfordnlp) and manages development of the Stanford CoreNLP and Stanza software.
Panel: Beyond Text: Inclusive Human Communication with Language Technology

Saturday, December 9 – Time: 16:00 - 17:00 – Room: East & Center

The scope of communication extends far beyond textual interactions. This panel converges experts from diverse fields, including sign language, multilingual conference interpretation, empathetic speech-based dialog systems, virtual reality, and embodied agents, who will discuss how advancements in language technology can help shape the future of inclusive communication, and at the same time what NLP can learn from various fields of communication.

Panelists:

Ms. Lourdes de Rioja, Freelance Conference Interpreter, Belgium
Lourdes de Rioja is a Spanish conference interpreter who has worked for the European Commission, the European Parliament, and the European Court of Justice. She is the author and producer of SCICtrain for the European Commission, editor and designer of False Friends online Dictionary, and co-creator of AIIC Conversations. Ms de Rioja has a Master’s degree in Political & Corporate Communication from The George Washington University & Universidad de Navarra, Spain, and a European Master’s degree in Conference Interpreting from Universidad de La Laguna, Spain. She is a member of the International Association of Conference Interpreters (AIIC) and has interpreted in various languages, including English, French, Danish, Swedish, and Catalan.

Dr. Abraham Glasser, Gallaudet University, USA
Dr. Abraham Glasser is an Assistant Professor in Science, Technology, Accessibility, Mathematics, and Public Health. He earned his undergraduate degree and his Ph.D. in Computing and Information Sciences from the Rochester Institute of Technology. Glasser has conducted research work for various organizations. His research interests include virtual and augmented reality, accessible technology for deaf and hard of hearing individuals – with a focus on automatic speech recognition, and he is passionate about making technology inclusive for people with disabilities. Dr. Glasser is also the reigning United States Deaf Chess Champion.

Prof Chengkuo Lee, National University, Singapore
Prof Chengkuo Lee is an Associate Professor at the Dept. of Electrical and Computer Eng. of National University of Singapore, Singapore with a research background in Systems and Precision Engineering. He received his M.S. degree in Materials Science and Engineering from National Tsing Hua University, Hsinchu, Taiwan, in 1991, and his Ph.D. degree in Precision Engineering from the University of Tokyo, Tokyo, Japan, in Jan. 1996. He has proposed augmented tactile-perception and haptic-feedback rings with multimodal sensing and feedback capabilities for Human-Machine interfaces for immersive interactions. He has also proposed a sign language recognition and communication system using a smart triboelectric glove, AI block, and the back-end VR interface. Prof. Lee has contributed more than 250 papers in peer-reviewed international journals and conferences, and 9 US patents in MEMS, NEMS, Nanophotonics and Nanotechnology fields.

Prof María Inés Torres, UPV/EHU, Spain
María Inés Torres is a Professor of Computer Science at the University of the Basque Country. She founded the Pattern Recognition and Speech Technology research group in 1990, which she has been leading
since then. She has conducted research related to speech technologies, including automatic speech recognition and understanding, language identification, machine translation, specific processing of Basque language, and acquisition and generation of language resources. She has published numerous papers in journals and international conferences and edited three books. Her current research interests focus on statistical approaches to deal with spoken dialog systems, being also interested in learning from human interaction to generate artificial interaction.

Prof Monojit Choudhury, MBZUAI, Abu Dhabi
Monojit Choudhury is a professor of NLP at MBZUAI, Abu Dhabi. He has a PhD and BTech in computer science and engineering from IIT Kharagpur. Prof Choudhury’s research interests span various aspects of natural language processing and cognitive sciences, including multilingual models, computational ethics, and AI and NLP for social good. Prior to joining MBZUAI, he was a principal researcher at Microsoft. He also serves as a professor of practice at Plaksha University and an adjunct faculty at IIIT Hyderabad. Prof Choudhury is the general chair of the Panini Linguistics Olympiad, which is the Indian national linguistics Olympiad for high school students and the founding co-chair of the Asia Pacific Linguistics Olympiad.
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