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Abstract

Learning from free-text human feedback is es-
sential for dialog systems, but annotated data is
scarce and usually covers only a small frac-
tion of error types known in conversational
AI. Instead of collecting and annotating new
datasets from scratch, recent advances in syn-
thetic dialog generation could be used to aug-
ment existing dialog datasets with the necessary
annotations. However, to assess the feasibil-
ity of such an effort, it is important to know
the types and frequency of free-text human
feedback included in these datasets. In this
work, we investigate this question for a variety
of commonly used dialog datasets, including
MultiWoZ, SGD, BABI, PersonaChat, Wizards-
of-Wikipedia, and the human-bot split of the
Self-Feeding Chatbot. Using our observations,
we derive new taxonomies for the annotation
of free-text human feedback in dialogs and in-
vestigate the impact of including such data in
response generation for three SOTA language
generation models, including GPT-2, LLAMA,
and Flan-T5. Our findings provide new insights
into the composition of the datasets examined,
including error types, user response types, and
the relations between them1.

1 Introduction

If a dialog system generates a dissatisfying or er-
roneous response, e.g., a response with factually
incorrect information, users tend to provide a tex-
tual descriptions of what went wrong or what they
would have expected (See and Manning, 2021; Xu
et al., 2023; Ung et al., 2022). This textual de-
scription is usually referred to as free-text human
feedback, and it is an important source to improve
dialog systems, to keep them engaging and socially
acceptable (Shuster et al., 2022; Christiano et al.,
2017; Ouyang et al., 2022; Xu et al., 2023). Learn-
ing from such data requires annotations for errors

1Code and data are available on GitHub.

in system utterances and subsequent free-text hu-
man feedback, but available datasets are scarce
and typically cover only a small subset of the error
types known in conversational AI, such as in the
cases of SaFeRDialogues (Ung et al., 2022) and
FITS (Xu et al., 2023). As a result, data collection
is usually a first step for research on learning from
free-text human feedback (Hancock et al., 2019;
Veron et al., 2021; Park et al., 2021). To avoid
this in future research, recent advances in synthetic
dialog generation (Kim et al., 2022; Zheng et al.,
2022) could be used to augment existing dialog
datasets with annotations for errors and free-text
human feedback. However, to assess the feasibil-
ity of such an effort, it is important to know the
types and frequency of such data included in these
datasets.

In this work, we investigate this question
for a variety of dialog datasets, including
MultiWoZ (Budzianowski et al., 2018), Per-
sonaChat (Zhang et al., 2018), Wizards-of-
Wikipedia (Dinan et al., 2019), SGD (Rastogi et al.,
2020), BABI (Bordes et al., 2017), and the human-
bot split from the Self-Feeding Chatbot (Hancock
et al., 2019). For this, we follow a two-step ap-
proach in which we first use the Integrated Error
Taxonomy proposed by Higashinaka et al. (2021)
to study the types of errors in system utterances
and subsequent user responses in subsets of these
datasets. We use the insights gained during this
process to derive a new user response type taxon-
omy and a modified Integrated Error Taxonomy
for the annotation of free-text human feedback in
dialog data. In the second step, we use Sentence-
Transformer (Reimers and Gurevych, 2019) to iden-
tify similar situations in the remaining dialogs of
the datasets. For a subsequent statistical analy-
sis, we manually annotate subsets of the identi-
fied dialogs with error and user response types.
We also use this manually annotated data to in-
vestigate the impact of including this data in re-
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sponse generation, using three SOTA language
generation models, i.e., GPT-2 (Radford et al.,
2019), LLAMA (Touvron et al., 2023), and Flan-
T5 (Chung et al., 2022).

We find that types and frequency of errors and
user responses that include free-text human feed-
back largely depend on (1) whether the dialogs
are human-human or human-bot, and (2) whether
the dialogs are task-oriented, open-domain, or
knowledge-grounded. Our analysis and experi-
ments show that using our taxonomies is benefi-
cial for identifying free-text human feedback, and
that including such data has a positive impact in
response generation.

2 Related Work

Datasets Annotated with Free-Text Human
Feedback As of today, dialog datasets with an-
notations for free-text human feedback are few and
mostly focused on specific error types. For exam-
ple, FITS (Xu et al., 2023), a dataset of 14,000
human-bot dialogs, provides free-text human feed-
back for response quality and search query errors.
SaFeRDialogues (Ung et al., 2022) consists of
7,000 human-bot dialogs, but only addresses toxic-
ity in system utterances. The dataset published with
the Self-Feeding Chatbot (Hancock et al., 2019)
provides 60,000 human-bot dialogs, partly anno-
tated with response alternatives for dissatisfying
system utterances. Other works, such as Park et al.
(2021) and Veron et al. (2021) collected free-text
human feedback for evaluating their approaches,
but never made the data publicly available.

In this work, we investigate the types of errors
and subsequent user responses in six widely used
dialog datasets, such as MultiWOZ (Budzianowski
et al., 2018), PersonaChat (Zhang et al., 2018),
and SGD (Rastogi et al., 2020) to assess their ex-
tendibility with annotations for learning from free-
text human feedback as an alternative to data col-
lection from scratch.

Error and User Response Type Taxonomies
The error taxonomies used to collect the datasets
discussed above are very specific which limits their
applicability, e.g., in SaFeRDialogues (Ung et al.,
2022), they only focus on toxicity. However, errors
in conversational AI have long been the subject of
research and more comprehensive error taxonomies
are already available. For example, Dybkjaer et al.
(1996) and Möller et al. (2007) focus on errors in
task-oriented dialog systems and distinguish multi-

ple error types with focus on content-related errors
and practical aspects. More recently published er-
ror taxonomies, such as the Integrated Error Tax-
onomy proposed by Higashinaka et al. (2021), dis-
tinguish levels of errors, which makes them more
broadly applicable. The Integrated Error Taxon-
omy covers 17 error types in four different levels,
including utterance, response, context, and society.
Regarding user responses subsequent to errors in
system utterances, See and Manning (2021) pro-
posed a taxonomy that distinguishes dissatisfaction
and unclear user utterances.

In this work, we use the Integrated Error Tax-
onomy by Higashinaka et al. (2021) to study the
errors in the system utterances of 1,200 dialogs
from six dialog datasets, based on which we deter-
mine (1) the different types of user responses to
errors in system utterances, and (2) the limitations
of the Integrated Error Taxonomy, such as missing
error types.

3 Datasets Examined

Table 1 gives an overview of the datasets examined
in this work. Overall, we consider six datasets with
dialogs of various types, including task-oriented,
open-domain, and knowledge-grounded dialogs, as
well as human-human and human-bot dialogs.

Dataset Type Mode # Dialogs
MultiWoZ Task-Oriented Human-Human 8,483
SGD Task-Oriented Human-Human 16,000
BABI Task-Oriented Human-Bot 6,235
PersonaChat Open-Domain Human-Human 10,907
Self-Feeding Chatbot Open-Domain Human-Bot 60,000

Wizards-of-Wikipedia
Knowledge-
Grounded

Human-Human 22,311

Table 1: Overview of the datasets examined in this work.

For task-oriented dialog datasets, we consider
MultiWoZ (Budzianowski et al., 2018) (MWoZ),
SGD (Rastogi et al., 2020), and BABI (Bordes
et al., 2017). They mainly differ in the num-
ber of domains included in the dialogs. MWoZ
includes seven different domains, SGD 16, and
BABI only one (but with dialogs of increasing dif-
ficulty). In contrast to MWoZ and SGD, BABI
consists of human-bot dialogs. For open-domain
dialogs, we consider PersonaChat (Zhang et al.,
2018) (PC) and the human-bot split of the Self-
Feeding Chatbot (Hancock et al., 2019) (SFC).
While PC consists of dialogs between two peo-
ple who are trying to get to know each other, SFC
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consists of human-bot open-domain dialogs2. For
knowledge-grounded dialogs, we focus on Wizards-
of-Wikipedia (Dinan et al., 2019) (WoW), which
consists of human-human dialogs.

For simplicity, we do not distinguish between
human or bot in the following. We always refer to
the utterance of the partner as a system utterance.

4 Manual Error Type Analysis and
Taxonomies

We first study the errors in system utterances in
a randomly sampled set of 1, 200 dialogs (200 di-
alogs from each of the six datasets), using the Inte-
grated Error Taxonomy proposed by Higashinaka
et al. (2021). The taxonomy consists of 17 error
types (I1-I17) across four levels: utterance, re-
sponse, context, and society. They further cate-
gorize error types into content violation, i.e., if
the error may cause a dialog breakdown, and form
violation, i.e., if the system utterance is not in-
terpretable due to massive grammatical problems.
Table 2 presents a summary of the error types (see
Appendix A for more details).

Level Form Violation Content Violation

Utterance
Uninterpretable (I1) Semantic Error (I3)
Grammatical Error (I2) Wrong Information (I4)

Response

Ignore Question (I5) Ignore Expectation (I9)
Ignore Request (I6)
Ignore Proposal (I7)
Ignore Greeting (I8)

Context
Unclear Intention (I10) Self-Contradiction (I13)
Topic transition error (I11) Contradiction (I14)
Lack of Information (I12) Repetition (I15)

Society Lack of Sociality (I16) Lack of Common Sense (I17)

Table 2: Error Types included in the Integrated Error
Taxonomy.

If we find an error, we analyze the following
user response for an error-indicating phrase, a
short text fragment of arbitrary length that directly
addresses the error in the previous system utterance
(e.g., how do you mean) or indicates user dissatis-
faction (e.g., I don’t like that), and add the surround-
ing sentence to our list of unique error-indicating
sentences. We use these error-indicating sentences
in Section 5 to explore the remaining dialogs from
each dataset for user responses (and thus errors)
that are similar to the ones observed in this step3.

2SFC is also partially annotated with alternative responses,
but we only consider the non-annotated dialogs in this work.

3We also used the error-indicating phrases instead of the
error-indicating-sentences, but found that they are not expres-
sive enough due to their small length (see also Section 4).

Overall, we found 79 errors in system utter-
ances and collected a set of 67 error-indicating
sentences with an average sentence length of ap-
proximately 6.52 words (see Appendix B for all
collected phrases and sentences). Each sentence
contains a unique error-indicating phrase with an
average length of 3.52 words. Contractions (two
words that have been connected, e.g., don’t or it’s)
are considered as one word. Table 3 shows the
distribution of error-indicating sentences across
datasets.

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

#Sentences 7 0 5 9 36 10

Table 3: Distribution of error-indicating sentences
across datasets. HH denotes human-human dialogs and
HB denotes human-bot dialogs.

We find most error-indicating sentences in open-
domain and knowledge-grounded datasets, espe-
cially in SFC (Hancock et al., 2019).

4.1 Modified Integrated Error Taxonomy

During this study, we found that the Integrated
Error Taxonomy (Higashinaka et al., 2021) has
weaknesses. Some error types are never observed
and others are missing. Based on these insights, we
modify the taxonomy for the classification of errors
in system utterances. Table 4 shows the result.

Level Error Type Description

Response

Ignore Question (E1) The system utterance ignores the user’s question.

Ignore Request (E2)
The system utterance ignores the user’s request
to do something.

Ignore Expectation (E3)
The system utterance does not fulfill the user’s
expectation.

Attribute Error (E4)
The system utterance suggests that the system
did not get the attributes/slots right.

Factually Incorrect (E5)
The system utterance contains information that
is factually incorrect.

Context
Topic Transition Error (E6)

The system utterance transitions to another / a
previous topic without reasonable explanation.

Conversationality (E7)
The system utterance indicates that the system lost
track, e.g., it repeats previous responses (without
asking for missing information) or contradicts itself.

Unclear Intention (E8)
The system utterance suggests that the user’s intent
was not successfully conveyed.

Society
Lack of Sociality (E9)

The system utterance lacks consideration of social
standards, e.g., greetings, is toxic or disrespectful.

Lack of Common Sense (E10)
The information in the system utterance opposses
the opinion of the majority.

Table 4: Modified Integrated Error Taxonomy.

We ignore Lack of Information (I12 in Table 2),
since it is rarely observed by Higashinaka et al.
(2021) and we never observed it in our study. For
the same reason, we ignore I1-I3. However, we
also found them to be rather ambiguous. For exam-
ple, the Semantic Error (I3) is intended to be used
for invalid predicate/argument combinations, such
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as situations where a missing letter results in a dif-
ferent meaning (raining instead of training). This
is similar to the Lack of Common Sense error type
(I17, now E10), since the model is supposed to be
aware of the concept, but not in the given context.
For Wrong Information (I4), we introduce a new
error type, Factually Incorrect (E5), that extends
the original definition for also taking factually in-
correct knowledge into account. Furthermore, we
ignore Contradiction (I14), since it is covered by
Lack of Common Sense and Factually Incorrect er-
rors. We merge Ignore Proposal (I7) and Ignore
Request (I6) into one error type (E2), since both
are very similar in meaning. Next, we merge Ig-
nore Greeting (I8) with Lack of Sociality (I16, now
E9), as the latter implies the first one. We merge
Repetition (I15) and Self-Contradiction (I13) into
a new error type, Conversationality (E7), since we
observed both very rarely and only in situations
that the system had lost the thread of the conver-
sation. We also observed instances of incorrectly
conveyed attributes (slots) that are not accounted
for in the original taxonomy. To address this, we
introduce the Attribute Error error type (E4).

4.2 User Response Type Taxonomy

We observed five different patterns in user re-
sponses subsequent to errors in system utterances
during this study, which are also reflected in the
collected error-indicating sentences. We propose
them as a new taxonomy for the annotation of such
data in dialogs (Table 5).

User Response Type Description

Ignore and Continue (UR1)
The user ignores the error and continues the conversation,
e.g., Okay. Let’s leave it like that.

Repeat or Rephrase (UR2)
The user repeats or rephrases their concern, e.g., Actually,
I wanted ...

Make Aware with Correction
(UR3)

The user makes the system aware of the error and provides
information to address what is missing or wrong in its
utterance, e.g., No. I wanted you to ...

Make Aware without
Correction (UR4)

The user makes the system aware of the error without
providing additional information, e.g., You’re wrong.

Ask for Clarification (UR5)
The user asks for clarification, e.g., Are you sure? Is it
really that ...

Table 5: User Response Type Taxonomy.

Among these, we find that UR2, UR3, and UR5
are likely to contain free-text human feedback, such
as corrections, new knowledge, or response alter-
natives.

5 Automatic Filtering for Potentially
Relevant Dialogs

Since our study in Section 4 indicated that errors
in system utterances are rare, we use Sentence-

Transformer (Reimers and Gurevych, 2019) to facil-
itate the process of filtering the remaining dialogs
of each datasets for potentially relevant ones, i.e.,
dialogs with user responses similar to the collected
error-indicating sentences.

For each dataset, we decompose every dialog
into turns (alternating utterances), extract the user
response, and segment it into sentences. Next,
we pair these sentences with each of the error-
indicating sentences and use a pretrained Sentence-
Transformer based on MPNet (Song et al., 2020) to
calculate their cosine similarity (see Appendix C
for implementation details). We consider a dia-
log to be potentially relevant if at least one of
these pairs has a cosine similarity ≥ 50%. Ta-
ble 6 presents the sizes of the filtered subsets in
comparison to the original datasets.

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Original Dialogs 8,438 16,000 6,235 10,907 60,000 22,311

Filtered Dialogs 4,936
(58.5%)

5,824
(36.4%)

421
(6.76%)

974
(8.9%)

15,960
(26.6%)

1,689
(7.57%)

Table 6: Size comparison between the filtered subsets
and the original datasets. The numbers in brackets show
the ratio of relevant dialogs to the original dataset sizes.

With 58.5%, MWoZ (Budzianowski et al., 2018)
contains most of the potentially relevant dialogs.
PC (Zhang et al., 2018) and WoW (Dinan et al.,
2019) have the smallest number of such dialogs
(8.9% and 7.57%, respectively). Overall, only 25%
of the data is potentially relevant, i.e., contains at
least one user response that is similar to one of
those observed in Section 4. Hereinafter, we refer
to these dialogs as filtered dialogs. We provide a
sentence-level analysis in Appendix D.

6 Statistical Analysis

In this section, we conduct a statistical analysis of
the distribution of error and user response types
and their relations in the dialogs of the datasets
examined. For this, we manually annotate 555
of the filtered dialogs (100 from each dataset, if
available) with error and user response types, us-
ing the taxonomies proposed in Section 4.1 and
4.2. To avoid bias from our filtering procedure in
Section 5, we also consider 600 randomly selected
dialogs (100 from each dataset) that were not iden-
tified during this process (similarity <50%) in this
analysis. Hereinafter, these dialogs are referred to
as random dialogs. In Section 6.4, we assess the
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impact of our filtering procedure on this analysis.
Overall, we manually annotate 1,155 dialogs

with error and user response types. For annotation,
we always consider the entire dialog (the context).

6.1 Error Type Distribution

Overall, we identified 188 errors across all dialogs.
Table 7 shows the distribution.

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Filtered Dialogs 8/100 3/100 2/95 6/71 92/100 19/89
Random Dialogs 2/100 0/100 5/100 2/100 46/100 3/100

Table 7: The number of errors in comparison to the
number of dialogs considered in this analysis for each
dataset.

As expected, the filtered dialogs contain a larger
number of errors (130 overall) compared to the
random dialogs (58 overall), especially for open-
domain and knowledge-grounded dialogs, such as
SFC (Hancock et al., 2019) and WoW (Dinan et al.,
2019).

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Ignore
Question (E1) 1 (10.0%) - 1 (14.3%) 1 (12.5%) 67 (48.5%) -

Topic Trans.
Error (E6) - - - 1 (12.5%) 62 (44.9%) 4 (18.1%)

Factually
Incorrect (E5) - 2 (66.6%) - 1 (12.5%) 3 (2.1%) 13 (59.1%)

Ignore
Expect. (E3) 2 (20.0%) 1 (33.3%) 1 (14.3%) - 2 (1.4%) 1 (4.5%)

Ignore
Request (E2) 3 (30.0%) - 1 (14.3%) - - -

Lack of
Sociality (E9) - - - 2 (25.0%) 3 (2.1%) -

Table 8: The most common error types and their fre-
quencies found in both the filtered and random dialogs.
The number in brackets shows the ratio to all errors
found for the respective dataset.

Table 8 shows the most common error types and
their frequency for both the filtered and random
dialogs, which already accounts for 172 of all iden-
tified errors4. In the case of open-domain dialogs,
the most frequent error types are Ignore Question
(E1) and Topic Transition Error (E6). This is partic-
ularly the case in the SFC dataset (Hancock et al.,
2019), where we find the system utterances to be
often out of context. In the case of task-oriented
dialogs, Ignore Request (E2) and Ignore Expecta-
tion (E3) are the most common error types. We

4See A1 in Table 15 and 16, Appendix G.1, for an aggre-
gated distribution of all errors and user responses.

observe these errors when requests are only par-
tially processed, e.g., when the user requests to
book a hotel room and a train, but the system only
books the hotel room. Moreover, we find that there
is only little variety in language in task-oriented di-
alogs, regardless of the number of tasks reflected in
the dataset (see Appendix E for examples). In the
case of WoW (Dinan et al., 2019), the knowledge-
grounded dataset, the Factually Incorrect (E5) error
is the most frequently observed error type.

6.2 User Response Type Distribution
Table 9 shows the distribution of user response
types to errors in system utterances for both the
random dialogs (R) and the filtered dialogs (F).

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset
MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

F R F R F R F R F R F R
Errors 8 2 3 0 2 5 6 2 92 46 19 3
UR1 1 2 2 0 1 3 0 1 4 35 0 1
UR2 2 0 1 0 1 0 0 0 0 0 0 0
UR3 2 0 0 0 0 2 0 0 3 1 9 0
UR4 1 0 0 0 0 0 2 1 34 2 0 1
UR5 2 0 0 0 0 0 4 0 51 8 10 1

Table 9: User response types found in the analyzed
dialogs. For the random dialogs, we highlight the user
response types that are likely to contain free-text human
feedback (Section 4.2) in bold green and the other ones
in bold red.

As described in Section 4.2, UR2 (Repeat or
Rephrase), UR3 (Make Aware with Correction),
and UR5 (Ask for Clarification) are likely to con-
tain free-text human feedback. In the case of the fil-
tered dialogs, we find that UR3 and UR5 are more
often observed in open-domain and knowledge-
grounded dialogs, such as SFC (Hancock et al.,
2019) or WoW (Dinan et al., 2019). UR2 is only
rarely observed, and only in task-oriented dialogs.
However, UR1 (Ignore and Continue) is also fre-
quently observed, especially in SFC. For randomly
selected dialogs, this is the most frequent user re-
sponse type (it occurs 42 times).

6.3 Relation Between Error and User
Response Types

Figure 1 illustrates the relation between the most
common error types (the 172 errors presented in
Table 8) and user response types (Table 9) in both
the filtered and random dialogs.

We find that UR1, UR4, and UR5 are the most
frequently observed user response types, particu-
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Figure 1: Illustration of the relations between frequent
error (E-values) and user response types (UR-values)
in both the filtered and random dialogs. The numbers
above the bars are the total number of errors for each
user response type. The numbers to the left and right of
each bar indicate the portion of the respective error type
(see color coding).

larly in the case of Ignore Question (E1) and Topic
Transition Error (E6), which is mostly observed in
open-domain datasets (Table 8). Along with UR3,
UR5 is also a frequent response type in the case of
Factually Incorrect (E5), which is mostly observed
in WoW (Dinan et al., 2019). UR2 is only rarely
observed. It sometimes occurs in the context of
Ignore Request (E2) and Ignore Expectation (E3),
which are mostly found in task-oriented dialogs.

6.4 Impact of Automatic Filtering

As Table 7 shows, a total of 188 dialogs was identi-
fied to contain errors in this analysis. 130 of them
were found in filtered dialogs and 58 in random di-
alogs (the ones that were missed by our automatic
filtering procedure in Section 5). Considering this
at the level of user response types (Table 9), 46 of
these 58 errors were ignored by users or did not
provide any additional information (UR1 or UR4,
the ones marked in bold red in the table), meaning
that they are irrelevant because they do not contain
free-text human feedback. For the remaining 12
missed errors (UR3 or UR5, the ones marked in
bold green), we find that they are not reflected in
the set of 67 error-indicating sentences used for
filtering. Although this limits the effectiveness, we
find that our procedure for automatic filtering itself
has no negative impact on the results of our analy-
sis, but rather improved annotation efficiency. An
approximated recall of 0.72 supports this assump-
tion. The recall was approximated with respect to
the ratio between the size of the filtered subsets and

the original datasets5 (Table 6) and only considers
the 12 missed relevant errors (when considering
all missed errors, the recall is 0.35). We provide a
more detailed analysis in Appendix F.

7 Evaluation and Experiments

In this section, we use the manually annotated di-
alogs from Section 6 in a human evaluation to as-
sess the impact of our modifications to the Inte-
grated Error Taxonomy (Higashinaka et al., 2021).
We also use these dialogs to investigate the per-
formance impact of errors in system utterances
and subsequent user responses as additional input
signals for response generation in three SOTA lan-
guage generation models, including GPT-2 (Rad-
ford et al., 2019), LLAMA (Touvron et al., 2023),
and Flan-T5 (Chung et al., 2022).

7.1 Integrated Error Taxonomy – Evaluation
To evaluate the impact of our modifications to re-
duce ambiguity and address missing error types in
the Integrated Error Taxonomy (Higashinaka et al.,
2021), we perform a human evaluation. We asked
nine experts with NLP background and sound En-
glish skills to annotate 600 dialogs from those
that were manually annotated by us in Section 6
(300 from both the filtered and random dialogs, 50
per dataset) with error and user response types us-
ing our modified Integrated Error Taxonomy (Sec-
tion 4.1) and proposed user response type taxon-
omy (Section 4.2)6. Each of the dialogs was then
assigned to two of these experts and thus anno-
tated three times in total (including our own ini-
tial annotation). For comparison, we mapped all
annotations back to the original Integrated Error
Taxonomy. For merged error types, we asked the
annotators for a second assessment using the origi-
nal taxonomy. Table 10 shows the inter-annotator
agreement (IAA) calculated using Krippendorff’s
Alpha (Krippendorff, 2004)7 and summarized by
human-human and human-bot dialogs.

In the case of human-human dialogs, the overall
agreement is rather low. This also applies to the

5For calculating the recall, we randomly sampled 25%
of the 555 annotated filtered dialogs, but considered all 600
random dialogs to reflect the proportions from Table 6. We
repeated the sampling a thousand times and averaged the
recall.

6We provide more details about the annotators (and a more
detailed analysis of the results, including edge cases) in Ap-
pendix G. Please refer to Appendix H for the annotation guide-
lines.

7We use the Python library annotation_analysis for this,
last accessed on 15. September 2023.
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Ours Theirs
Annotation Dataset HH HB HH HB

Error Type Filtered 0.16 0.91 0.02 0.89
Random 0.17 0.40 0.16 0.39

User Response Type Filtered 0.06 0.48 - -
Random 0.01 0.40 - -

Table 10: Inter-annotator agreement using the Integrated
Error Taxonomy (Higashinaka et al., 2021) (Theirs) and
our modified version (Ours).

user response types (what was to be expected, as
they directly depend on the error type annotations).
During our analysis in Section 6, we found that in
human-human dialogs, participants tend to suggest
disagreement in a friendly manner, which compli-
cates the identification of errors. This is different
for human-bot dialogs, where participants tend to
provide direct and clear feedback, such as You’re
wrong. We attribute the low agreement for the anno-
tations in human-human dialogs to this observation.
Nonetheless, using our modified Integrated Error
Taxonomy improves IAA over the original one in
all cases. This is most obvious in the case of the
human-human filtered dialogs, where it improves
IAA by 0.14 points. A detailed analysis revealed
that this is mainly due to (1) the condensed number
of abstract error types, e.g., we merged ambiguous
error types such as Ignore Proposal and Ignore Re-
quest, and (2) the newly added error types, such as
Factually Incorrect, which were not covered in the
original taxonomy.

7.2 Impact in Response Generation
In the following, we investigate the performance
impact of including errors in system utterances
and the subsequent user responses as additional
input signals in response generation. For this ex-
periment, we consider three different SOTA lan-
guage generation models: GPT-2 (Radford et al.,
2019), LLAMA (Touvron et al., 2023), and Flan-
T5 (Chung et al., 2022). For GPT-2 and Flan-T5,
we use the large variants. For LLAMA, we use the
7B variant8.

Experimental Setup We use the dialogs anno-
tated in Section 6 for this experiment. In a first
step, we use the 967 dialogs without error and user
response type annotations to train baselines mod-
els in the task of response generation. Next, we
train the baseline models using the 188 error and
user response type annotated dialogs and include

8We use the pretrained models available in the Hugging-
face Model Hub (last accessed 30. September 2023) for these
experiments.

the annotated data as additional input signals. For
error types, we include the respective system utter-
ance (Error Text). For user responses, we include
the respective user utterance (User Response). As
evaluation metrics, we use word-overlapping F1-
Score (following Xu et al. (2023) with FITS) and
BLEU (Papineni et al., 2002). We provide more de-
tails, including the baseline results, in Appendix I.

Results Table 11 shows the results9. We find a
large performance gap between Flan-T5 (Chung
et al., 2022) and the other models. A detailed anal-
ysis revealed that both GPT-2 (Radford et al., 2019)
and LLAMA (Touvron et al., 2023) generate rea-
sonable and fluent responses, but mostly deviate
from the target sequence. That aside, including user
responses as an additional input signal improves
the results over the other configurations, including
None, for both Flan-T5 and GPT-2. For LLAMA,
additionally using the error text improves the re-
sults over the other configurations.

None Error Text User
Response Both

Model F1 BLEU F1 BLEU F1 BLEU F1 BLEU
Flan-T5 55.1 35.4 54.6 35.3 55.5 35.8 55.5 35.7
GPT-2 19.8 2.9 20.8 2.07 20.9 2.9 18.7 2.8

LLAMA 21.9 4.9 24.5 10.1 21.9 4.0 23.4 8.5

Table 11: Experiments with errors in system utterances
and subsequent user reactions as additional input signals.
For each model, the best performing configuration is
highlighted. Both includes both feedback signals as ad-
ditional input signal. None was just continually trained
on the 188 dialogs, without including the feedback.

Overall, our results support the findings from re-
cent works on learning from free-text human feed-
back in that including user responses to errors in
system utterances is beneficial (Xu et al., 2023;
Ung et al., 2022). However, we also show that in-
cluding the error itself can have a positive impact.

8 Discussion

The goal of this work was to investigate the type
and frequency of errors in system utterances and
subsequent user responses included in the datasets
examined to assess their extendibility with annota-
tions for learning from free-text human feedback.
We found that this mostly depends on whether the
dialogs are human-human or human-bot. In human-
human dialogs, we find that humans rather suggest

9In comparison to the baseline results (Appendix I), we
see a performance drop in all configurations. We attribute this
to the small number of annotated data and the varying quality.
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disagreements in a very polite way instead of ac-
cusing the partner of a mistake (see Appendix J
for examples). Accordingly, there is only little
free-text human feedback available that could be
used for learning (Section 6.2 and 6.3). Therefore,
it might be hard and ineffective to extend these
datasets with annotations for learning from such
data. This is different in human-bot dialogs, where
humans often react harshly and accusingly to er-
rors in system utterances, resulting in more direct
feedback. However, we also found that it depends
on the dialog type. In general, we find that open-
domain and knowledge-grounded dialogs contain a
larger number of errors and user responses that are
likely to contain free-text human feedback, making
them more suitable for this purpose (Section 6.1).

Using the manually annotated dialogs from Sec-
tion 6, our experiments in Section 7.2 suggest that
including user responses to errors in system ut-
terances has a positive impact in response genera-
tion, which supports the findings from recent works
on including free-text human feedback (Xu et al.,
2023; Ung et al., 2022). Additionally, our results
suggest that including the error-annotated system
utterance itself can have a positive impact. From
our point of view, distinguishing between user re-
sponse types could be an interesting alternative
to binary signals, such as user satisfaction (Han-
cock et al., 2019) or thumbs-down (Shuster et al.,
2022), as an indicator of an error in a system utter-
ance. However, the dialogs annotated in Section 6
do not provide enough such data for a thorough
analysis that also takes into account the different
types of user responses. Therefore, we leave this
as a research question for future work. Our human
evaluation in Section 7.1 shows that our proposed
taxonomies may serve as a promising starting point
to obtain the necessary annotaions, although they
may not cover all possible error and user response
types.

9 Conclusion

In this work, we examined the dialogs of six
datasets from various types, including MultiWoZ,
SGD, BABI, PersonaChat, Wizards-of-Wikipedia,
and the human-bot split from the Self-Feeding
Chatbot, for errors in system utterances and the
types of subsequent user responses to assess their
extendibility with annotations for learning from
free-text human feedback. Our results show that
this largely depends on whether the dialogs are

human-human or human-bot, and whether they
are task-oriented, open-domain, or knowledge-
grounded. We found that human-bot dialogs, con-
tain more errors in system utterances that are ad-
dressed with free-text human feedback in subse-
quent user responses, especially in the case of open-
domain and knowledge-grounded dialogs. There-
fore, it might be feasible to extend these datasets
with the needed annotations to support research
into methods for learning from free-text human
feedback, e.g., by taking advantage of the recent
developments in synthetic data generation. We
also used the insights gained during this process to
propose a new user response type taxonomy and a
modified Integrated Error Taxonomy for the annota-
tion of free-text human feedback. Our experiments
show that including errors from system utterances
and subsequent user responses has a positive im-
pact in response generation.

10 Limitations

The majority of our evaluation was done manually.
Therefore, with respect to the original dataset sizes,
we only consider a small fraction of the data in our
study. It might be possible that our results would
have been clearer when we would have considered
more dialogs for the collection of error-indicating
sentences. However, our analysis shows that errors
found in the randomly selected dialogs are mostly
ignored by the user, i.e., the user does not provide
free-text human feedback that could be used for
learning. Thus, as far as we are concerned, this
does not limit the meaningfulness of our results.

Regarding dataset selection, our corpus study
(and its results) have only limited expressiveness
for knowledge-grounded dialog datasets, since we
only consider one of such datasets in our study,
Wizards-of-Wikipedia (Dinan et al., 2019). How-
ever, this does not affect the relevance of our work,
as there are already free-text human feedback an-
notated datasets available, e.g., FITS (Xu et al.,
2023), and we considered a representative number
of datasets from other dialog types for which there
is a lack of publicly available feedback-annotated
datasets, such as task-oriented dialogs.

The taxonomies used in this work are also sub-
ject to limitations. In the case of the modified
Integrated Error Taxonomy, our results show that it
improves agreement across different dialog types.
However, its abstract error types might limit ap-
plication for specific use cases, e.g., for a more
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fine-grained consideration of different types of so-
cial errors. Moreover, it reflects only error types
observed in the datasets examined. The same ap-
plies to the user response type taxonomy.
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form violation and content violation. The form vio-
lation usually represents errors that oppose some
kind of meta criteria, e.g., the form of language or
the ignorance of social norms. In contrast, content
violations refer to, e.g., inconsistent or redundant
utterances, or other things that might cause a dialog
breakdown. Content violation is hereinafter abbre-
viated as CV (form violation as FV). Furthermore,
they generally refer to utterances, while we refer
to system utterance, as this is evident from their
examples and simplifies understanding (from our
perspective).

A.1 Utterance-Level

Utterance-level errors typically expose language-
generation deficiencies of the system.

• Uninterpretable (I1), FV – The system’s ut-
terance does not contain recognizable words
or is just a text fragment, e.g., the utterance
just consists of the words of yours.

• Grammatical Error (I2), FV – The system’s
utterance is grammatical incorrect, e.g., he
will attend yesterday.

• Semantic Error (I3), CV – The combination
of predicates and arguments does not result in
any meaning, e.g., I feel painting.

• Wrong Information (I4), CV – The given
information is clearly wrong, e.g., Meat Loaf
was the songwriter of Jim Steinman (it was
vice versa).

A.2 Response-Level

Response-level errors describe errors in system ut-
terances, e.g., in responses to user questions or
requests.

• Ignore Question (I5), FV – The system utter-
ance ignores the user’s question, e.g., U: What
will the weather be like tomorrow? S: Look at
these beautiful flowers...

• Ignore Request (I6), FV – The system ig-
nores the user’s request to do something, e.g.,
U: Please book me a room in the west part of
town. S: I like sports.

• Ignore Proposal (I7), FV – The system ig-
nores the user’s proposal to do something, e.g.,
U: Let’s talk about movies. S: I like pizza.

• Ignore Greeting (I8), FV – The system ig-
nores the user’s greeting, e.g., U: Hello, my
friend! S: What do you want from me?

• Ignore Expectation (I9), CV – The system
utterance does not have the expected content
but the user’s intention has been successfully
conveyed, e.g., U: Do you have a favorite
football team? S: Yes. (the system should
tell the user the name of his favorite football
team).

A.3 Context-Level

Context-level errors refer not only to the local con-
text, i.e., adjacent pairs of user utterance and sys-
tem utterance, but to a broader (sometimes global)
context.

• Unclear Intention (I10), FV – The system
utterance is on the current topic, but the inten-
tion is unclear, e.g., U: What is your favorite
movie? S: I like Daddy’s Home 2. U: Oh, yes!
Mel Gibson is so good in this role... S: The
Evil Dead is so bloody...

• Topic Transition Error (I11), FV – The sys-
tem suddenly switches to another topic with-
out explanation, e.g., U: I really enjoyed Feyn-
man’s physics lecture. So enlightening! S:
Well, what is your favorite food?

• Lack of Information (I12), FV – The system
utterance misses important information, such
as subject, object, or modifier, e.g., U: It’s a
beautiful day, isn’t it? S: I hate. (object is
missing).

• Self-Contradiction (I13), CV – The system
utterance contradicts what it said before, e.g.,
S: I’m from Boston, Massachusetts. U: Oh,
wow! I’m from Bartlesville, Oklahoma! S:
Really? I’m from Seattle, Washington!

• Contradiction (I14), CV – The system utter-
ance contradicts what has been said by the
user, e.g., U: I like strawberries. S: Oh, why
don’t you like strawberries?

• Repetition (I15), CV – The system repeats
something it has already said before (this in-
cludes repeated questioning), e.g., S: I look
forward to the concert. U: Oh, which concert?
S: I look forward to the concert.
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A.4 Society-Level
Society-level errors refer to errors that indicate that
the system lacks etiquette or common sense.

• Lack of Sociality (I16), FV – The system ut-
terance lacks consideration towards the user
and contains hate speech or is in general dis-
respectful, e.g., U: Yesterday I went to the
federal employment agency. S: Okay. Are you
incapable of finding a job on your own?

• Lack of Common Sense (I17), CV – The
system utterance contains content that differs
from the opinion of the majority, e.g., S: I like
to eat chicken raw. U: Oh, dear... You have to
cook it first!

B Error-Indicating Sentences And
Phrases

In this section, we present the collected error-
indicating sentences along with phrases.

1. Not really like fandoms, haha Just anything
online that people make. (Phrase: not really
like)

2. It is not saturday. (Phrase: it is not)

3. That doesn’t make sense. (Phrase: doesn’t
make sense)

4. That makes no sense. (Phrase: makes no
sense)

5. You should put some more things together."
(Phrase: you should)

6. You shouldn’t be! (Phrase: you shouldn’t)

7. What do you mean by that?" (Phrase: what
do you mean)

8. What are you talking about? (Phrase: what
are you talking about)

9. It’s so important for young people to have
diverse interest and develop a wide range of
skills, don’t you think? (Phrase: don’t you
think)

10. I don’t know what you’re talking about.
(Phrase: don’t know)

11. What does that have to do with computer
games? (Phrase: what does that have to do
with)

12. Sorry I meant to say for the cat litter. (Phrase:
sorry i meant to say)

13. That didn’t have anything to do with school.
(Phrase: didn’t have anything to do with)

14. You do not make sense with your response.
(Phrase: your response)

15. That’s not what I asked you. (Phrase: not
what i asked)

16. I dont understand. (Phrase: don’t under-
stand)

17. How do you mean? (Phrase: how do you
mean)

18. I don’t care about price. (Phrase: i don’t care)

19. You’re not answering the questions. (Phrase:
you’re not answering)

20. Like I said before I’m not one to read an actual
newspaper but I do like reading opinion and
political articles. (Phrase: like i said before)

21. You’re not very helpful Help Desk. (Phrase:
not very helpful)

22. Are you sure that there are no hotels on the
west side of town? (Phrase: are you sure)

23. I didn’t say anything was scary. (Phrase: i
didn’t say)

24. I wouldn’t know this. (Phrase: i wouldn’t
know this)

25. That sounds too low. (Phrase: too low)

26. I’m great, but thats off topic. (Phrase: that’s
off topic)

27. No, I think when people shape their beards
in different ways is really interesting as well!
(Phrase: no, I think)

28. Your doing it wrong my friend. (Phrase:
you’re doing it wrong)

29. What are you saying? (Phrase: what are you
saying)

30. At least you have that then. (Phrase: at least
you have)

31. That doesn’t answer my question. (Phrase:
that doesn’t answer)
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32. I am too old to hike I am in my seventies.
(Phrase: i am too old)

33. You aren’t staying on topic at all. (Phrase:
not staying on topic)

34. Off the subject, I am thinking of cutting my
hair. (Phrase: off the subject)

35. I’m not ready to book just yet. (Phrase: i’m
not ready)

36. That’s not what I asked you. (Phrase: i asked
you)

37. Dude not cool. (Phrase: dude not cool)

38. I’d really like a 4 star. (Phrase: i’d really like)

39. Thats nonsense." (Phrase: thats nonsense)

40. Actually, I apologize no need to book, I was
just gathering information." (Phrase: i apolo-
gize)

41. I never said I needed one. (Phrase: i never
said i)

42. No I dont think so. (Phrase: no i dont think)

43. I didn’t mention anything about clowns.
(Phrase: i didn’t mention)

44. That is odd for alaska. (Phrase: that is odd)

45. Not sure what that means? (Phrase: not sure
what that means)

46. It can be what? (Phrase: it can be what)

47. You should learn! (Phrase: you should learn)

48. Umm, what? (Phrase: umm, what)

49. You think so? (Phrase: you think so)

50. No a park is a place and not a person, (Phrase:
and not)

51. Why do you say that? (Phrase: why do you
say that)

52. I guess I should have asked that first. (Phrase:
i should have asked)

53. I said lets talk about sports. (Phrase: i said
lets talk about)

54. You’re being annoying is whats happening.
(Phrase: you’re being annoying)

55. You could have stated the goods. (Phrase:
you could have stated)

56. Who was talking about color? (Phrase: who
was talking about)

57. That doesn’t really matter. (Phrase: doesn’t
really matter)

58. It’s actually a 1939 movie that was adapted
from a novel written earlier. (Phrase: it’s
actually)

59. I don’t believe a piano is a stringed instrument.
(Phrase: i don’t believe)

60. That’s not relevant. (Phrase: that’s not rele-
vant)

61. Check again. (Phrase: check again)

62. You’re wrong. (Phrase: you’re wrong)

63. That doesn’t have to do with track. (Phrase:
that doesn’t have to do with)

64. Instead could it be in Madrid? (Phrase: in-
stead could it)

65. I would prefer in Bombay. (Phrase: i would
prefer)

66. No, I don’t like that. (Phrase: i don’t like
that)

67. No, this does not work for me. (Phrase: this
does not work)

C Automatic Filtering – Implementation

To implement the automatic filtering (Section 5) we
use PyTorch (Paszke et al., 2019), the Transformers
library (Wolf et al., 2020), and the pretrained all-
mpnet-base-v2 Sentence-Transformer10. It is based
on MPNet (Song et al., 2020) and finetuned on a
large corpus of sentence pairs from multiple tasks
and domains, e.g., Yahoo Answers (Zhang et al.,
2015) and Reddit Comments (Henderson et al.,
2019), using a contrastive objective. It is a 12-
layer Transformer model with a vocabulary size of
30,527 words that calculates the cosine similarity
between two sentences in a 768-dimensional dense
vector space.

Our compute infrastructure consists of one Tesla
V100-SXM3 GPU (with 32 GB memory) and it

10Model page in the HuggingFace Model Hub, last accessed
11. September 2023.
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took an average of 76 mins to run automatic filter-
ing on one dataset.

D Automatic Filtering – Sentence-Level
Analysis

As described in Section 5, we filter on sentence-
level for similar user responses. Figure 2 illus-
trates the ranges of similarity between the sentences
extracted from the user utterances and the error-
indicating sentences, i.e., 50%−60%, 60%−70%,
70%− 80%,80%− 90%, 90%− 100%. It reflects
the share in identified phrases from each of the
datasets (see Table 3). Most of the phrases were
identified in SFC (Hancock et al., 2019). Only
a small amount of phrases came from the other
datasets which might be the reason for the clusters
in the lower ranges.

E Task-Oriented Dialogs – Examples

In Section 6.1, we say that the dialogs of task-
oriented datasets considered in our work are of little
variety in language and flow. This is most obvious
in case of BABI (Bordes et al., 2017) which we
want to show using the following example:

1. USER: good morning

1. SYSTEM: hello what can i help you with today

2. USER: may i have a table with british cuisine
in a cheap price range

2. SYSTEM: i’m on it. where should it be

3. USER: madrid please

3. SYSTEM: how many people would be in your
party

4. USER: for eight please

4. SYSTEM: ok let me look into some options for
you

5. USER: actually i would prefer in paris

5. SYSTEM: sure is there anything else to update

6. USER: instead could it be for four people

6. SYSTEM: sure is there anything else to update

7. USER: instead could it be in a moderate price
range

7. SYSTEM: sure is there anything else to update

8. USER: no

8. SYSTEM: ok let me look into some options for
you

This dialog is prototypical for BABI. The first
few turns (the first four in this case) contain the orig-
inal user request. Then, the user asks for changes
(turn five to eight). Overall, the dialogs are very
scripted. Users are mostly clear and distinctive in
their responses. They contain only little variety in
language and flow, which makes them seem very
unrealistic. We do not observe a change in this
regard across tasks.

The following dialog is from SGD (Rastogi et al.,
2020):

1. USER: Our family is planning for a vacation
trip. Please can you find a good rental car for
a pleasant trip?

1. SYSTEM: At what time do you need the car?

2. USER: I can pick up the car at 15:00

2. SYSTEM: From when onwards you are look-
ing for the rental car?

3. USER: I need the car from 11th of March.

3. SYSTEM: So, how long you need the car?

4. USER: I might need it till the 13th of this
month.

4. SYSTEM: Okay! So, where would be your
pick up location?

5. USER: I can pick up the car in Paris on 9th of
this month.

5. SYSTEM: Okay! There is a nice car, Chevro-
let Cruze, a Standard car is available for pick
up on March 9th at Charles de Gaulle Inter-
national Airport. Do you wish to rent this
car?

6. USER: Do you have any other cars for I need
the car till 10th of this month.

6. SYSTEM: Yup! We’ve 3 more cars. Do you
wish to rent Honda Accord, which is a Stan-
dard car and its ready for pickup on March 9th
from Charles de Gaulle International Airport?

7. USER: Okay. I go for the Honda Accord.
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Figure 2: Illustration of the distribution of dialogs with potential real-world error scenarios across datasets.

The dialog looks much more natural, which
might be due to its type. While BABI consists of
human-bot dialogs, SGD consists of human-human
dialogs. However, the flow is very similar. Up
until turn five, the user’s request is refined. Then,
the system comes up with a suggestion which the
user denies (for a couple of turns) by asking for
something different. At some point, user’s agree
or disagree on the system’s suggestions. Then the
dialog ends.

The following dialog is from
MWoZ (Budzianowski et al., 2018):

1. USER: Hi, I could use help with my planning.
I am trying to find a place to stay.

1. SYSTEM: Ok, to help us find the right place
for you lets talk about what you would like.
Do you have a price range you prefer? Or an
area of town?

2. USER: I would like it to be in the south and
have a rating of 3 stars.

2. SYSTEM: We have a moderately priced guest-
house and an expensive hotel that match your
requirements.

3. USER: Does either offer free parking?

3. SYSTEM: They both offer free parking and in-
ternet.

4. USER: Okay can you please book it for 7 peo-
ple for 4 nights starting on Tuesday?

4. SYSTEM: Which one? The guesthouse or the
hotel?

5. USER: The hotel, please.

5. SYSTEM: Reference number is : BS0ODSGJ.
Is there anything else?

6. USER: Yes, I also need a train from stevenage
to cambridge. I want to leave after 10:15 on
tuesday.

6. SYSTEM: I have train TR0517 that leaves at
11:54. Would that be something that would
work for you?

7. USER: That’s perfect. Could I get the train ID
and travel time?

7. SYSTEM: The travel time is 49 minutes.

8. USER: Great, that’s all I need, thanks so much
for your help! Have a great day!

8. SYSTEM: You’re very welcome! Thank you!
Bye!

Like in case of SGD, the dialog looks very nat-
ural. However, in contrast to BABI and SGD, the
dialogs consist less of refinements, but more of
multiple tasks as shown in this example. First, the
user asks for a hotel in a city, then he asks for trans-
portation to that city. Sometimes, he also asks for
locations with entertainment. While the first re-
quest is usually completed (the booking of a room
in this case), the second request is usually about
gathering information (the user just asks for the
train number, departure and travel time, but not for
booking a seat).

F Effectiveness Of Automatic Filtering –
A Detailed Analysis

For the statistical analysis in Section 6, we con-
sider 20 dialogs from each similarity range, i.e.,
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50%−60%, 60%−70%, 70%−80%, 80%−90%,
90% − 100% (if available, see also Appendix D)
for each dataset examined. As the data in the upper
ranges (80%−100%) is scarce in case of WoW (Di-
nan et al., 2019), PC (Zhang et al., 2018), and
BABI (Bordes et al., 2017), the filtered dialogs
consists only of 555 dialogs (instead of 600 like
the randomly selected dialogs). Table 12 shows
the errors annotated for the statistical analysis with
respect to the similarity ranges identified by auto-
matic filtering (meaning that each dialog contains
at least one user response with a sentence identi-
fied to be similar to at least one error-indicating
sentence in this similarity range). Overall (O) rep-
resents the number of dialogs randomly sampled
from the respective similarity range, and Error (E)
represents the number of dialogs identified in our
manual analysis to contain an error in a system
utterance.

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Overall / Error O E O E O E O E O E O E

Filtered Dialogs

90% - 100% 20 2 20 2 17 0 6 2 20 20 9 4
80% - 90% 20 2 20 1 18 0 5 2 20 20 15 9
70% - 80% 20 1 20 0 20 0 20 0 20 19 20 4
60% - 70% 20 1 20 0 20 2 20 1 20 18 20 2
50% - 60% 20 2 20 0 20 0 20 1 20 15 20 0

Overall 100 8 100 3 95 2 71 6 100 92 89 19
Random Dialogs 100 2 100 0 100 5 100 2 100 46 100 3

Table 12: Identified errors in all datasets across similar-
ity ranges.

Overall, only 58 dialogs of the randomly se-
lected ones (9.6%) contain errors. In the case of
automatic filtering, we observe 130 of such cases.
Therefore, automatic filtering shows to facilitate the
process of identifying errors in system utterances.
Even if the number of identified errors is over-
all low, most errors are identified in the range of
60%−100%, excluding the densest section in case
of MWoZ (Budzianowski et al., 2018), SGD (Ras-
togi et al., 2020), PC and WoW, 50%− 60% (see
also Figure 2).

G Inter-Annotator Agreement – Detailed
Analysis

This section gives more insights on the inter-
annotator agreement. All additional annotators that
participated in this study were non-native speak-
ers. They were experts from our lab with sound
English skills and NLP background. We did not
select them based on specific criteria; they par-
ticipated voluntarily. Accordingly, they were not
paid extra for this, since they did the annotations

during their working hours. For annotation, we
did not use any specific tool. We provided the
annotators with dialogs in json format and asked
them to do the annotations directly in the respective
files. See Section H for the annotation guidelines.
Table 13 shows the inter-annotator agreement for
each dataset using our modified Integrated Error
Taxonomy.

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Error
Type

Filtered 0.01 0.0 1.0 0.51 0.81 0.12
Random 0.55 0.01 -0.01 0.09 0.80 0.02

User
Res. Type

Filtered 0.04 0.0 0.23 0.16 0.72 0.04
Random 0.05 0.0 0.0 0.01 0.79 -0.02

Table 13: Inter-annotator agreement for each dataset.

In the case of human-human dialogs, the over-
all agreement is rather low (except for Per-
sonaChat (Zhang et al., 2018)). We find that errors
are hard to identify in these dialogs, as humans
rather suggest disagreements instead of accusing
the partner of a mistake. This is also reflected in the
user response type agreement since it depends on
the error type annotation. However, PersonaChat
seems to be different (according to Table 8). We
attribute this to the dialog type, which is open-
domain, where we find that humans react harshly
and accusing to errors in system utterances, result-
ing in more direct feedback that is easier to identify.

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Error
Type

Filtered
-0.10

(-0.11)
0.0

(-0.0)
1.0

(-0.0)
0.26

(-0.25)
0.80

(-0.01)
-0.09

(-0.21)

Random
0.55
(-0.0)

0.01
(-0.0)

-0.01
(-0.0)

0.09
(-0.0)

0.80
(-0.01)

0.0
(-0.02)

Table 14: Inter-annotator-agreement for the Higashinaka
et al. (2021) taxonomy.

Table 14 shows the inter-annotator agreement
for each dataset using the original Integrated Er-
ror Taxonomy as proposed by Higashinaka et al.
(2021). Using this taxonomy deteriorates the inter-
annotator agreement. This is most obvious in
case of MWoZ (Budzianowski et al., 2018) and
PC (Zhang et al., 2018), which are both human-
human datasets. A detailed analysis revealed that
this is mostly due to over-specialized error types
which were merged in our modified taxonomy, such
as ignore expectation and ignore request, I9 and I6
in the original taxonomy (Table 2). Another reason
are the newly added error types, such as factually
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incorrect, E5 (Table 4), which were not covered in
the original taxonomy, but occur in the dialogs.

G.1 Edge Cases

Table 15 shows the aggregated error type distribu-
tion (error type annotation from both the filtered
and random subsets). A1 denotes the authors’ anno-
tations done for the statistical analysis in Section 6.

Task-
Oriented

Open-
Domain

Knowledge-
Grounded

MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Annotator A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3
Ignore

Question (E1) 1 2 2 - - 1 1 2 1 1 2 5 67 64 66 - 1 3

Ignore
Request (E2) 3 3 3 - - - 1 - - - - - 1 9 6 - - -

Ignore
Expect. (E3) 2 3 3 1 - 1 1 1 1 - - - 2 1 - 2 - -

Attribute
Error (E4) 3 1 - - - - 4 - 3 - 2 3 - 3 - 1 5 1

Factually
Incorrect (E5) - 2 - 2 - - - 4 - 1 2 - 3 1 - 13 1 1

Topic Trans.
Error (E6) - - 1 - - - - - - 2 2 10 62 58 58 4 - 1

Convers. (E7) 1 - 2 - - 1 - - - 1 1 1 - - 2 1 - 3
Unclear

Intention (E8) - 12 - - - - - - - - - 1 - 2 2 - 13 -

Lack of
Sociality (E9) - - - - - - - - - 2 1 4 3 2 1 - - -

Lack of
Com. Sense

(E10)
- - 1 - - - - - - 1 2 2 - - - 1 - 1

Table 15: Error types in both the filtered and random
dialogs.

Overall, the distribution is very broadly spread.
However, in most cases, it seems like at least
two annotators agree. There are only a few
outliers where there is a large deviation, i.e.,
unclear intention (E8 in Table 4) in case of
MWoZ (Budzianowski et al., 2018) and WoW (Di-
nan et al., 2019), topic transition error (E6) in case
of PC (Zhang et al., 2018), factually incorrect (E5)
and attribute error (E4) in case of WoW. For ex-
ample, attribute error is defined as an error type
that rather addresses task-oriented dialogs, but an-
notator two found it five times in the WoW dataset.
During our analysis, we found that factually incor-
rect would have described these cases more accu-
rately. In the case of unclear intention in WoW and
MWoZ, we found that annotator two marked some
cases as errors that are actually not necessarily er-
rors. The same applies to the factually incorrect
errors in BABI (Bordes et al., 2017) (which con-
sists of task-oriented dialogs). In the case of PC,
we found that topic transition error is in most cases
the most obvious error type, and in our opinion,
annotator three was right in most of the cases.

In summary, we find that deviations are primar-
ily the result of (1) how the annotators interpret
the descriptions of the error types (based on their
experience), and (2) biases in the data. The former
could probably be addressed by more examples in
the annotation guidelines. The latter is a bit more

difficult. In these cases, a multi-step annotation
process could be useful, where annotators mark er-
rors they are not sure about to be discussed before
they are finally annotated.

Task-
Oriented

Open-
Domain

Knowledge-
Grounded

MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Annotator A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3
UR1 3 8 5 2 - 3 4 2 3 1 2 23 39 40 36 1 6 2
UR2 2 9 3 1 - - 1 3 1 - - 1 - 1 - - - -
UR3 2 3 3 - - - 2 1 - - - - 4 3 - 9 7 5
UR4 1 3 1 - - - - 1 1 3 5 2 36 37 35 1 - -
UR5 2 - - - - - - - - 4 5 - 59 59 64 11 7 3

Table 16: User response types in both the filtered and
random dialogs.

Table 16 shows the aggregated distribution of
user response types. What stands out here are the
differences in the situations where users ignore the
error situations (UR1 in Table 5) in the case of PC
(annotator three) and WoW (annotator two). How-
ever, we found no pattern in the underlying error
situations. We suspect that this is due to the nature
of human-human dialogs (PC and WoW consist of
human-human dialogs). As we have pointed out be-
fore, humans behave more cautiously and politely
in human-human dialogs, while in contrast they
clearly point out errors in human-bot dialogs (see
Appendix J for examples).

H Annotation Guidelines

H.1 Annotation Task

Learning from textual user feedback, i.e., free-form
text feedback that expresses user dissatisfaction, de-
scribes new knowledge (new concepts), provides
corrections or alternative responses, is increasingly
important to continuously improve dialog systems.
As of today, only few datasets provide annotation
for such data. However, there are various dialog
datasets publicly available – from a variety of do-
mains and for all kinds of tasks. As an annotator,
you are provided with two different taxonomies,
an error type taxonomy, and a user response type
taxonomy, and two different types of dialogs, con-
spicuous dialogs and cold dialogs. Your task is to
annotate the dialogs using the given taxonomies.
The conspicuous dialogs are identified to contain
conspicuous sentences in user utterance that ad-
dress an error in the previous system response. You
have to decide (1) whether or not this conspicu-
ous sentence correctly addresses an error in the
previous system response, (2) which error type is
represented in the previous system response, and
(3) how the user reacted. The cold dialogs do not
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contain such information. In this case, your task is
to identify error situations and user response types
in the dialogs just given the taxonomies.

H.2 Dialog Format

To avoid bias, we provide the dialogs in a unified
format without the original task-specific annota-
tions. Here’s an example of a conspicuous dialog:
{

"unique_id": "PMUL0121.
json_multiwoz_train",

"id": "PMUL0121.json",
"turns": [

{
"utterance": "Hi there! Can you

give me some info on
Cityroomz?",

"response": "Cityroomz is
located at Sleeperz Hotel,
Station Road in the Centre
area. It is a moderatley
priced hotel with a 0 star
rating. Would you like to
book a room?"

},
{

"utterance": "Yes please. I
need it for 7 people for 3
nights starting on tuesday.
",

"response": "How many days
would you like to book it
for?"

},
{

"utterance": "I would like to
book it for 3 nights
beginning on Tuesday.",

"response": "Ok, Your rooms
have been booked. Your
reference number is
CYJDAR7R . Is there
anything else I can help
you with today?"

},
{

"utterance": "Yeah, I need a
restaurant in the west and
with expensive pricing.",

"response": "There are 9
expensive restaurants in
the west area. Do you
prefer a certain type of
food?"

},
{

"utterance": "No, I don't have
a preference, but I need
the phone number and
postcode.",

"response": "I recommend
Graffiti, the number is
01223277977 and the
postcode is cb30lx. Would
you like me to book a table
for you?"

},
{

"utterance": "No, right now, I
just need the infor. Thanks
!",

"response": "Can I help you
with anything else today?"

},
{

"utterance": "That is all.
thanks",

"response": "Thank you for
using our system."

}
],
"conspicuous": [

{
"phrase": [

"actually, i apologize no
need to book, i was just
gathering information.",
" i would like to book

it for 3 nights
beginning on tuesday."

],
"confidence": 0.593,
"turn": 2

}
],
"annotations": [

{
"turn": 2,
"annotation": {

"error_type": "E2",
"comment": "the system

misses intent/slots. the
user already said that

he need it for three
nights",

"error": "C1",
"user_response": "B3"

}
}

]
}

Each dialog consists of a unique id, an id, and its
turns. Conspicuous is an array. The first value is an
error-indicating phrase, a phrase that was identified
to express user dissatisfaction in the utterance of
the corresponding turn. The second value is the
value from an utterance of this dialog that was iden-
tified to be similar to this error-indicating sentence.
Confidence represents the similarity. Dialogs with
multiple conspicuous values are possible. The an-
notations list has an entry for each conspicuous
phrase. Please add your annotations here. In com-
ment, you can share your thoughts with us.

Here’s an example for an cold dialog:

[
{

"dialog": "p2 cats are like
cartoons. p1 that's cool ,
whats your favorite food ? p2
pizza. p1 ni hao . as my
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father says . you must have
great plans ahead ? p2 yes, i
plan to be a success.",

"error": "C2",
"error_type": "",

"user_response": "",
"comment": "",

"turn": "",
"phrase": "",

},
...

]

The structure is a bit different. All cold dialogs
are provided in one large json file, and the dialogs
themselves maintain the structure of the original
dataset. In this case, it is an dialog from the human-
bot split of the Self-Feeding Chatbot (p2 represents
the system, p1 represents the user). There are two
additional fields here: turn and phrase. If you by
chance find a phrase that indicates dissatisfaction
in the user’s response to a system’s error, please
add phrase and turn to these fields.

H.3 Taxonomies
H.3.1 Error Type Taxonomy
This is the taxonomy for the field error type.
[

{
"id": "E1",
"name": "Ignore Question",
"description": "The response

ignores a user\'s
question.",

"example": "User: 'How is the
weather in Berlin?', System:'
Have you ever heard of Bobby
Jean?'"

},
{

"id": "E2",
"name": "Ignore Request",
"description": "The response

ignores a user's
request to do something.
",

"example": "User: 'Can you book me
a room for two please?',

System: 'Look at these flowers
... Aren't they beautiful?'"

},
{

"id": "E3",
"name": "Ignore Expectation",

"description": "The response
does not fulfill the

user's expectation.",
"example": "User: 'Can you book me

a room at The Inn for two
nights starting tomorrow? Can
you also provide me with the
address?', System:'Absolutely
!'"

},

{
"id": "E4",
"name": "Attribute Error",
"description": "The response

suggests that the
system did not get the
attributes/slots right.",

"example": "User: 'Can you book me
an expensive restaurant in

the west of town?', System:'
Sure. I would recommend The
Breakfast Club. It is a very
cheap and nice location."

},
{

"id": "E5",
"name": "Factually Incorrect

",
"description": "The response

contains information
that is factually
incorrect.",

"example": "User: 'Who is the
current president of the
United States of America?',
System:'Abraham Lincoln.'"

},
{

"id": "E6",
"name": "Topic Transition

Error",
"description": "The response

transitions to another /
a previous topic
without reasonable
explanation.",

"example": "User: 'I think I have
a cold.', System:'I really
love pears. So juicy!'"

},
{

"id": "E7",
"name": "Conversationality",
"description": "The response

indicates that the
system lost track, e.g.,
it repeats previous
responses (without
asking for missing
information) or
contradicts itself.",

"example": "System: 'Man is shaped
by his environment.', User:'

Yes. But does that justify
this tone?', System: 'Man is
shaped by his environment.'"

},
{

"id": "E8",
"name": "Unclear Intention",
"description": "The response

suggests that the user'
s intent was not
successfully conveyed.",

"example": "User: 'Can you book me
a flight to London?', System:
'Yes. What do you want for

dinner?'"
},
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{
"id": "E9",
"name": "Lack of Sociality",
"description": "The response

lacks consideration of
social standards, e.g.,
greetings, is toxic or
disrespectful.",

"examples": "User: 'Hi! My name is
Jochen Schweitzer!', System:

'Sure. How can I help you?'"
},
{

"id": "E10",
"name": "Lack of Common

Sense",
"description": "The

information in the
responses opposes the
opinion of the majority.
",

"example": "User: 'You have to
work hard for success.',
System: 'Hmm... No. What is to
be, will be.'"

}
]

H.3.2 User Response Taxonomy
This is the taxonomy for the field user response.

[
{

"id": "UR1",
"short": "The user ignores

the error and continues
the conversation.",

"description": "The user
simply continues and
does not draw the system
's attention to the
error.",

"example": "-"
},
{

"id": "UR2",
"short": "The user repeats

or rephrases his/her
concern.",

"description": "The user
repeats or rephrases his
originally concern.",

"example": "'Can you book a
restaurant for two for
tonight?' vs. 'Can you
book a table for two for
tonight?'"

},
{

"id": "UR3",
"short": "The user makes the

system aware of the
error and provides a
correction.",

"description": "The user
makes the system aware
of the error and
provides information to
address what is missing

or wrong in its
utterance. ",

"example": "'No, I didn't
want you to book a table.
I just wanted the

address!'"
},
{

"id": "UR4",
"short": "The user makes the

system aware without
providing a correction.",

"description": "The user
makes the system aware
without providing
additional information",

"example": "'No. You're
wrong.'"

},
{

"id": "UR5",
"short": "The user asks for

clarification.",
"description": "The user is

puzzled and asks for
clarification, e.g. the
system suddenly switches
to another topic or

mixed concepts up.",
"example": "'What do you

mean?'"
}

]

I Hyperparameters and Baseline
Experiments

Hyperparameters All baseline models were
trained for five epochs. For the experiment us-
ing erroneous dialogs, we trained the models for
ten epochs. We used a batch size of 32 and a
learning rate of 5e − 5 with no warmup steps.
As optimizer, we used the implementation of
AdamW 11 (Loshchilov and Hutter, 2019) in Py-
torch. Except for LLAMA (Touvron et al., 2023),
we fully-finetuned all models. For LLAMA, we
only finetuned the LoRA (Hu et al., 2022) weights,
using a rank of 8, an alpha of 16, and a dropout rate
of 0.05.

Results Table 17 shows the results of our base-
line experiments using word-overlapping F1-Score
and BLEU (Papineni et al., 2002).

Compared to the results of our experiment using
erroneous dialogs (Table 11), both F1-Score and
BLEU are higher in case of GPT-2 and LLAMA.
We attribute this to the comparatively bad quality
of the erroneous dialogs. The majority of these

11AdamW in the Pytorch documentation (last accessed 30.
September 2023).
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F1 BLEU
Flan-T5 56.3 35.7
GPT-2 47.7 36.6

LLAMA 57.9 42.1

Table 17: Results of our baseline experiments.

dialogs comes from the SFC (Hancock et al., 2019)
dataset, where most errors are due to out-of-context
system utterances (see Section 6.1) and were ig-
nored by users (see Section 6.2).

J Human-Human Dialogs – Examples

We find that it hard to identify errors in human-
human dialogs, as the tone is in principle mostly
polite, even if one of the partners is wrong. The
following dialog is an example from WoW (Dinan
et al., 2019):

1. USER: I adore photography even though I’m
bad at it. It was never a good idea to give me
access to a DSLR camera...

1. SYSTEM: Well, photography is a science. A
little practice and you’d get it down.

2. USER: You think so? I think most people, my-
self included, would consider in an art. But I
suppose it’s true that there is a lot of technical
detail to it.

2. SYSTEM: I personally do it as a hobby but
many do in businesses, film ect. In my opinion
it’s always art. i love it because it can capture
what your heart see’s. If you angle it just right

Here, one partner claims that photography is
science. However, it’s commonly considered as
a visual art. Instead of directly correcting him,
the other person rather suggests that the system
might be wrong. The following example is from
PC (Zhang et al., 2018):

1. USER: Hi, how it is going today?

1. SYSTEM: It is going great today; everyday is
great in my ford truck.

2. USER: Oh. I am eating a piece of fried chicken.

2. SYSTEM: Right on. I do not allow fried
chicken in my ford truck.

3. USER: What do you do for a living?

3. SYSTEM: I work on ford trucks. Do you have
a ford truck?

4. USER: No , i drive a toyota.

4. SYSTEM: I am so sorry. You should get your-
self a ford truck. Mine is black .

5. USER: I am not. I love my toyota .

5. SYSTEM: Well okay. How about a ford car?
They are just as good.

6. USER: Nope, hardcore toyota family. My wife
drives a 4runner.

6. SYSTEM: Why do they call it a 4runner?

7. USER: Because it will run forever.

7. SYSTEM: Oh, I thought it was because 4
wheeler was taken.

8. USER: Oh. That does not make much sense.

8. SYSTEM: Are you kidding me? Do you know
any jokes?

In the second to last turn, one partner makes
a joke that the other does not understand. The
response is quite polite. He informs the partner that
his statement does not make much sense to him.
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