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Abstract

We address the task of identifying euphemistic
abuse (e.g. You inspire me to fall asleep) para-
phrasing simple explicitly abusive utterances
(e.g. You are boring). For this task, we intro-
duce a novel dataset that has been created via
crowdsourcing. Special attention has been paid
to the generation of appropriate negative (non-
abusive) data. We report on classification ex-
periments showing that classifiers trained on
previous datasets are less capable of detecting
such abuse. Best automatic results are obtained
by a classifier that augments training data from
our new dataset with automatically-generated
GPT-3 completions. We also present a clas-
sifier that combines a few manually extracted
features that exemplify the major linguistic phe-
nomena constituting euphemistic abuse.

1 Introduction

Abusive language is commonly defined as hurtful,
derogatory or obscene utterances made by one per-
son to another person.1 Examples are (1) and (2).

(1) Stop editing this, you dumbass.
(2) you stupid fucking idiot, fucking kill yourself

In the literature, closely related terms include
hate speech (Waseem and Hovy, 2016) or cyber
bullying (Zhong et al., 2016). While there may
be nuanced differences in meaning, they are all
compatible with the general definition above.

Due to the increasing amount of abusive lan-
guage on the Web, NLP methods are required that
are able to detect such content automatically.

1http://thelawdictionary.org

Currently, only explicit abuse can be reliably
detected (van Aken et al., 2018; Wiegand et al.,
2019, 2021b). By explicit abuse we understand
abusive language that is conveyed by unambigu-
ously abusive words (e.g. bimbo, scum, tosser).
The automatic detection of more implicit forms of
abusive language (3)-(5) remains challenging (van
Aken et al., 2018; Wiegand et al., 2019, 2021b).

(3) Did Stevie Wonder choose these models?
(4) She still thinks she matters.
(5) You look like the back end of a bus.

Despite some recent research efforts introducing
new datasets for implicitly abusive language (Sap
et al., 2020; ElSherief et al., 2021; Vidgen et al.,
2021b; Hartvigsen et al., 2022), there are still some
subtypes that have not been explored. This par-
ticularly concerns implicit abuse that does not tar-
get identity groups (e.g. Jews, immigrants, women,
black people etc.). In this paper, we address such
a form of implicit abuse. We address implicitly
abusive sentences such as (6) that paraphrase some
common explicitly abusive utterances (7). Such
paraphrases are a form of euphemism (Felt and
Riloff, 2020) since they are perceived as less harsh
than their explicit counterparts. Therefore, we call
them euphemistic abuse.

(6) euphemistic abuse:
(a) I see that good hygiene does not sit well with you.
(b) You make watching paint dry an activity to look

forward to.
(c) Your love of yourself is astounding.
(d) No one would describe you as a hero.
(e) I bet you slow down for car crashes.

(7) explicit abuse:
(a) You stink.
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(b) You are boring.
(c) You are arrogant.
(d) You are a coward.
(e) You are sadistic.

In their roadmap on implicit abuse, Wiegand
et al. (2021b) identify euphemistic abuse as one
subtype next to abuse towards identity groups, de-
humanization, call for action, multimodal abuse
and comparisons. The authors establish eu-
phemistic abuse as a rare phenomenon, with a
frequency similar to dehumanization or compar-
isons, which have been examined in previous work
(Mendelsohn et al., 2021; Wiegand et al., 2021a).

We focus on euphemistic sentences that are per-
ceived as abusive without any additional context
when being uttered in an everyday situation. The
target of our sentences is a generic individual ad-
dressed by the second person pronoun. The task is a
binary (sentence-level) classification problem in
which abusive euphemisms are to be distinguished
from similar but non-abusive sentences.

We introduce a novel dataset for this task that has
been created via crowdsourcing. A special prop-
erty of that dataset is that the negative instances, i.e.
the non-abusive sentences, are contrast sets (Gard-
ner et al., 2020; Sen et al., 2022). They represent
sentences that are syntactically and semantically
similar to the instances of euphemistic abuse. This
makes them very difficult to distinguish from eu-
phemistic abuse for automatic classifiers.

Apart from detailing the creation of our dataset,
we report the performances of various automated
classifiers. The most effective is an approach that
augments the data by automatically generated com-
pletions by GPT-3. We also introduce a feature-
based approach that exemplifies the major linguis-
tic phenomena that constitute euphemistic abuse.

Our contributions are the following:

• We introduce a novel dataset for the task of
detecting euphemistic abuse and describe the
complex creation procedure.

• We demonstrate that euphemistic abuse cannot
be detected effectively by classifiers trained
on previous datasets.

• We report on the performance of various clas-
sification approaches including a classifier
based on augmented text instances and a clas-
sifier combining high-level linguistic features.

All data and annotation guidelines created as
part of this research are publicly available.2

2https://github.com/miwieg/euphemistic_abuse

2 Related Work

Much of the previous work on abusive language
detection follows a one-size-fits-all approach (For-
tuna and Nunes, 2018). Surveys on existing
datasets do not address implicit abuse (Vidgen and
Derczynski, 2020; Poletto et al., 2021).

Quite recently, several new datasets for super-
vised classification have been introduced that fo-
cus on implicitly abusive language (Sap et al.,
2020; ElSherief et al., 2021; Vidgen et al., 2021a,b;
Hartvigsen et al., 2022; Wiegand et al., 2022). Wie-
gand et al. (2022) report that most of these datasets
suffer from heavy biases. Moreover, all of these
datasets focus on identity groups. To the best of
our knowledge, the only exception is the dataset by
Wiegand et al. (2021a). Like our dataset, it has been
constructed via crowdsourcing. Yet it includes only
abusive sentences in the form of like-comparisons
(e.g. Your hair looks like you have been electro-
cuted). Our dataset of euphemistic abuse is much
more heterogeneous in terms of sentence structure.

Another work that is also closely related to ours
is the collection of microaggressions introduced
in Breitfeller et al. (2019) which are subtle, often
veiled, manifestations of abusive language. How-
ever, that dataset exclusively comprises abusive in-
stances. That is, there are no negative (non-abusive)
data, which is a prerequisite for supervised classi-
fication. Moreover, in that dataset, each example
typically represents a larger discourse in which a
situation involving abusive language is described.
On average, instances are 7 times longer than the in-
stances in our dataset (Table 1). Unlike our dataset
of euphemistic abuse, the abusive utterances are
also very context-dependent.

Our instances of euphemistic abuse can be con-
sidered as paraphrases of explicit abuse. Para-
phrases in abusive language detection have been
studied for the task of translating abusive sentences
to non-abusive (civil) paraphrases (Laugier et al.,
2021; Logacheva et al., 2022). In this paper, we
address paraphrases that remain abusive.

3 Data

Our dataset was produced via crowdsourcing. As
a platform we used Prolific academic.3 Using ex-
isting datasets for our task was not an option as
instances of euphemistic abuse are too rare in them
and have also a very limited lexical variability. Fol-

3www.prolific.co
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lowing previous work on creating a dataset for
a rare subtype of implicit abuse (Wiegand et al.,
2021a), we therefore asked crowdworkers to in-
vent instances of euphemistic abuse.

All crowdworkers admitted to any of our tasks
had to be native speakers of English with some
basic academic education (at least undergraduate
level) without dyslexia and an overall approval rate
of 95% or higher. We had to enforce these criteria
since, without them, we had far too many crowd-
workers that failed to follow our annotation instruc-
tions (e.g. they did not understand the concept of
implicitly abusive language; they provided many
ungrammatical sentences, etc.). In general, our aim
was to recruit a sample of crowdworkers that rep-
resents a wide spectrum of the English-speaking
society. This was achieved by dividing the creation
of the dataset into many smaller tasks, thus allow-
ing many different crowdworkers to participate in
the creation process. We did not specifically sam-
ple from a narrow range of age or a specific subset
of countries (other than those in which English is
spoken as a first language).

Figure 1 illustrates the order of the individual
tasks that we set up. Each of these tasks is de-
scribed in the following. We repeatedly ran through
this pipeline until no more significantly new sen-
tences were obtained.

Cue Phrases. The cue phrases represent the in-
put given to the crowdworkers. They were selected
by the authors and consist of explicitly abusive sen-
tences (e.g. You are ugly) that the crowdworkers
are to paraphrase. Many common abusive words,
such as slurs (e.g. cunt, tosser), do not have a suffi-
ciently specific semantics that can be paraphrased.
Therefore, they are unsuitable for being used in cue
phrases. We consulted the lexicon of abusive words
from Wiegand et al. (2018) that contains a large
number of common nouns and adjectives with a
specific semantics (e.g. wannabe, boring, stupid).
We aimed for a list with a wide semantic spectrum
of abuse. Therefore, we avoided including multiple
similar words. We identified 97 abusive words that
complied with the above criteria and used them for
our cue phrases. The cue phrases were selected
manually since we did not see any possibility to
identify abusive words with a sufficiently specific
semantics automatically (i.e. one of the criteria
these words have to fulfil).

Some of our cue phrases may only be mildly abu-
sive. However, each paraphrase would be validated

at a later stage as being abusive.
❶ Generating Euphemistic Abuse. Given an

abusive cue phrase, crowdworkers were asked to
invent some paraphrase that was not to contain any
abusive word. It should comprise a single sentence
that is unambiguously abusive. No further context
or world knowledge should be required to under-
stand its meaning or perceive its abusive intent.

❷ Filtering of Euphemistic Abuse. Despite
our above criteria for recruiting crowdworkers the
sentences produced by them still required some
post-processing. Apart from removing sentences
that contained abusive words or that required spe-
cial world knowledge (e.g. sentences referring to a
movie that is not generally known), we checked
whether the paraphrase matched the given cue
phrase. We also removed sentences that are like-
comparisons since there is already a dataset spe-
cializing in these sentences (Wiegand et al., 2021a).
The filtering was done semi-automatically. The
presence of abusive words could be checked au-
tomatically. However, checking whether a re-
sponse paraphrases a given cue phrase accurately
and checking whether no further context or world
knowledge is required to understand the paraphrase
had to be accomplished manually.

In order to avoid duplicates and near-duplicates
being repeatedly added to our dataset, we semi-
automatically removed those new paraphrases with
a high similarity to any of the sentences already
included in our sentence pool with the help of
Sentence-BERT (Reimers and Gurevych, 2019).

❸ Validation of Euphemistic Abuse. Each sen-
tence that successfully passed the previous steps
was validated by another 5 crowdworkers. To en-
sure an unbiased validation, these crowdworkers
were not involved in the previous generation task.
Neither were they given the original cue phrase for
each sentence. The crowdworkers could label each
sentence as either being an abusive sentence, some
form of criticism, some other sentence or not being
proper English. Criticism was included in order to
prevent crowdworkers from labeling instances of
heavy criticism as abuse. This was only considered
as an auxiliary category which we did not consider
for automatic classification.

Only those sentences were retained that were not
flagged as improper English by any crowdworker.
A sentence was considered abusive if this was the
judgement of the majority of the 5 crowdworkers.
All remaining sentences were kept in the dataset
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Figure 1: Illustration of how the novel dataset is created.

as non-abusive sentences. In order to have an even
more varied and larger set of non-abusive instances,
however, we applied the following steps:

❹ Fragment Extraction. The non-abusive sen-
tences we created should be as close to the lan-
guage of euphemistic abuse as possible. Essentially,
we were aiming to produce contrast sets (Gardner
et al., 2020) since they are known to result in train-
ing data for effectively learning class distinctions.

The first step of producing such data was to
isolate fragments from the existing euphemistic
abusive sentences. These fragments (9), which
were manually derived, should preserve as much of
the syntax and semantics of the original sentence
as possible (8). However, they should also allow
crowdworkers to use them to produce a non-abusive
sentence that does not sound convoluted.

(8) euphemistic abuse: You’ll let anyone between your legs.
(9) fragment: You’ll let anyone ...

The fragments were created by starting from the
complete sentence and removing constituents until
the remaining fragment was no longer considered
abusive. The constituents that were removed first
were those that hardly had an impact on the syntac-
tic and semantic structure of the sentence. Thus, the
resulting fragments only differ by degrees from the
original sentence in terms of syntax and semantics.

❺ Other Sentences. We asked an additional set
of crowdworkers to form complete sentences using
the fragments we had derived from the euphemistic
abusive sentences. The resulting sentences should
be negative in polarity but not abusive. For in-
stance, given the fragment in (9), crowdworkers
should come up with a sentence such as (10). We
focused on negative polarity as the resulting sen-
tences would be semantically similar to the eu-
phemistic abuse.

(10) You’ll let anyone get away with their actions.

For some fragments, inventing negative but non-
abusive sentences was impossible. This concerns
sentences, such as (11), where the fragment itself
(12) is biased towards a completion having a posi-
tive sentiment (13). For these cases, we also added
another task in which we asked crowdworkers to
produce a positive sentence.4

(11) I am glad we can only meet as often as we do.
(12) I am glad we can ...
(13) I am glad we can spend time together.

❻ Filtering of Other Sentences. Similar to
step ❷, we applied filtering steps to remove un-
wanted sentences (e.g. sentences requiring world
knowledge) from our pool of other sentences.

❼ Validation of Other Sentences. We had
the other sentences validated using the same task
description as for validating euphemistic abuse.

❽ Consistency Task. There were sentences
in our dataset with a fairly similar meaning that
had been assigned opposing class labels (possibly
due to the fact that different crowdworkers had
annotated them). For example, (14) was labeled as
not abusive but (15) and (16) were.

(14) You have testosterone coming out your ears.
(15) Your testosterone is showing.
(16) You have all the social skills of a neanderthal.

The consistency task consists of two steps:
We first manually identified potentially incon-

sistent sets of sentences in our dataset, such as
(14)-(16). These sets were identified in a semi-
automatic fashion. We first built clusters of similar
sentences automatically. Such clusters were gen-
erated with the help of Sentence-BERT. Then, we
manually compiled sets of instances from those
clusters that were indeed semantically similar and
also had contradicting class labels. We could not

4Since they only serve as a back-off, their proportion is low
(11% compared to the number of negative abusive sentences).
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conduct this identification fully automatically as
the sentences in the automatically created clusters
often were not similar enough.

In the second step, we had these inconsistent sets
validated by the crowdworkers. More specifically,
crowdworkers were to score the entire group (either
as abusive sentence or other sentence) and indicate
when they considered some member of the group
to deviate from that group label. The label of that
particular sentence would then be updated in case
it did not correspond with the original label. Thus,
about 7% of the labels of the final dataset were
changed.

The Final Dataset. In our final dataset, each
sentence is either labeled as abusive or other (i.e.
non-abusive). Table 1 provides some statistics
on our crowdsourcing experiments and the final
dataset we used in our forthcoming experiments.
More than 600 crowdworkers were recruited in or-
der to ensure a sufficiently high lexical variability
of the sentences generated. About 80% of the in-
vented 10K sentences were removed as a result of
the above filtering measures in order to produce
a dataset with sufficient annotation quality. This
particularly meant removing a large number of near-
duplicates. Retaining them in our dataset would
have meant that classifiers memorizing a few fre-
quently occurring instances of euphemistic abuse
would already yield a high classification perfor-
mance. However, our aim is to measure the perfor-
mance on a broad range of euphemistic abuse.

A random sample of 200 sentences from our final
dataset was also annotated by one co-author. We
compared these labels with the majority vote of the
crowdworkers resulting in a substantial agreement
(Landis and Koch, 1977) of Cohen’s κ=0.72.

For more details regarding the set-up of our
crowdsourcing tasks, we refer you to Appendix §B.
The instructions for each task given to the crowd-
workers is part of the github repository.

4 Classifiers

In the following, we always used RoBERTa (Liu
et al., 2019) for supervised classification unless
stated otherwise. We considered this model since
it is regarded as a robust transformer for text classi-
fication. We fine-tuned the pretrained model on the
given training data using the FLAIR-framework
(Akbik et al., 2019) with default settings. The ap-
pendix (§A) contains more details regarding the
settings of all classifiers.

crowdsourcing
tasks (overall) 114 100.0%
generation tasks 59 51.8%
validation tasks 45 39.5%
consistency tasks 10 8.8%
crowdworkers 631
invented sentences (overall) 10538 100.0%
invented euphemistic abusive sentences 3950 37.5%
invented negative (non-abusive) sentences 5918 56.2%
invented positive (non-abusive) sentences 670 6.4%

final dataset
cue phrases 97
sentences 1797 100.0%
euphemistic abusive sentences 640 35.6%
other (non-abusive) sentences 1157 64.4%
avg. sent. length of euph. abus. sentences 9.8 tokens
avg. sent. length of other sentences 10.0 tokens

Table 1: Statistics on crowdsourcing and final dataset.

For some approaches we had to identify explicit
abuse. In order to detect this kind of abuse accu-
rately, we fine-tuned RoBERTa on the dataset by
Founta et al. (2018). This dataset was chosen since
it comprises short text instances like our dataset
and has been reported to contain a high degree of
explicit abuse (Wiegand et al., 2019).

4.1 Cross-Dataset Classifiers
We now list some baselines that address tasks re-
lated to ours and that were trained on other datasets.

Definition-based Classifier. Dictionary defini-
tions of explicitly abusive words (17)-(18) bear
some resemblance to euphemistic abuse in that
they also paraphrase abusive words. However, eu-
phemistic abuse is much more varied in style. We
want to show that a definition-based classifier does
not suffice to detect euphemistic abuse.

As training data for euphemistic abuse, our
definition-based classifier uses word definitions
from online lexicons for the abusive words in the
cue phrases. We obtain our definitions from Wik-
tionary5 (17) and WordNet (18) (Miller et al., 1990).
In order to collect the largest training set possible,
we use the union of the entries of both resources.

(17) coward: a person who lacks courage (Wiktionary)
(18) ugly: displeasing to the senses (WordNet)

As negative training data, we take word defini-
tions (from the above lexicons) of negative polar
expressions that are not abusive. These expressions
are obtained from the Subjectivity Lexicon (Wil-
son et al., 2005). Since we do not want to overfit
the class distribution of the training data to our

5www.wiktionary.org
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test set, we assume an equal distribution between
definitions of abusive and non-abusive expressions.

Euphemism Classifier. All our abusive sen-
tences are instances of euphemism (Felt and Riloff,
2020). However, not all euphemisms paraphrase
abusive words (e.g. make someone redundant is a
non-abusive euphemism of lay someone off). We
train a classifier on the dataset from the Shared
Task on Euphemism Detection (Lee et al., 2022)
and predict an abusive sentence if the classifier
detects a euphemism.

Previous Classifiers for Abusive Language De-
tection. We consider a classifier that is trained on
the union of all available datasets for implicitly
abusive language detection (implicitUnion), i.e.
all those mentioned in §2, a classifier trained on a
typical dataset for explicit abuse (we use Founta
et al. (2018)), and the publicly available classi-
fier PerspectiveAPI6. We also consider the most
recent and most robust publicly available trans-
former for implicitly abusive language detection
from Hartvigsen et al. (2022), i.e. HateBERT fine-
tuned on ToxiGen.

4.2 Within-Dataset Classifiers

In the following, we describe classifiers that are all
trained and tested on our new dataset.

4.2.1 Feature-based Classifier
Our feature-based approach is a logistic regression
trained on our new dataset that combines a small set
of high-level (not necessarily mutually exclusive)
binary features. We want to examine in how far the
concepts represented by these features predict eu-
phemistic abuse. Since the features are difficult to
produce automatically, we extract them manually.

The annotation was done by a co-author. For
each feature, we measured a substantial agreement
to another co-author on a sample of 200 sentences.7

The github repository contains all annotation guide-
lines.

Negated Antonyms of Abusive Words. Our
first feature extracts negated antonyms (e.g. not
beautiful) of abusive words (e.g. ugly). Examples
are (19)-(21). Negated antonyms are perceived al-
most as equivalent to the respective abusive word.
In our manual annotation, we use a broad notion of
negation: We do not only consider negation words
(e.g. not (19) or nothing (20)) but also shifters (e.g.

6https://perspectiveapi.com/
7The agreement scores (Cohen’s κ) are in Appendix §B.3.

lack (21)), i.e. content words that, similar to nega-
tion words, can affect the polarity of a phrase (Wil-
son et al., 2005; Polanyi and Zaenen, 2006; Schul-
der et al., 2017).

(19) You are not beautiful. (→ ugly)
(20) There is nothing of interest in your life. (→ boring)
(21) You lack humility. (→ pompous)

Opposing Sentiment. We annotate sentences in
which there is an obvious pairing of opposing senti-
ments (22)-(24). Such a pairing is a stylistic device
meant to trigger a particular reaction on the part of
the reader. Such utterances are typically contradic-
tions and thus, though they appear to be positive
in sentiment (since the positive polar expression is
usually the more salient expression), they are of-
ten meant in a derogatory way. This phenomenon,
which has received some considerable attention in
sarcasm detection (Riloff et al., 2013; Hee et al.,
2018), is also often perceived as abusive.

(22) You are excellent+ at breaking− things.
(23) You must love+ having people hate− you.
(24) You are unique+ in your ability to disappoint−.

Taboo Topics. Abusive language often employs
words associated with taboo topics, such as specific
bodily organs, physical and mental abnormity, to
express offensiveness. Allen and Burridge (2006)
define taboo as a proscription of behavior that af-
fects everyday life. They also provide a list of se-
mantic fields, such as death (25), sex (26) or bodily
functions (27) which form the basis of the manual
extraction of our taboo feature.

(25) I’d prefer you were in a grave.
(26) You would fit well in a brothel.
(27) Your smell greeted me five minutes before you arrived.

Extremes. We annotate sentences that can be
considered instances of extreme or absolute lan-
guage. Such language bears some similarity to abu-
sive language. Often, these two linguistic phenom-
ena even coincide. There can be many linguistic
realizations of extreme or absolute language. E.g.
it may be conveyed by the usage of superlatives
(28), generalizations (29) or hyperbole (30).

(28) You are truly the bestsuperlative at doing nothing.
(29) You are not very good at anythinggeneralization .
(30) If you get any thinner, you’ll be transparenthyperbole .

Lexicalization. Some of the euphemistic abu-
sive sentences in our dataset are lexicalizations
(31)-(33). That is, they contain derogatory id-
ioms that one could also potentially find in a
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dictionary, such as thefreedictionary.com. With
this category, we want to measure the degree to
which euphemistic abuse is actually lexicalized.
We anticipate a low proportion of lexicalization
in our dataset since, otherwise, the task of detect-
ing euphemistic abuse could be easily reduced to a
dictionary-based approach.

(31) You are not the sharpest tool in the box.
(32) You are a thorn in my side.
(33) You don’t have a backbone.

Unusual Properties. This feature is used for any
utterance which includes some unusual property,
behaviour or situation:

(34) Your main hobby must be letting life pass you by.

By unusual, we mean the following:

• The addressee is attributed unusual proper-
ties or displays some unusual behaviour. This
could be strange hobbies (e.g. staring at an
empty wall for hours), preferences (e.g. fancy
other people failing) or beliefs (e.g. believing
in fairy tales).

• The addressee causes unusual situations or
events (e.g. causing others to scream and run
away) or unusual behaviour on the part of the
speaker (35).

• The unusual properties may also be conveyed
by the usage of non-standard language, i.e.
unusual imagery (36) or some other creative
wording (37).

(35) You will make me want to do very nasty things.
(36) Your heart made an iceberg look warm.
(37) You are the leader of Boredville.

Our concept of unusual properties should cover
all cases in which the abused target is meant to
be alienated from the reader. Thus, this feature
actually captures diverse instantiations of othering,
i.e. a means of stigmatizing the target as not fitting
in within the norms of a social group, which has
been observed to coincide with abusive language
very often (Burnap and Williams, 2016).

4.2.2 Classifiers using GPT-3 Completions
We devise classifiers that operate on the dataset be-
ing augmented by additional text. We use each sen-
tence of our dataset as a prompt for GPT-3 (Brown
et al., 2020) and generate a larger number of text
completions for that prompt. As an individual com-
pletion we let GPT-3 generate a sentence of similar

size as the input sentence. GPT-3 completions have
been shown to be an effective way of augmenting
datasets for abusive language detection (Wullach
et al., 2021; Hartvigsen et al., 2022). We expect that
among the generated completions of euphemistic
abusive sentences, e.g. (38), there will be instances
of abuse bearing some semantic relation to the orig-
inal sentence (they may even be paraphrases of that
sentence) that are easier to detect automatically, e.g.
since they are instances of explicit abuse (39).
(38) euphem. abuse: You are a master of doom and gloom.
(39) completion: You are a self-absorbed whinerexplicit .

(Appendix §A.4 describes in detail how prompts in
GPT-3 are constructed along illustrations.) GPT-3
completions are used in 2 different variations:

inclusive. This classifier is trained on the origi-
nal sentences where a fixed number of GPT-3 com-
pletions are concatenated to each original sentence.
(The test data are equally augmented.) In our ini-
tial experiments we observed that larger numbers
of completions have a more beneficial impact on
classification than smaller numbers. In our evalu-
ation, we used 100 completions for each sentence
since this number would exhaust the maximum text
length of standard transformers (i.e. 512 tokens).

exclusive. This classifier does not use our novel
dataset as training data.8 Instead, we run a clas-
sifier trained for explicit abuse on the set of 100
completions for each original sentence. If the clas-
sifier predicts abuse within the set of completions9,
the original sentence is considered abusive.

4.2.3 Seq2Seq using T5
Instead of framing our task as a binary classifica-
tion problem, we can also consider it a sequence-
to-sequence (seq2seq) task in which new sentences
are generated from the sentences of our dataset.
We want to learn directly how implicitly abusive re-
marks [input] can be paraphrased by their explicit
counterparts [output]. This process reflects how
humans often realize the abusive nature of some
implicitly abusive remark. We examine whether
there is some advantage to this modelling approach.

8This variant is actually a cross-dataset classifier. We
introduced it in this subsection due to its similarity to the
inclusive-variant, which is a within-dataset classifier.

9We actually set the threshold to 3 since it might happen
that a single completion out of the 100 completions is misclas-
sified as abusive by chance. The threshold of 3 was motivated
by Manning and Schütze. (1999) who proposed it for remov-
ing noise in frequency-based metrics. It may well be that a
different threshold produces even better results. However, we
refrained from trying this since we did not want to overfit this
classifier.
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During training, for the euphemistic abusive in-
put sentences (6), the output to be learned are their
explicit counterparts (7), which are represented by
the original cue phrases. For the non-abusive input
sentences of our dataset, we consider as output the
input sentence as there is no hidden explicit abuse
to be uncovered. Since the output of the resulting
seq2seq-classifier can be any arbitrary sentence,
its evaluation is less straightforward. In order to
compare this output with those of the previous ap-
proaches (§4.1-§4.2.2) we consider a generated
output sentence of an abusive input sentence as cor-
rect if it contains some explicit abuse. A generated
output sentence of a non-abusive input sentence
is correct if no explicit abuse is contained. As a
seq2seq-model, we use T5 (Raffel et al., 2020).

5 Evaluation

As evaluation measures, we use macro-average
precision, recall and F1-score. For within-
dataset classification, we carry out a 5-fold cross-
validation. Unless stated otherwise, we arrange the
folds in such a way that the euphemistic abusive
sentences for the same cue phrase are restricted to
one fold. Thus, the test data will always contain
euphemistic abuse for unseen cue phrases. The
alternative in which sentences are assigned to the
folds at random is less strict since euphemistic
abuse may originate from cue phrases observed in
training.

For all classifiers that we trained on a non-
deterministic model, e.g. RoBERTa, we report the
average over 5 training runs (+ standard deviation).

As an upper bound, we also tested a human
classifier. We randomly sampled the judgment of
one individual annotator from the crowdsourced
gold-standard annotation. This individual judge-
ment may notably differ from the gold standard
label which is the majority label of 5 annotators.

5.1 Comparison of Different Classifiers

Table 2 shows the performance of the different
classifiers on our new dataset. All classifiers that
have been trained on other existing datasets per-
form very poorly. Surprisingly, the performance
of the union of all known datasets for implicitly
abusive language is no exception. We ascribe this
to biases reported on these datasets (Wiegand et al.,
2022) and the fact that they mostly focus on identity
groups whereas abuse on our dataset is unrelated
to membership in identity groups. By far the best

classifier Prec Rec F1 (std)

majority-class classifier 32.2 50.0 39.2
cross-dataset evaluation

definition-based classifier∗ 52.8 51.7 52.2 (±1.6)

(general) euphemism detection∗ 52.9 52.8 52.6 (±0.7)

implicitUnion∗ 61.7 53.4 56.6 (±1.7)

explicit abuse (Founta et al., 2018)∗ 67.4 50.8 57.9 (±1.7)

ToxiGen (Hartvigsen et al., 2022) 61.5 62.5 62.0
PerspectiveAPI 78.2 52.2 62.6
GPT-3::exclusive∗ 68.5 68.3 68.4 (±0.3)

within-dataset evaluation (5-fold cross-validation)
standard text classification∗ 68.1 61.3 64.5 (±2.4)

seq2seq using T5 70.9 59.2 64.5 (±1.2)

standard text classific. (random)∗ 68.4 64.5 66.2 (±1.9)

GPT-3::inclusive∗ 73.7 69.1 71.3 (±0.6)

feature-based classifier 74.6 76.6 75.6
human classifier 79.3 77.3 78.3

Table 2: Evaluation of different classifiers on our novel
dataset (∗: RoBERTa has been used as classifier).

anton. lex. taboo senti. extreme unusual all
F1 60.3 61.0 63.0 65.4 68.5 72.3 75.6

Table 3: Performance of the different features (§4.2.1).

cross-dataset classifier is the one that classifies the
GPT-3 completions of the test instances according
to explicit abuse. Evidently, GPT-3 is a good way
to uncover the abusive nature in euphemisms.

As far as the within-dataset classifiers are con-
cerned, a standard text classification approach,
i.e. training on the sentences as they are, is only
2% points above the generic cross-dataset classi-
fier of PerspectiveAPI. Even if we relax our strict
setting and evaluate on random folds so that the
test data also comprise euphemistic abuse of cue
phrases observed in the training data, the increase
in performance is still rather limited. Seq2seq is
on a par with the standard classification approach.
Potentially, it is more sophisticated since it gener-
ates new sentences rather than simply producing
a binary class label. However, our manual inspec-
tion of those sentence outputs revealed that only
about 28% of the generated sentences preserved
the meaning of their input sentence. (Some illustra-
tions can be found in Table 6 of the appendix.)

The only notable increase in performance for
within-dataset evaluation is obtained by training
on sentences augmented by completions (GPT-
3::inclusive). This approach also outperforms the
variant in which we classify the completions but
do not train on our dataset (GPT-3::exclusive). The
feature-based classifier notably outperforms all
within-dataset classifiers. It is not much below the
human baseline. Table 3 shows the performance
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manual automatic (Founta et al., 2018)
F1 64.5 (±2.4) 82.2 (±1.1) 95.7 (±0.2)

Table 4: Evaluation of standard text classification
(RoBERTa) on different negative data.

lex. taboo anton. senti. extreme unusual
coverage 70.7 59.2 51.0 45.1 55.6 52.2
prevalence 4.4 11.3 20.2 22.8 59.2 72.7

Table 5: Coverage of GPT-3::inclusive on each linguis-
tic feature (prevalence is the percentage of that feature
on the set of all actual euphemistic abusive sentences).

of the individual features of that feature set. The
strongest feature is the one that detects unusual
properties but it is still less effective than the com-
bination of features.

5.2 Impact of Negative (Non-Abusive) Data
We measure the impact of our expensive method
to produce negative instances manually (§3) by
comparing it against 2 alternative methods.

The first, like our proposed method, employs
newly generated sentences. However, unlike our
proposed method, we do not produce them man-
ually but have them generated automatically by
having the fragments derived from euphemistic
abuse (step ❹ in §3) completed to full sentences
by GPT-3. The fragments are used as prompts for
GPT-3. They had been created in such a way that
they do not contain any abusive content from their
source sentences (cf. (8) & (9)). Since GPT-3 very
rarely generates an abusive completion given a non-
abusive prompt, i.e. in our case a fragment, we are
likely to obtain non-abusive sentences.

Our second alternative simply uses non-abusive
instances from an existing dataset for abusive lan-
guage detection. We used the dataset from Founta
et al. (2018) since it is known to be fairly unbiased
(Wiegand et al., 2019). As a dataset comprising
tweets it also consists of instances that are of simi-
lar length as our manually produced instances. We
removed Twitter-specific tokens (e.g. hashtags) as
they might create spurious correlations in the re-
sulting dataset (Ramponi and Tonelli, 2022).

For both alternatives the same amount of nega-
tive data was sampled as in our original dataset. We
replaced the negative data both in the training and
test set. Table 4 shows the F-scores of the standard
text classifiers trained on the 3 different datasets.
There is a huge increase in performance, the highest
for Founta. The lower the score, the more nega-

tive instances that are difficult to distinguish from
the abusive instances the dataset contains. Such
instances are obviously included in our manually
compiled set of negative instances that comprise
our proposed dataset. On the other hand, the perfor-
mance of Founta suggests that its negative instances
are (almost) trivial to distinguish from euphemistic
abuse. This is the result of using inappropriately
sampled data, a phenomenon that has often been re-
ported in abusive language detection (Arango et al.,
2019). This experiment suggests that training a
classifier on our dataset represents the hardest
setting possible. A classifier performing well on
such data should also perform well on other data.

6 Discussion

The performance of our best automated classifier
(i.e. GPT-3::inclusive) is still notably below that of
the manual but very predictive feature-based clas-
sifier. Since the latter classifier is an explainable
classifier we measured the overlap of our best au-
tomated classifier with the feature-based classifier
in order to find out which linguistic aspects that
classifier manages to detect to what specific degree.
Table 5 presents the results. It shows the coverage
of GPT-3::inclusive on the subset of euphemistic
abuse for which a specific linguistic feature was
extracted. In order to get an idea of the significance
of each individual feature we also list its percent-
age among the set of euphemistic abuse. The table
shows that GPT-3::inclusive manages to cover eu-
phemistic abuse from all feature categories to some
extent. The coverage on lexicalization is notably
higher than on the remaining features. However,
this is also the least frequent feature category.

7 Conclusion

We presented the task of identifying euphemistic
abuse. We introduced a novel dataset that has been
created via crowdsourcing and also includes suit-
able negative data. Our classification experiments
revealed that classifiers trained on previous datasets
are insufficient. Best results are obtained by a clas-
sifier that augments training data from our new
dataset with automatically-generated completions.
As an explainable upper bound, we also presented a
classifier that combines a set of manually extracted
features that helps us better understand what lin-
guistic concepts are involved in that task.
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Limitations

Our dataset comprises single sentences that are not
context-dependent. Superficially, this seems to be
a simple task setting. However, our experiments
revealed that already euphemistic abuse that is not
context-dependent represents a notable challenge
for state-of-the-art classification approaches. Be-
sides, existing datasets are not a good source from
which to train a classifier for this task.

The dataset we introduce in this paper is created
via crowdsourcing rather than by extracting text
from existing datasets or the Web. Therefore, it
may be criticized for lacking authenticity. How-
ever, as with many other subtypes of implicit abuse,
existing datasets do not provide a sufficiently rep-
resentative set of instances for such long-tail phe-
nomena. For other subtypes of implicitly abusive
language, the same strategy was pursued (Vidgen
et al., 2021b; Wiegand et al., 2021a). It was also ap-
plied to plagiarism detection (Potthast et al., 2010)
and deception detection (Ott et al., 2011). As a mat-
ter of fact, the whole idea of contrast sets (Gardner
et al., 2020) is also based on the principle of having
annotators create sentences with specific linguistic
content. Contrast sets are increasingly becoming a
standard procedure for producing hard datasets for
specific NLP tasks since they allow us to determine
whether classification models sufficiently learned
the actual task rather than memorizing some spuri-
ous correlations.

Our dataset only addresses one subtype of abu-
sive language. Therefore, classifiers trained on our
new data will only be capable to detect this type of
abusive language rather than abusive language, in
general. Thus, we do not follow a one-size-fits-all
approach but a divide-and-conquer approach, in-
stead. This is in line with Wiegand et al. (2021b)
who claim that this is the only reasonable approach
to complex phenomena such as the detection of im-
plicitly abusive language. The fact that our dataset
is a focused dataset that specializes in only one
subtype of implicitly abusive language may also
explain that its size with less than 2K instances is
comparatively small. Datasets specializing in other
subtypes of implicitly abusive language are of sim-
ilar size if not smaller. As a matter of fact, the
dataset for implicitly abusive comparisons (Wie-
gand et al., 2021a) comprises only 1K instances.

Quite recently, Röttger et al. (2021) introduced
HATECHECK, a test suite that should be used for
identifying weaknesses in classification models for

abusive language detection. Unfortunately, we can-
not apply this test suite on classifiers trained on our
new dataset. The functionalities of HATECHECK,
i.e. the groups of instances that are designed to
check the capability of a classification model with
regard to a specific linguistic phenomenon, address
abusive language targeting identity groups or men-
tions of explicitly abusive words. The subset of
implicitly abusive language that we address in our
new dataset does not target identity groups. Neither
does our dataset contain explicitly abusive words.

Our feature-based approach exclusively com-
prises manually extracted features. Therefore,
the performance of the resulting classifier trained
on these features does not reflect the state of the art
of the automatic feature extraction. We also tried
to produce an automatic version of that classifier.
However, either there were no plausible training
data for these features or the available training data
only resulted in poor classification performance.
For instance, for the feature of detecting opposing
sentiment, we fine-tuned RoBERTa on the dataset
from SemEval 2018 Task 3: Irony detection in En-
glish tweets (Hee et al., 2018).10 The resulting
classifier overfit heavily to Twitter-specific data
artifacts of the SemEval dataset and therefore gen-
eralized poorly to our dataset. Our feature-based
approach should be regarded as an upper-bound
baseline. We included it to show what major lin-
guistic phenomena are involved in the formulation
of euphemistic abuse and what performance can
be reached by a supervised classifier that perfectly
identifies these phenomena.

Ethical Considerations

Most of our new gold standard data were created
with the help of crowdsourcing. All crowdwork-
ers were compensated following the wage recom-
mended by the crowdsourcing platform Prolific at
the time of annotation (i.e. $9.60 per hour). Since
we were aware of the offensive nature of the data
that the crowdworkers had to annotate, we inserted
a respective warning in the task advertisement. In
order to keep the psychological strain of the crowd-
workers at an acceptable level, the data to be an-
notated was split into bins of 100-200 instances
whereas the number of sentences to be invented
was restricted to 30 sentences. Furthermore, we al-
lowed each crowdworker to take part in one single

10The category Verbal irony by means of a polarity contrast
corresponds exactly to our concept of opposing sentiment.
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task only. We also made it very clear in the task
description that we follow a linguistic purpose with
our crowdsourcing tasks and the opinion expressed
in the sentences to be annotated in no way reflects
the opinion of (us) researchers designing the tasks.

Having crowdworkers invent abusive lan-
guage may look ethically debatable. However,
we think that this is justifiable in this particular
context since we do not think that there is an al-
ternative method that would yield a dataset with
a comparable quality. Moreover, the type of abu-
sive language that our work focuses on does not
target any specific individual or any specific iden-
tity group. Therefore, the creation of our dataset
does not immediately harm anyone. By producing
an additional dataset for abusive language detec-
tion, our intention is not to encourage people to use
this form of language. On the contrary, our new
dataset should result in an improved basis for build-
ing effective classifiers to detect abusive language
thus enabling better control of such unwanted lan-
guage on the Web. In principle, creating morally
disputable content as part of research is not un-
heard of. Both in plagiarism detection (Potthast
et al., 2010), deception detection (Ott et al., 2011)
and, quite recently, abusive language detection it-
self (Vidgen et al., 2021b; Wiegand et al., 2021a) a
procedure similar to ours was pursued.
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Appendix Overview

This appendix provides more detailed information
regarding certain aspects of our research for which
there was not sufficient space in the main paper.
This is optional, to a large extent illustrative
material which is not necessary to consult in
order to understand the main paper.

We focus on the following aspects:

• details on the configuration of the statistical
models we used in our experiments (§A)

• details on the annotation experiments, partic-
ularly crowdsourcing and the manual annota-
tion of high-level features (§B)
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A Hyperparameters of Statistical Models

For all statistical models we used in this research
we refrained from heavy tuning of hyperparam-
eters. This is due to the fact that several exper-
iments were evaluated in a cross-dataset setting,
i.e. the training and test data originated from dif-
ferent datasets. As a consequence, tuning hyper-
parameters would only be possible by using some
development data from the source domain. This,
however, would mean that the resulting models
would be tuned for the wrong domain. By running
the tools with frequently used (default) settings of
hyperparameters, we hope to produce models that
are overall more robust across different domains
(i.e. different datasets) than models fine-tuned on
the wrong domain. Thus, we follow the strategy
that was proposed for the large-scale cross-dataset
evaluation reported in Wiegand et al. (2022).

A.1 Computing Infrastructure and Running
Time

Our experiments were carried out on a server
(Lenovo ThinkSystem SR665; 1TB RAM; 2x32
Core AMD CPU) that is also equipped with a GPU
(NVIDIA RTX A40, 48GB RAM). We estimate a
total computational budget of 100 GPU hours.

A.2 RoBERTa

We used RoBERTa (Liu et al., 2019) as a rep-
resentative learning method for state-of-the-art
(generic) supervised classification. We made ex-
ploratory experiments with both RoBERTa-large
and RoBERTa-base. In general, for each experi-
ment involving a transformer we carried out 5 dif-
ferent runs and considered the average performance
of these 5 runs as the overall performance. For most
datasets, RoBERTa-large was much more unstable
than RoBERTa-base, displaying a high fluctuation
in classification performance between the 5 dif-
ferent runs. We also got a considerable amount
of runs that just produced a majority-class classi-
fier. Our observation was that the more different
training and test data were (and since we include
a considerable number of cross-dataset classifiers
in this paper, this accounts for many experiments),
the more majority-class classifiers we obtained.

The runs of RoBERTa-large that did not result in
a majority-class classifier were in a similar range as
the results from RoBERTa-base. Therefore, we de-
cided to carry out all experiments using RoBERTa-
base since this was the most stable classifier that

also produced the overall best performance.
For classification, we fine-tuned RoBERTa using

the implementation for text classification within
the FLAIR framework (version 0.8) (Akbik et al.,
2019). In order not to overfit the model, it was
trained with standard hyperparameter settings:

• learning rate=3e-5
• mini batch size=16
• mini batch chunk size=4
• maximal epochs=5

We maintained the original class distribution of
the datasets (both of training and test data) since
this is the most realistic setting. Moreover, this is
also the way in which recent cross-dataset evalua-
tions were conducted (Wiegand et al., 2018, 2022).

For the sake of comparability, for each existing
dataset we always trained on the official training set.
If no such partition had been defined, we trained
on the entire dataset.

A.3 T5

We used T5 (Raffel et al., 2020) for learning trans-
lations from our euphemistic abusive sentences to
explicit cue phrases. The code we used was based
on the summarization code example provided by
huggingface.11 We used this transformer with its
default hyperparameter settings in order to have an
unbiased setting:

• learning rate=5e-05
• number of epochs=3
• batch size=4
• number of beams=4
• dropout rate=0.1

The specific model variant we used was T5-large.
We also experimented with smaller variants but per-
formance was notably inferior. We could not test
even larger models, e.g. T5-3b, as those models
had resource requirements that exceeded our com-
puting infrastructure (§A.1).

Table 6 illustrates some sentences generated on
our test data. Our manual evaluation revealed that
only about 28% of the sentences are semantically
equivalent to the input sentence (upper half of Table
6). We observed that very often T5 generates some
sentences that bear some semantic relation to the
input sentence yet they are not equivalent (lower
half of Table 6).

11https://github.com/huggingface/transformers/
blob/main/examples/pytorch/summarization/run_
summarization.py
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input sentence sentences generated by T5
semantically plausible sentences

You would not be considered pretty. You are ugly.
I see no value in you. You are useless.
You start more fights than the ringing of a bell. You are belligerent.
Your main hobby must be letting life pass you by. You are lazy.
You are brilliant at putting your own needs first. You are selfish.
You inspire no one. You are boring.
Reason is foreign to you. You are stupid.
Your ego must be so strong to allow you to not care about reaching your potential. You are arrogant.

implausible sentences
I’d prefer you were in a grave. You are a murderer.
I knew a stick that had more fat on than you. You are fat.
You are old fashioned. You are senile.
You are skilled at taking what is not yours. You are a hobo.
You like to sing like no one is listening. You are a show off.
You make me want to hide behind my sofa. You are pathetic.
I bet you slow down for car crashes. You are reckless.
You don’t care about appearances at all. You are ugly.

Table 6: Illustration of sentences generated by a T5-model trained (i.e. fine-tuned) on our novel dataset of euphemistic
abuse.

A.4 GPT-3
In this research, we use GPT-3 for two different
purposes, (1) for augmenting each individual sen-
tence of our dataset by completions (§4.2.2), and
(2) for obtaining automatically generated nega-
tive data instances for our fragments we extracted
from the (original) euphemistic abusive sentences
(§5.2). Although GPT-3 supports outputs for both
tasks, the model has to be run in two different
modes. For obtaining text completions, we use
the Completion-mode, while for the second task
we run the Insertion-mode. This second mode was
necessary since our fragments are designed in such
a way that the part that is to be completed can be
at any position of a sentence, i.e. not just the end
of a sentence, as exemplified by (40).

(40) Your ability to ... has always inspired me.

For the Insertion-mode, we specify at what part
of a given sentence additional text material is to be
inserted by the command [insert]:

(41) Your ability to [insert] has always inspired me.

Unlike the Insertion-mode, in which we spec-
ify what output we want to obtain explicitly by
the command in the brackets (i.e. insert in (41)),
some discussion must be devoted to the creation of
the sentence generation in the Completion-mode.
Here, no such explicit command can be used. For
this mode, we exactly follow the syntax of the
prompt12 as proposed by Hartvigsen et al. (2022),

12Prompt refers to the input or query provided to GPT-3 to
generate a specific output or response.

that is, the input sentence is preceded by a hyphen
and is followed by a newline and another hyphen.
Thus, for generating a text completion of (42), we
use (43) as a prompt.

(42) You inspire me to fall asleep.
(43) -You inspire me to fall asleep.\n-

This format suggests that we want to generate
some enumeration. More specifically, we want
to generate a list of similar sentences (Hartvigsen
et al., 2022). The sentence to follow the prompt
should mainly paraphrase the prompt. Our aim is to
generate 100 paraphrases for each original sentence
(§4.2.2). Therefore, we generate 100 individual
sentence completions for each original sentence.

From GPT-3, we also considered the most recent
model that was available during the time span our
experiments were carried out (i.e. spring to winter
2022): text-davinci-002. In order to avoid over-
fitting, we mainly used the default settings of the
hyperparameters.

• temperature=0.7
• top p=1
• frequency penalty=0.0
• presence penalty=0.0

The only parameter which deviates from the de-
fault settings is the maximum number of tokens
(max token). The default is 256. The sentences
we want to paraphrase or complete are fairly short
since our dataset consists of sentences with an aver-
age size of about 10 tokens per sentence (Table 1).
Using the default setting of 256 tokens would have
resulted in generating pieces of text that are far too
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long and would not resemble our original dataset.
(Please notice that the sentences we wanted to gen-
erate should be of the same text length as their
prompts, i.e. the original sentences of our dataset.)

It may come as a surprise that we did not set the
maximum number of tokens to 10 (which would
exactly correspond to the average sentence length
in our dataset). This was motivated by the fact
that our dataset consists of individual sentences.
However, in GPT-3, one cannot specify the sen-
tence length. Instead, with max token one specifies
the overall length of the text to be generated. The
resulting text may comprise an arbitrary number
of sentences. Moreover, in the Completion-mode,
the last sentence is also often incomplete (as the
completion of the last sentence would exceed the
given maximum number of tokens). By setting
max token to 10, we ended up with too many in-
stances being incomplete sentences. Our final set-
ting was max token=20 for the Completion-mode
and max token=15 for the Insertion-mode. The to-
ken size for the Insertion-mode was lower than for
the Completion-mode as the size reflects the length
of the additional text material to be generated. In
the Insertion-mode, parts of the resulting sentence
are already given (in the form of the fragment rep-
resented as the prompt). Therefore, to obtain a
sentence length similar to that of the sentences to
be generated by the Completion-mode, fewer to-
kens need to be generated in the Insertion-mode.

Table 7 illustrates for some euphemistic abusive
sentences of our dataset a set of text completions
that GPT-3 generates as they were used for aug-
menting our training data (§4.2.2). (The github
repository contains the entire set of those text com-
pletions we used in our experiments.) Though GPT-
3 is a generic language model, that is, it has not
been trained for generating explicit abuse from im-
plicitly abusive remarks, it actually often produces
some suitable explicitly abusive sentence comple-
tions for the given input sentence. From that one
can conclude that GPT-3 often associates an implic-
itly abusive sentence to some general toxic context.

A.5 Logistic Regression

For our feature-based classifier (§4.2.1) we decided
to use logistic regression. We used the implemen-
tation within LIBLINEAR (Fan et al., 2008) with
L1 regularization. The advantage of logistic re-
gression is that it is a robust classifier which does
not require any hyperparameter tuning.

A.6 PerspectiveAPI

In our evaluation, we also included Perspec-
tiveAPI13 as one baseline. This tool runs on un-
restricted text and, from the publicly available clas-
sifiers, it is currently considered the state of the
art for the general detection of abusive language
(Röttger et al., 2021). The tool predicts several
subtypes of abusive language. We examined how
well the two categories toxicity and insults correlate
with euphemistic abuse on our dataset. That is, we
compared the predictions of the tool for both cat-
egories against the euphemistic abuse in our gold
standard. We considered the above two categories
as they bear the greatest similarity concept-wise
to euphemistic abuse. Toxicity performed slightly
better than insults which meant that we used the for-
mer in the evaluation in our main paper (i.e. Table
2).

B Details on Annotation

B.1 General Remarks

All guidelines for the different annotation and sen-
tence generation tasks are contained in the github
repository to this work.

An issue that may raise some concern is that we
decided in favor of a low threshold in terms of what
counts as abusive language. More specifically, we
asked the crowdworkers who eventually validated
the sentences that were generated to think of how
sensitive people may react to each given sentence.
We think that such a low threshold is appropriate for
this particular task since most euphemistic abuse
in our dataset looks superficially harmless. There
is not a single explicitly abusive sentence, i.e. a
sentence in which the abusive nature is evoked by
an unambiguously abusive word. Therefore, we
had to heighten the crowdworkers’ awareness of
this subtle form of abusive language. Our final
dataset may contain the odd sentence being labeled
as abusive which may be considered acceptable in
specific contexts, such as legal proceedings, e.g.
You have a sexual interest in children. However,
we consider these situations very special. With our
dataset we have everyday situations in mind, such
as online communication in social media. In this
context, such utterances are not acceptable. They
are only meant to offend or discredit the person
addressed.

13www.perspectiveapi.com
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input sentence (i.e. prompt) completions generated by GPT-3
You are a master of doom and gloom. You are a very dark person.

You are a self-absorbed whiner.
You are not a people person.
You are a bit of a wimp.
You never miss an opportunity to be pessimistic.

You’ll let anyone between your legs. You’re nothing but a lowlife whore.
You’re just a big whorish slut.
You have no friends, only men you screw.
You’ve been with so many guys, it’s hard to keep track.
You’ll do anything for money.

Your main hobby must be watching television. You’re a huge fan of the show Teen Mom.
You must be a man of few interests.
You are a couch potato.
Television is a great source of entertainment.
You must have a television in your bedroom.

Your testosterone is showing. You’re thinking with your little head.
You might want to check your zipper.
You’re a dick.
That’s pretty macho.
Don’t show your testosterone.

I can’t imagine anyone coming to you when they need a shoulder
to cry on.

You were just never there for anyone.

You’re so selfish and only think about yourself.
I know that you don’t even know the meaning of love.
You’re such a bitch.
You’re really insensitive.

Table 7: Illustration of completions generated by the (generic) GPT-3 model for some euphemistic abusive sentences
of the novel dataset. (In the completions, explicitly abusive expressions are underlined.)

B.2 Measures to Avoid Biases

In the following, we describe the measures we took
in our crowdsourcing experiments in order to avoid
any obvious bias.

Employing Many Crowdworkers. We do not
want our dataset to be dominated by the responses
by some few specific crowdworkers. Therefore, we
split all annotation tasks into subtasks of bins of
100-200 instances. Tasks in which crowdworkers
were to invent sentences were split into subtasks of
about 30 sentences. Each crowdworker was only
admitted to one subtask. As a result, many differ-
ent crowdworkers (more than 600) contributed to
our dataset but each individual crowdworker only
contributed to a small share of the overall dataset.

Open Task Description. Our task description
for creating euphemistic abuse was kept very brief.
We did not suggest any strategy how to invent such
sentences or any typical constructions to use. Nei-
ther did we recommend any auxiliary tool to use.
Thus, crowdworkers were fairly free in devising
their sentences and we did not impose any restric-
tion towards a particular subtype of euphemistic
abuse (apart from avoiding like-comparisons since
they are already sufficiently covered in the dataset
by Wiegand et al. (2021a)). We hope that, as a

result, the resulting set of instances of euphemistic
abuse is fairly representative of this subtype of abu-
sive language.

Randomization and Balancing. In each sub-
task, we tried to present individual examples in
a randomized order. This was particularly impor-
tant for the consistency task in which groups of
similar sentences were presented and the crowd-
workers had to identify the sentence being the odd
one out. The sentences within this group were
always randomized. However, next to randomiza-
tion we also had to balance the groups in terms of
classes. Most inconsistent groups we found were
groups that were generally considered abusive but
one single instance had previously been labeled
as non-abusive. Thus, we felt that we had to add
distractors so that the crowdworkers would not rec-
ognize that underlying pattern of the groups to be
annotated. More specifically, we added further
groups with sentences being generally considered
non-abusive, and occasionally one sentence was an
obvious abusive sentence (which should function
as the odd one out). Of course, these distracting
groups were also randomly interspersed in the list
of groups to be annotated by the crowdworkers.
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feature Cohen’s κ
opposing sentiment 0.89
negated antonyms of abusive words 0.74
unusual properties 0.67
extreme 0.66
lexicalization 0.65
taboo topics 0.61

Table 8: Inter-annotator agreement for the manual anno-
tation of high-level features.

B.3 Details on the Manual Annotation of
High-Level Features

For each of the high-level features, we measured
the inter-annotator agreement on a random sample
of 200 sentences between two co-authors. One
of these co-authors annotated the features for the
remaining sentences. Table 8 lists the agreement
between these two annotators for each feature. It
is highest for opposing sentiment and lowest for
taboo topics, though that agreement can still be
considered substantial (Landis and Koch, 1977).
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