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Abstract

Interpretability and efficiency are two impor-
tant considerations for the adoption of neu-
ral automatic metrics. In this work, we
develop strong-performing automatic metrics
for reference-based summarization evaluation,
based on a two-stage evaluation pipeline that
first extracts basic information units from one
text sequence and then checks the extracted
units in another sequence. The metrics we
developed include two-stage metrics that can
provide high interpretability at both the fine-
grained unit level and summary level, and one-
stage metrics that achieve a balance between
efficiency and interpretability. We make the
developed tools publicly available at https:
//github.com/Yale-LILY/AutoACU.

1 Introduction

Automatic evaluation is an integral part of scaling
natural language generation (NLG) system devel-
opment and evaluation. While neural models have
seen great success in NLG systems, their adoption
in automatic metric development has been much
slower, and classic metrics such as ROUGE (Lin,
2004) and BLEU (Papineni et al., 2002) are still
used more often than neural ones (Sellam et al.,
2020; Zhang* et al., 2020; Yuan et al., 2021).
Compared to neural systems, we argue that there
are unique requirements for neural metrics to be
adopted: (1) interpretability – the metric scores
should be interpretable and provide intuitive in-
sights into system performance and system output
quality. (2) evaluation efficiency – ideally, the
automatic metrics should only introduce a small
computation overhead, since it should be possible
to use them on the fly for system development and
fine-tuning. In this work, we aim to design neural
metrics that are more aligned with these require-
ments, which we believe will facilitate adoption.

Our method focuses on a two-step decomposi-
tion of text sequence comparison following related

work (Bhandari et al., 2020; Zhang and Bansal,
2021; Liu et al., 2023) – first dissecting the infor-
mation in one text sequence into multiple simple
facts and then checking the presence of these facts
in another text sequence. Specifically, our auto-
matic evaluation pipeline mirrors the human eval-
uation protocol of Liu et al. (2023), which uses
atomic content units, or ACUs, as the simple facts
for comparing text sequences. We believe such a
two-stage automatic evaluation can be more in-
terpretable and transparent. Specifically, at the
ACU level, the evaluation result indicates the pres-
ence or absence of an extracted information unit; at
the summary level, the aggregated ACU score rep-
resents the percentage of information overlap from
one text sequence to another. In contrast, it can
be difficult to interpret the results of certain neural
metrics such as BERTScore (Zhang* et al., 2020)
or BARTScore (Yuan et al., 2021). For example,
BARTScore assigns the normalized log-likelihood
as the text similarity score, which is non-positive
and non-linear, making it difficult to understand the
system output quality based on its metric score.

Despite their advantages, such two-stage met-
rics (Deutsch et al., 2021; Zhang and Bansal, 2021;
Fabbri et al., 2022) can be much slower to run, even
slower than the evaluated systems. Therefore, apart
from the two-stage evaluation method, we also pro-
pose a more efficient one-stage metric that directly
predicts the aggregated summary-level scores by
training on the recently proposed RoSE (Liu et al.,
2023) benchmark. The one-stage metric retains the
summary-level interpretability as in the two-stage
evaluation, striking a balance between efficiency
and interpretability. We also explore using the two-
stage evaluation as pre-training for the one-stage
metric, which further improves performance.

Our contributions can be summarised as: (1)
A fine-grained two-stage automatic metric for
reference-based summarization evaluation, which
provides high interpretability; (2) An efficient one-
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stage automatic metric, which offers a balance be-
tween interpretability and evaluation efficiency; (3)
Both types of metrics we developed achieve state-
of-the-art performance on summarization evalua-
tion, and we make them publicly available and
release them as an easy-to-use Python package.1

2 Preliminaries

Information Similarity for Summarization Eval-
uation The most common and important evalu-
ation method of summarization systems is assess-
ing the similarity between system-generated sum-
maries and reference summaries. Since there are
no widely accepted definitions of such similarity
among the related work (Nenkova and Passonneau,
2004; Lin, 2004; Bhandari et al., 2020; Fabbri et al.,
2021; Zhang and Bansal, 2021), we refer it as the
information similarity in this work – two com-
pletely similar text sequences should convey ex-
actly the same information to the users, following
the suggestion of Deutsch and Roth (2021).

Automatic Metrics of Information Similarity
Traditional automatic metrics of information sim-
ilarity compare the lexical overlap of two text se-
quences, such as ROUGE (Lin, 2004), BLEU (Pa-
pineni et al., 2002). In contrast, a family of neu-
ral automatic metrics (e.g., BERTScore (Zhang*
et al., 2020), MoverScore (Zhao et al., 2019),
BARTScore (Yuan et al., 2021)) focus more on
semantic similarity by leveraging the pre-trained
language models. Neural metrics can also be pre-
trained on pseudo training signals (Sellam et al.,
2020; Zhong et al., 2022) or related corpus (Yuan
et al., 2021; Gao et al., 2021), or be supervisedly
fine-tuned (Rei et al., 2020). Apart from the one-
stage metrics, related work on two-stage metrics
proposes methods of decomposing the evaluation
process into finer-grained sub-tasks, such as the
QA-based QAEval (Deutsch et al., 2021) metric,
and the Lite3Pyramid (Zhang and Bansal, 2021)
metric, which automates the evaluation process of
LitePyramid (Shapira et al., 2019) protocol.

Evaluation of Automatic Metrics To evaluate
information similarity metrics for text summariza-
tion, a few human evaluation benchmarks (Bhan-
dari et al., 2020; Fabbri et al., 2021; Zhang and
Bansal, 2021; Liu et al., 2023) have been collected,

1We provide the metric training scripts and a Python
package for trained metrics at https://github.com/
Yale-LILY/AutoACU.

which contain system-generated summaries and
their human evaluation scores. Automatic met-
ric performance is measured by the correlation be-
tween the automatic metric scores and human eval-
uation scores of the system-generated summaries.
For text summarization metrics, such correlations
can be calculated at the system level and the sum-
mary level. More specifically, given n input articles
and m summarization systems, the human evalua-
tion and an automatic metric result in two n-row,
m-column score matrices H , M respectively. The
summary-level correlation is an average of sample-
wise correlations:

rsum(H,M) =

∑
i C(Hi,Mi)

n
, (1)

where Hi, Mi are the evaluation results on the i-th
data sample and C is a function calculating a cor-
relation coefficient (e.g., the Pearson’s correlation
coefficient). In contrast, the system-level correla-
tion is calculated on the aggregated system scores:

rsys(H,M) = C(H̄, M̄), (2)

where H̄ and M̄ contain m entries which are the
average system scores across n data samples, e.g.,
H̄0 =

∑
iHi,0/n.

3 Methods

We first describe our approach of a two-stage de-
composition of automatic information similarity
evaluation – (1) extracting fine-grained content
units from one text sequence; (2) checking the exis-
tence of the extracted units in another text sequence.
Then we introduce methods of training a one-stage
automatic metric for information similarity and us-
ing the two-stage decomposition for pre-training.

3.1 Two-Stage Evaluation
In Fig. 1, we provide an example of the two-stage
automatic summarization evaluation process of cal-
culating the recall score of a system-generated sum-
mary using the reference summary.
Content Unit Extraction A (long) text sequence
can contain more than one fact, or simple in-
formation unit. Therefore, we follow Liu et al.
(2023) by using Atomic Content Units (ACUs)
to refer to the basic information units. We for-
mulate automatic ACU extraction as a sequence-
to-sequence (Seq2Seq) problem (Sutskever et al.,
2014): A ← g(S), where S is the input text se-
quence, A is a concatenation of a set of ACUs A
generated as a sequence, and g is a Seq2Seq model.
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Reference Summary

Chelsea weren’t awarded a penalty. 

David Ospina clashed with Oscar.

David Ospina clattered Oscar.

David Ospina plays for Arsenal.

David Ospina is a goalkeeper.

The clash occurred inside the box.

Oscar is Brazilian.

Oscar was taken off at half time.

Didier Drogba replaced Oscar.

Candidate Summary
Oscar collided with Arsenal goalkeeper David Ospina in the 16th minute of 
the London derby. The Brazilian was substituted at half-time and Jose 
Mourinho said he suffered ‘possible concussion’. Oscar was knocked back by 
the goalkeeper but Michael Oliver didn't award Chelsea a penalty. 

Atomic Content Units (ACUs)

Chelsea weren’t awarded a penalty for David Ospina’s clash with Oscar. 
Arsenal goalkeeper clattered Oscar inside the box. Brazilian was taken off at 
half-time, with Didier Drogba replacing him.

❌

❌
✔
✔

Automatic ACU Extraction

Automatic ACU Checking

Figure 1: Example of two-stage automatic summariza-
tion evaluation based on the Atomic Content Unit (ACU)
protocol. In the first stage, an automatic ACU extraction
model dissects the information in one text sequence into
ACUs. In the second stage, an automatic ACU checking
(matching) model checks the presence of the extracted
ACUs against another text sequence. We use the exam-
ple provided by Liu et al. (2023).

Content Unit Checking Having extracted a set
of ACUs Ã from one text sequence S1, we use
a Natural Langauge Inference (NLI) (Gururangan
et al., 2018) model f to check if the information
in an extracted ACU a is conveyed by another text
sequence S2:

la = f(S2, a) =

{
1 if a is entailed by S2,

0 otherwise,
(3)

where la is the label of a assigned by the model
f . In addition to this standard NLI setting of view-
ing S2 as the premise and a as the hypothesis, we
also explore adding S1 as part of the model input
serving as context:

la = f∗(S2, a|S1) =

{
1 if a is entailed by S2,

0 otherwise,
(4)

We use BERT (Devlin et al., 2019) as the NLI
model architecture and follow its input format for
the standard setting (Eq. 3), which is a concatena-
tion of S2 and a. For the extended setting (Eq. 4),
we define the input as a concatenation of S1, S2, a.

Based on these two stages, we can define a recall
information similarity score of S2 w.r.t. S1:

R(S2|S1) =

∑
a∈Ã la

|Ã|
. (5)

3.2 One-Stage Metric and Its Pre-Training
To improve evaluation efficiency, we propose using
our two-stage approach to generate pre-training
data for a more lightweight, one-stage metric.
Specifically, we use BERT as the backbone for
a scoring model h to approximate the two-stage
recall score (Eq. 5):

Rh(S2|S1)←R(S2|S1). (6)

The model is trained with the mean squared error
between the target score and the predicted score.
The input format is “[CLS]S2[SEP]S1[SEP]” fol-
lowing Devlin et al. (2019), and a single linear layer
is introduced to map the hidden representation of
“[SEP]” into the predicted numeral score. We can
also define an F1 score as

Fh(S2|S1) =
2Rh(S2|S1)Rh(S1|S2)

Rh(S2|S1) +Rh(S1|S2)
. (7)

Pre-training Corpora As shown by Sellam et al.
(2020), the robustness of automatic metrics can
be improved by pre-training with synthetic pre-
training data. We further extend this approach
following the finding of related work (Liu and
Liu, 2021; Liu et al., 2022), which shows that pre-
trained summarization models such as BART can
generate diverse and high-quality candidate sum-
maries and summarization models can benefit from
contrastive learning with the generated candidates.
In a similar spirit, we construct the pre-training cor-
pora on the existing summarization datasets such
as CNN/DailyMail (Nallapati et al., 2016), and
for each data example we generate multiple candi-
date summaries using a fine-tuned summarization
model. The generated summaries are then scored
by the two-stage evaluation method (Eq. 5), which
are used for the pre-training of one-stage model h.

4 Experiments

4.1 Experimental Settings
Datasets We mainly use a recently-introduced
summarization evaluation benchmark, RoSE (Liu
et al., 2023), for automatic metric development and
evaluation. It contains human evaluation recall
scores of the system-generated summaries based
on the reference summaries w.r.t. the informa-
tion similarity on three summarization datasets,
CNN/DailyMail (CNNDM) (Nallapati et al., 2016),
XSum (Narayan et al., 2018), and SamSum (Gliwa
et al., 2019). The human evaluation is conducted
following the ACU evaluation protocol (Liu et al.,
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Dataset Split #Doc. #Sys. #ACU #Summ.

CNNDM Test 500 12 5.6k 6k
CNNDM Valid 1,000 8 11.6k 8k
XSum Test 500 8 2.3k 4k
SamSum Test 500 8 2.3k 4k

Table 1: Statistics of the RoSE dataset as reported in
Liu et al. (2023). #ACU and #Summ. are the number
of annotations at ACU and summary levels.

2023), and the dataset also provides human-written
ACUs on the reference summaries and the associ-
ated results (ACU labels) of checking the ACUs
against system-generated summaries. The statistics
are in Tab. 1.

Baseline Metrics We compare our methods with
related automatic metrics for text sequence compar-
ison. Since the RoSE benchmark provides recall
information similarity scores, only metrics with
recall scores are compared.
ROUGE (Lin, 2004) compares two text sequences
by the n-grams overlap between them. We report
the performance of its ROUGE-1/2/L variants.
BERTScore (Zhang* et al., 2020) measures text
sequence similarity using hidden representations
computed by pre-trained language models such as
BERT (Devlin et al., 2019). We report its variants
with RoBERTa (Liu et al., 2019) (BERTScoreR)
and DeBERTa (He et al., 2021) (BERTScoreD).
BARTScore (Yuan et al., 2021) interprets the simi-
larity of text sequence x to y as the probability of x
given y predicted by a pre-trained language model
such as BART (Lewis et al., 2020). We report its
variants pre-trained on CNNDM (BARTScoreC)
and ParaBank2 (Hu et al., 2019) (BARTScoreP ).
QAEval (Deutsch et al., 2021) measures informa-
tion similarity by question answering accuracy. We
report both its exact match score (QAEvalEM ) and
F1 score (QAEvalF1).
Lite3Pyramid (Zhang and Bansal, 2021) intro-
duces a similar approach as our two-stage eval-
uation but uses a semantic role labeling (He
et al., 2017) model to extract content units. We
report its variants that use the predicted label
(Lite3PyramidL) and probability (Lite3PyramidP )
of the two-class NLI model.

Implementation Details For the two-stage eval-
uation, the ACU extraction model is based on a
T0 (Sanh et al., 2022) model2 fine-tuned on the
human-written ACUs provided in RoSE. As for

2huggingface.co/bigscience/T0_3B

CNNDM XSum SamSum
Sys. Sum. Sys. Sum. Sys. Sum.

ROUGE1 .788 .468 .714 .293 .929 .439
ROUGE2 .758 .453 .643 .266 1.00 .395
ROUGEL .879 .454 .643 .258 .929 .415
BERTScoreR .515 .448 .571 .277 .857 .417
BERTScoreD .424 .424 .571 .262 .857 .409
BARTScoreC .727 .435 .643 .260 .929 .438
BARTScoreP .727 .453 .714 .282 .929 .430
QAEvalEM .515 .296 .357 .149 .857 .352
QAEvalF1 .849 .358 .429 .198 .929 .384
Lite3PyramidL .849 .466 .643 .207 1.00 .494
Lite3PyramidP .849 .452 .714 .245 1.00 .467

A2CUP .879 .521† .786 .336† 1.00 .532†

A2CUF .818 .557† .786 .348† 1.00 .556†

A2CUFC .879 .555† .214 .202 .571 .275
A3CUF .909 .493† .786 .299 .929 .445
A3CUP .879 .558† .786 .307 .929 .472
A3CUPF .879 .564† .786 .319† .929 .474

Table 2: The Kendall’s correlation between the auto-
matic metric scores and human evaluation scores on the
RoSE dataset. The correlation is calculated at both the
system level and the summary level. We use the recall
score of the automatic metrics. A2CU is our two-stage
evaluation method, A3CU is our one-stage metric. †:
significantly (p < 0.05) better than the best baseline.
The baseline results are from Liu et al. (2023).

the NLI model for ACU checking (Eq. 3&4), we
use a pre-trained DeBERTa (He et al., 2021) NLI
model3 as the start point and further fine-tune it
on the RoSE dataset with the available gold stan-
dard ACU labels. We name the two-stage method
A2CU (AutoACU), and it has three variants in to-
tal: A2CUP is with the pre-trained NLI model,
A2CUF is with the fine-tuned NLI model (Eq. 3),
A2CUFC is with the fine-tuned NLI model taking
the source text as part of the input.

For the pre-training of one-stage metric, we use
system-generated summaries generated by a pre-
trained BART model on the CNNDM dataset. For
each data example, 12 summaries are scored by
the two-stage evaluation method and used to pre-
train the one-stage metric. After the pre-training,
the one-stage metric can be further fine-tuned on
the gold-standard scores. We name the one-stage
metric as A3CU (AcceleratedAutoACU), and it
has three variants: A3CUF is directly fine-tuned
on RoSE, A3CUP is pre-trained with A2CU only,
A3CUPF is first pre-trained then fine-tuned. We
note that the training on the RoSE dataset is per-
formed on the validation split of CNNDM. Regard-

3https://huggingface.co/microsoft/
deberta-xlarge-mnli.
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CNNDM XSum SamSum
Sys. Sum. Sys. Sum. Sys. Sum.

SemiA2CU .849 .647 .786 .450 1.00 .621
A2CUF .818 .557 .786 .348 1.00 .556

Table 3: Performance comparison between A2CUF and
the semi-automatic metric (SemiA2CU) using reference
ACUs. Kendall’s correlation coefficients are reported.

Dataset Precision Recall F1

CNNDM 83.63 79.84 81.69
XSum 80.11 79.14 79.62
SamSUM 87.01 87.14 87.08

Table 4: Quality analysis of A2CU-generated ACUs
compared with reference ACUs using ROUGE-1 scores.

ing metric efficiency, A3CU takes only 6% the
inference time of A2CU, demonstrating its supe-
rior efficiency. More details are in Appendix A.

4.2 Results

We report the results in Tab. 2. Kendall’s corre-
lation coefficients are used to evaluate the metric
performance at both the system and summary lev-
els, which shows the following: (1) Both our two-
stage and one-stage metrics can outperform the
baseline methods across three datasets. (2) The im-
provement of our metrics is more significant at the
summary level than at the system level. (3) Com-
pared with the one-stage metrics, our two-stage
metrics generalize better on XSum and SamSum
datasets. (4) The pre-training is effective for the
one-stage metric to achieve strong performance
since A3CUP can outperform A3CUF at the sum-
mary level without fine-tuning on the RoSE dataset.

4.3 Analysis

Performance Analysis of A2CU We compare
A2CU performance with SemiA2CU, a semi-
automatic metric that follows the same scoring
mechanism but uses the reference ACUs as the
NLI model input (Eq. 3). Results in Tab. 3 show
that using the reference ACUs yields better perfor-
mance, suggesting that better generated ACU qual-
ity may lead to further improvement. To analyze
this quality, we calculate its similarity with refer-
ence ACUs using ROUGE scores between them in
a greedy-matching manner. Specifically, given a
set of generated ACUs Ã and reference ACUs A,
we calculate the example-level recall score as:

r(Ã|A) =
∑

ã∈Ã maxa∈A ROUGE(a, ã)

|Ã|
. (8)

CNNDM XSum SamSum
Sys. Sum. Sys. Sum. Sys. Sum.

A3CU-B .879 .558 .786 .315 .929 .467
A3CU-R .879 .483 .643 .290 .929 .429
A3CU .879 .564 .786 .319 .929 .474

Table 5: Performance comparison of different variants
of the A3CU metric fine-tuned on RoSE. A3CU is
based on BERT large model and pre-trained on the
two-stage evaluation method (A2CU). A3CU-B is its
counterpart based on BERT base model, A3CU-R is the
counterpart pre-trained to predict ROUGE scores. The
baseline results are from Liu et al. (2023).

Similarly, we can define the precision score and
F1 score. The results on three dataset splits are
reported in Tab. 4, showing a high degree of simi-
larity between the reference and generated ACUs.
Comparative Study of A3CU We investigate the
impact of two design decisions for the one-stage
metric, the model size, and the supervision signal
used in pre-training. To this end, we show metric
performance with two model sizes and the metric
performance when it is pre-trained to predict the av-
erage score of ROUGE-1/2/L. The results in Tab. 5
suggest that larger model sizes and more suitable
pre-training can improve metric performance.
Evaluation on Other Related Benchmarks We
provide additional evaluation results of our F1-
based automatic metrics (e.g., Eq. 7) in Appendix B.
Apart from RoSE, we evaluate the metrics on
two related benchmarks, the STS (Semantic Tex-
tual Similarity) benchmark (Cer et al., 2017)
and WMT19 Metrics Shared Task DARR bench-
mark (Ma et al., 2019), which provides a more
comprehensive investigation of the generalization
ability of our proposed metrics.

5 Conclusions

We develop high-performing reference-based sum-
marization automatic metrics, including two-stage
metrics providing fine-grained interpretability and
one-stage metrics for a balance between efficiency
and interpretability. Furthermore, we show that
the two-stage metric can be used to effectively pre-
train the one-stage metric, helping to mitigate the
data scarcity in developing automatic metrics.

Acknowledgements

We are grateful to the anonymous reviewers for
their constructive comments. We thank Arman
Cohan for insightful discussions and suggestions.

16364



Limitations

Our metrics are developed and evaluated on En-
glish corpora only, and it remains unclear whether
the metrics can achieve consistent performance in
other languages. The two-stage metrics we pro-
posed are based on relatively large language models
and it can be time-consuming and computationally
expensive to use them, especially on large corpora.
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A Experiment Details

For the two-stage evaluation, the ACU extraction
model is a T0 model containing 3 billion parame-
ters, and the ACU checking model is a pre-trained
DeBERTa model with 750 million parameters. Our
one-stage metric is based on BERT, and its two vari-
ants have 340 and 110 million parameters respec-
tively. We conduct experiments on NVIDIA RTX
A6000 GPUs, and the experiments take around 30
GPU hours to finish.

Inference Efficiency In Tab. 6 we compare the
inference time of A3CU and A2CU. A3CU only
takes around 6% of the inference time of A2CU.

B Evaluation on Related Information
Similarity Benchmark

Apart from the RoSE benchmark, we evaluate met-
ric performances on two related benchmarks for
assessing the information similarity between two
text sequences: the STS (Semantic Textual Simi-
larity) benchmark (Cer et al., 2017) and the human

Dataset A2CU-Stage1 A2CU-Stage2 A3CU

CNNDM 21.3 14.7 2.34
XSum 9.4 1.9 0.56
SamSUM 9.3 1.9 0.69

Table 6: Inference time (in minutes) comparison of
A3CU and A2CU. For A2CU we show the time of
ACU generation (Stage 1) and matching (Stage 2).

evaluation results from the WMT19 Metrics Shared
Task (Ma et al., 2019).

STS Benchmark STS benchmark4 contains En-
glish sentence pairs and the associated human-
annotated semantic similarity scores (Cer et al.,
2017), which has a similar evaluation target as the
information similarity for text summarization evalu-
ation. With this benchmark, the semantic similarity
metrics are evaluated by the correlation between the
predicted similarity scores and the reference scores.
Following the previous work (Gao et al., 2021;
Reimers et al., 2016), we report Spearman’s corre-
lation coefficients on the test split of the benchmark
containing around 1.5k data examples. Since the
metrics we evaluated previously are not designed
specifically for the STS task, we compare another
metric, SimCSE (Gao et al., 2021), which achieves
strong performance on this task.

WMT19 DARR Benchmark This benchmark
contains human-annotated scores of system-
generated translations (Ma et al., 2019). We use
only the to-English part of the benchmark, which
results from reference-based direct assessment
(DA) of translation quality. The human-annotated
DA scores are then transformed into relative rank-
ings between two translations, i.e., the DARR
scores.5 We follow the evaluation setting of Ma
et al. (2019) by using Kendall’s Tau-like correla-
tion to evaluate the segement-level performance
of automatic metrics. The benchmark contains the
translations from seven languages to English and
results in around 21k translated sentence pairs.

Apart from these two benchmarks, we also report
the metric performance under normalized ACU
scores in RoSE, which are decorrelated with sum-
mary lengths to evaluate F1-based metrics (Liu
et al., 2023). We note that unlike in §4.2, all the
metrics compared here are F1-based. In particu-

4The data is provided at http://ixa2.si.ehu.
eus/stswiki/index.php/STSbenchmark.

5We use the pre-processed data provided by Rei et al.
(2020) at https://github.com/Unbabel/COMET/.
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STS WMT CNNDM XSum SamSum

ROUGE1 .578 .105 .403 .278 .399
ROUGE2 .452 .071 .375 .253 .343
ROUGEL .556 .113 .378 .252 .365
BERTScoreR .569 .254 .386 .280 .401
BERTScoreD .523 .259 .386 .274 .401
BARTScoreC .607 .254 .296 .228 .341
BARTScoreP .695 .266 .342 .259 .371
SimCSE .827 .235 .300 .255 .356

A3CUP .731 .209 .447 .298 .418
A3CUPF .787 .220 .463 .316 .427

Table 7: Metric performance on related benchmarks.
STS is the STS benchmark with Spearman’s correla-
tion coefficients. WMT is the WMT19 DARR bench-
mark with Kendall’s Tau-like correlations. CNNDM,
XSum, SamSum correspond to Kendall’s correlation
coefficients based on the normalized ACU scores on
the RoSE benchmark on different test splits. All the
correlations are calculated at the segment level. We use
the F1 score of the automatic metrics.
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Figure 2: Comparison of candidate outputs similarity in
the WMT19 DARR benchmark and the XSum test split
of RoSE benchmark. The similarity of candidate output
pairs of the same example is evaluated by ROUGE1.

lar, for A3CU we follow Eq. 7 to calculate the F1
scores. The two-stage metrics including A2CU are
not reported because of their lower efficiency.

The results in Tab. 7 show that:
(1) While the compared metrics have a similar eval-
uation target, i.e., information similarity between
text sequences, their performance varies across dif-
ferent benchmarks and there is no single metric
that can consistently outperform others. A similar
finding in Ma et al. (2019) shows that Pearson’s
correlation between human-annotated cross-lingual
STS scores and machine translation quality estima-
tion scores is only 0.41.
(2) On the STS benchmark, A3CU outperforms

other metrics except for SimCSE which is specifi-
cally designed for the STS task, which we believe
results from A3CU’s better interpretability thanks
to its underlying evaluation process. Specifically,
A3CU’s computed scores directly indicate the in-
formation overlap between text sequences, which
is close to the definition of the STS task.
(3) On the WMT benchmark, A3CU fails to out-
perform BERTScore and BARTScore. We hypoth-
esize this is because A3CU is relatively insensitive
to the minor differences in candidate translations
when implicitly comparing them based on the same
reference translation as we found that the system-
generated translations in the WMT benchmark have
higher similarity than the system-generated sum-
maries in the RoSE benchmark. Specifically, while
both RoSE and WMT19 DARR benchmarks con-
tain reference-based human annotations of candi-
date output quality, we note that they have dif-
ferent data distributions. In detail, the system-
generated translations of the same source sentence
in the WMT benchmark have higher similarities
than the system-generated summaries of the same
source articles. We visualize this discrepancy in
Fig. 2, which shows the similarity (as evaluated
by ROUGE-1) between different candidate outputs
(of the same example) on WMT19 DARR bench-
mark and the XSum test split6 of RoSE benchmark.
As illustrated by the figure, candidates in WMT19
benchmark are more similar, which can lead to the
performance difference when the same automatic
metric is evaluated on these two benchmarks.

6We chose XSum split because it contains one-sentence
news article summaries, which is similar to the data format of
the WMT19 benchmark.
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