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Abstract
Accurate knowledge selection is critical in
knowledge-grounded dialogue systems. To-
wards a closer look at it, we offer a novel
perspective to organize existing literature, i.e.,
knowledge selection coupled with, after, and
before generation. We focus on the third under-
explored category of study, which can not only
select knowledge accurately in advance, but
has the advantage to reduce the learning, adjust-
ment, and interpretation burden of subsequent
response generation models, especially LLMs.
We propose GATE, a generator-agnostic knowl-
edge selection method, to prepare knowledge
for subsequent response generation models
by selecting context-related knowledge among
different knowledge structures and variable
knowledge requirements. Experimental results
demonstrate the superiority of GATE, and indi-
cate that knowledge selection before generation
is a lightweight yet effective way to facilitate
LLMs (e.g., ChatGPT) to generate more infor-
mative responses.

1 Introduction

Knowledge-grounded dialogue systems generate
informative responses by incorporating external
knowledge, such as unstructured documents and
structured knowledge graphs (Ghazvininejad et al.,
2018; Lian et al., 2019). This generation process re-
quires an agent to select context-related knowledge
to support high user engagement. Taking Figure 1
(a) as an example, the knowledge “Mark Boal wrote
Zero Dark Thirty” contributes to a high-quality re-
sponse compared with the knowledge “Zero Dark
Thirty has genre War film”, when the user focuses
on “who wrote Zero Dark Thirty”.

Many efforts have been devoted to selecting
context-relevant knowledge, and we classify them
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into three categories based on the occasion when
knowledge selection is performed. The first cate-
gory is co-selection (Zhao et al., 2020; Tuan et al.,
2022; Bai et al., 2023) wherein knowledge selec-
tion and response generation are executed in a cou-
pled manner (c.f. Figure 1 (b)-➀). Although this
category of approach is efficient and has been ex-
tensively researched, it is costly to learn and is
difficult to interpret and adjust when errors arise in
the generated responses. The second category is
post-selection (Dziri et al., 2021; Xue et al., 2022),
namely, the knowledge is selected after the genera-
tion and is used to correct the knowledge error in
the generated response (c.f. Figure 1 (b)-➁). This
category is skilled in adjusting local errors yet has
minimal impact on enhancing the informativeness
of the response.

Surprisingly, the third category, pre-selection,
has been under-explored by previous research. This
category performs knowledge selection as an in-
dependent model before response generation (c.f.
Figure 1 (b)-➂). In this paper, we pay attention
to this study, not only because of the overlook by
current work but also because selecting knowledge
accurately in advance can provide the potential to
reduce the learning, adjustment, and interpretation
burden of subsequent response generation models,
especially for large language models (LLMs). To
select knowledge for preparation, in addition to the
accuracy required for knowledge selection, there
are two key issues that need to be addressed:

• Different knowledge structure. An ideal knowl-
edge selector should be able to tackle differ-
ent knowledge structures, such as unstructured
knowledge represented by text and structured
knowledge represented by knowledge graphs.

• Variable knowledge requirement. Typically, the
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Figure 1: a) An example of knowledge-grounded dialogue. At each turn, the dialogue agent generates a response by
selecting knowledge from the knowledge base. b) Three categories of knowledge selection used in the knowledge-
grounded dialogue system: ➀ knowledge selection coupled with generation (co-selection), ➁ knowledge selection
after generation (post-selection), and ➂ knowledge selection before generation (pre-selection). Notice that the
dashed rectangular box refers to an independent model.

number of knowledge required to generate an in-
formative response is neither one nor a fixed num-
ber but a variable number. For example, when the
dialogue is about an award-winning film rather
than a little-known one, there is much more rel-
evant knowledge involved. An ideal knowledge
selector should be able to dynamically adapt the
number of selected knowledge.

To resolve the above issues, we propose GATE, a
Generator-AgnosTic knowledgE selection method
to prepare knowledge for subsequent various re-
sponse generation models, e.g., BART (Lewis et al.,
2020) and T5 (Raffel et al., 2020). GATE has the
ability to confront both unstructured and structured
knowledge and to adapt the number of desired
knowledge according to different dialogue contexts.
Specifically, GATE consists of: knowledge struc-
ture unifying, knowledge scoring, and knowledge
pool size adapting module. Further, we employ
a reinforcement learning (RL) framework to train
GATE, optimizing the reward of selecting appropri-
ate knowledge in both quality and quantity. The
experimental results on two datasets demonstrate
the superiority of GATE on knowledge selection,
and that GATE can facilitate the response genera-
tion model (including ChatGPT) to generate more
informative responses. We believe that GATE pro-
vides a lightweight and efficient solution, which is
a potentially viable way for reducing the learning,
adjustment, and interpretation burden of LLMs. In
summary, the main contributions of this work are
as follows.

• We introduce a novel perspective to organize the

literature of knowledge selection in knowledge-
grounded dialogue, i.e., knowledge selection cou-
pled with, after, and before generation. Besides,
we point out that the third category of study,
though under-explored, has advantages to reduce
the learning, adjustment, and interpretation bur-
den of subsequent response generation models.

• We propose GATE, a generator-agnostic knowl-
edge selection method, to prepare knowledge
for subsequent response generators by select-
ing context-related knowledge among different
knowledge structures and variable knowledge re-
quirements.

• We conduct experiments to demonstrate the su-
periority of GATE, and find that knowledge pre-
selection is a lightweight and effective way to
facilitate ChatGPT to generate more informative
responses.

2 Related Work

Knowledge selection is a crucial step in the
knowledge-grounded dialogue system. Our work
provides a new perspective to review the literature
of knowledge-grounded dialogue——based on dif-
ferent time points of knowledge selection in the
response generation process (c.f., Figure 1(b)).
Knowledge selection coupled with Generation
This knowledge selection category denotes that the
knowledge selection and response generation pro-
cesses are modeled to be executed concurrently
in a single model, as shown in Figure 1 (b)-➀.
For unstructured knowledge, the Co-Selection pro-
cess is an interactive matching process between the
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dialogue and the documents (Meng et al., 2020,
2021). Dinan et al. (2019) utilizes dot product
attention to select the most relevant knowledge.
Bai et al. (2023) improves selection by enhancing
knowledge’s dense representation. For structured
knowledge, the selection process can be viewed as
a multi-hop reasoning procedure on a graph, which
is subsequently followed by a two-stage architec-
ture for response generation (Liu et al., 2019; Zhou
et al., 2021; Tuan et al., 2022). However, the con-
struction or training of the above methods is tied
to the generation model. In contrast, GATE is “plug-
and-play” and can enhance response generation for
various generation models.

Knowledge selection after Generation This
knowledge selection category denotes that knowl-
edge selection is executed as an independent model
after response generation, as shown in Figure 1
(b)-➁. Post-selection is dedicated to correcting po-
tential knowledge errors in the response. Dziri et al.
(2021) address hallucinations in responses by re-
placing them with correct knowledge obtained from
the knowledge graph. Xue et al. (2022) employ
text infilling to incorporate retrieved knowledge
into incomplete responses. However, these meth-
ods would diminish the fluency and naturalness
of responses, whereas GATE does not compromise
generation models.

Knowledge selection before Generation This
knowledge selection category denotes that knowl-
edge selection is executed as an independent model
before response generation, as shown in Figure 1
(b)-➂. Pre-selection is dedicated to improving the
accuracy of knowledge selection and further en-
hancing the quality of response generation. A
few works have actually employed Pre-Selection
without emphasizing or providing a formal defi-
nition. Jung et al. (2020) implement graph-based
reasoning through attention flows to select knowl-
edge (i.e., paths in the graph). Eric et al. (2021)
collected an augmented dataset and proposed a
ranking-generation pipeline to evaluate it. Li et al.
(2022) constructs semantic graphs of textual knowl-
edge and performs selection based on node similar-
ity. Yang et al. (2022) proposed a topic-shift aware
knowledge selector to utilize the role-initiative in-
formation to help select knowledge. However, the
above methods are designed to address specific
knowledge types, while GATE can select knowledge
across different knowledge bases.

In summary, existing methods are constrained

to specific knowledge types or generation models,
significantly limiting the generalization ability, and
rely on a fixed-size knowledge pool, which could
undermine the performance of response (Shuster
et al., 2021). In contrast, GATE operates in a Pre-
Selection category that can handle diverse knowl-
edge types and adapt the knowledge pool size to
enhance various generation models.

3 Methodology

3.1 Overview

We first formulate the knowledge-grounded dia-
logue as follows: at t-turn conversation, given
the dialogue history Xt and currently accessible
knowledge base K, the system generates response
Yt based on the dialogue-relevant knowledge set
Kt ⊆ K. Then, the knowledge pre-selection task
that we focus on refers to how to select a more use-
ful knowledge set K∗

t from the knowledge set Kt

before the response generation process. “Useful”
here means that K∗

t can help the agent generate
high-quality responses.

To select a more useful knowledge set K∗
t , GATE

performs three efforts:

• Unifying knowledge of diverse structure
types (unstructured and structured), to improve
the generalization and flexibility of GATE.

• Scoring knowledge to help select the knowledge
that is more relevant to the desired response.

• Adapting knowledge pool size to provide appro-
priately sized knowledge sets for subsequent re-
sponse generation models.

We will introduce the details of GATE in Sec-
tion 3.2, the reinforcement learning framework for
GATE in Section 3.3, and the optimization and train-
ing details of GATE in Section 3.4.

3.2 GATE

Knowledge Structure Unifying GATE first uni-
fies knowledge of diverse structure types to im-
prove its generalization and flexibility. In general,
there are two types of knowledge structures used
by the knowledge-grounded dialogue system: un-
structured and structured knowledge. Unstructured
knowledge generally exists in the form of docu-
ments, and structured knowledge typically uses
knowledge graphs. Graph structures are lengthy
in modeling the association information between
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Figure 2: Knowledge Structure Unifying

knowledge and can help to select useful knowl-
edge more accurately. Moreover, graph structures
can enhance the interpretability of the knowledge
selection process. Therefore, GATE uniformly trans-
forms all the diverse types of knowledge into a
graph structure, which has two types of nodes, i.e.,
process node and knowledge node.

For document-based unstructured knowledge, it
naturally has a topic ≫ article title ≫ sentence
hierarchy. GATE presents this hierarchy as a graph,
where topics and article titles are used as process
nodes in the graph, sentences are used as knowl-
edge nodes, and nodes are connected to nodes by
edges if there is a containment relation, as shown in
Figure 2 (a). For the structured knowledge graph,
GATE keeps its original structure unchanged, and all
the original nodes are used as process nodes. GATE
will additionally add knowledge nodes 1. For the
triple (ei, rij , ej) formed by two entity nodes (ei
and ej) and the relation edge (rij) between them,
GATE merges them into a single knowledge node
and connects them to the head entity (ei) in this
triple, as shown in Figure 2 (b).
Knowledge Scoring After unifying the knowledge
structure, GATE next scores each process node in
the graph to help select the knowledge that is more
relevant to the desired response.

Firstly, a subgraph Adjt is obtained based on the
valid state transition target of the Agent. As shown
in Figure 3, the encoding of the Agent’s state is
concatenated with the encoding of each process
node in the subgraph. We utilize a Graph Attention
Network (GAT) (Brody et al., 2022) to score each
node and then sample to obtain the target for state

1It has been demonstrated that using fact triples can help
dialogue systems generate high-quality responses better than
separate entities and relations. (Dziri et al., 2021; Sarkar et al.,
2022).

transition:

scoren = GAT([St; en] | for n in Adjt) . (1)

The knowledge nodes of sorted process nodes
form Kt. Considering the guiding role of process
node scores in knowledge selection, we calculate
node attention weights based on the score distri-
bution using MLP. These weights are utilized in
dot-product calculations with the Agent state and
knowledge encoding to determine the score of each
knowledge in Kt.
Knowledge Pool Size Adapting GATE determines
the knowledge pool’s appropriate size by analyz-
ing the node score distribution variance. The top-
ranked knowledge is selected to constitute K∗

t ,
where M(·) maps the input to the interval [0,1]:

|K∗
t | = |Kt| ∗M

(
1

1 -Var (scoren)

)
. (2)

3.3 RL Framework for GATE

Graph-based reasoning improves the interpretabil-
ity of knowledge selection. Due to the extensive
use and success of reinforcement learning in this
field, we formulate the knowledge selection pro-
cess as a Markov Decision Process and employ
reinforcement learning for graph-based reasoning.
State We employ SentenceBert (Reimers and
Gurevych, 2019) to perform static encoding of the
nodes and knowledge within the graph structure
outlined in Section 3.2. We encode each piece of

knowledge attached to a node as {eki}
|eki |
i=1 , and use

the mean-pooling of these encodings as the node’s

encoding: en = MeanPool

(
{eki}

|eki |
i=1

)
. We

leverage KeyBert (Grootendorst, 2020) to extract
keywords Wt from the conversation history X1:t−1

and user statement Xt. Then, we use a modified
multi-head hierarchical modality attention mecha-
nism (Moon et al., 2018) to process all input infor-
mation: x = Attention (X1:t−1,Xt,Wt).

After initializing and encoding the graph, we
employ GAT to update the encoding of the entire
graph at the beginning of the Agent’s traversal:

{eni}
|eni |
i=1 = GAT

(
{eni}

|eni |
i=1

)
.

As the Agent traverses the graph, we update its
state considering the node ent that the Agent is
located at time t:

St = Attention (x;St−1; ent) . (3)
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Figure 3: Knowledge scoring in GATE

Action The Agent’s traversal on the graph is a
Markov Decision Process with a maximum step
count of T . The Agent’s action encompasses mov-
ing to the next node and constructing the corre-
sponding knowledge pool. The action space is the
set of one-hop neighbors of the current node.
Reward To accomplish our objective of enhanc-
ing the quality and quantity of knowledge selection,
we optimize the model in three ways:

• Enhancing the Agent’s ability to traverse the
graph and reach the correct process node, we
have RNode as positive if the Agent halts at the
correct process node and negative otherwise.

• Improving the ability to select appropriate knowl-
edge from the knowledge pool, we design RGold:

RGold = Max (1 -α ∗ r (kgold) , - 1) , (4)

where r refers to the rank of ground-truth knowl-
edge kgold in K∗

t , and RGold is negative if not
select kgold.

• Adaptively determining an appropriate knowl-
edge pool size. If the model selects the cor-
rect knowledge with a high probability, excessive
knowledge can be deemed redundant. Otherwise,
expanding the knowledge pool is necessary to
enhance knowledge effectiveness. Hence, we
design RPool as RGold/|K∗

t |.

The complete reward function is as follows:

Rst = RNode +RGold +RPool. (5)

Policy Network We design a policy network
πθ (at | st) = P (at | st; θ) to obtain the proba-
bility distribution of actions, where θ represents
the model parameters utilized in the Knowledge
Scoring process and RL Framework.

3.4 Optimization and Training
The optimization objective of our policy network
is to maximize the expected cumulative reward:

J(θ) = Ea∼π(a|s;θ)

(∑

t

Rst

)
. (6)

We use the following stochastic gradient based
on the REINFORCE algorithm (Williams, 1992) to
optimize θ:

∇θJ(θ) ≈ ∇θ

∑

t

Rst log πθ (at | st) . (7)

In order to effectively utilize the available su-
pervised information inherent in the graph, we
integrate node loss LNode and knowledge loss
LKnowledge using standard cross-entropy. We de-
rive LWalk by taking the negative value of J(θ).
Then, the complete loss function is as follows:

L = LWalk + LNode + LKnowledge. (8)

The introduced model uniquely incorporates the
aforementioned selection methods while maintain-
ing its independence from any specific generator.

4 Experiments

We conduct experiments in knowledge selection
and response generation to investigate the effec-
tiveness of knowledge Pre-Selection in GATE. We
also analyze the auxiliary capability of knowledge
Pre-Selection on the generation model and the ad-
vantages of GATE adaptive knowledge pool size.

4.1 Datasets
We conduct experiments on Wizard of Wikipedia
(WoW) (Dinan et al., 2019) and OpenDialKG
(Moon et al., 2019) datasets for unstructured and
structured knowledge bases. The statistics of the
two datasets are presented in Appendix A.

In WoW, two participants take roles as a wiz-
ard and an apprentice. The wizard selects proper
knowledge (sentence) from Wikipedia for the re-
sponse. WoW split test set into Seen and Unseen
based on topics. OpenDialKG is a parallel corpus
comprising open-domain dialogues and a knowl-
edge graph. The reasoning path of each turn is
annotated, enabling participants to utilize graph
information during the conversation.

Due to the absence of an official split in Open-
DialKG, we follow WoW by dividing the dataset
into Seen/Unseen categories based on topics.
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Method PLM Test Seen Test Unseen
Rouge Meteor BLEU F1 Rouge Meteor BLEU F1

WoW
Random BART 16.06 15.21 1.43 19.16 16.17 15.33 1.44 19.15
Semantic BART 18.26 17.35 2.46 21.09 18.64 17.76 2.55 21.35
TMNet − 16.34 13.87 0.85 17.49 14.98 12.25 0.51 13.20
SKT++ − 18.68 17.33 2.43 19.83 17.09 14.75 1.68 17.46
MIKE − 19.13 18.07 2.75 19.70 17.25 15.64 1.91 17.12
KnowledGPT GPT2 20.85 21.18 3.62 22.03 19.60 19.53 3.09 20.48
KINET BART 21.47 21.63 3.84 22.45 20.54 20.48 3.47 21.45

GATE T5 20.17
±0.19

20.36
±0.19

3.75
±0.14

22.34
±0.20

19.05
±0.13

18.98
±0.13

3.15
±0.08

21.28
±0.12

GATE BART 24.15
±0.04

23.14
±0.02

5.81
±0.04

26.23
±0.04

23.59
±0.09

22.69
±0.03

5.41
±0.13

25.67
±0.06

OpenDialKG
Random BART 24.52 24.31 4.97 28.45 24.29 24.02 4.60 28.43
Semantic BART 25.84 25.64 5.67 29.59 25.55 25.30 5.29 29.58
DialKG* BART 25.91 25.86 5.97 29.71 25.32 25.01 5.19 29.43
AttnIO-AS* BART 27.04 26.86 6.37 30.94 26.65 26.44 5.60 30.65
DiffKG T5 18.27 16.87 1.23 21.20 17.57 16.06 0.94 20.58
NPH GPT2 27.53 27.56 6.71 31.34 26.97 27.01 5.76 30.51

GATE T5 23.88
±0.04

23.09
±0.07

4.26
±0.01

26.36
±0.04

23.58
±0.04

22.63
±0.02

3.70
±0.05

26.17
±0.04

GATE BART 28.57
±0.01

28.46
±0.03

7.20
±0.05

32.21
±0.05

27.93
±0.08

27.78
±0.08

6.41
±0.05

31.57
±0.07

Table 1: The evaluation results of response generation on WoW and OpenDialKG datasets. The baseline model
results for WoW are reported from Bai et al. (2023). “*” denotes our re-implementation.

4.2 Baselines
We choose the following four types of baselines:
1) Trivial baselines

Random: it randomly selects knowledge from
the candidate pool;

Semantic: it selects knowledge based on seman-
tic similarity between dialogue and knowledge.

2) Methods using Co-Selection

TMNet (Dinan et al., 2019): it combines memory
network architecture and Transformer to encode
dialogue and knowledge for response generation;

SKT++ (Chen et al., 2020): it utilizes a Posterior
Information Prediction Module and a Knowledge
Distillation-Based Training Strategy;

MIKE (Meng et al., 2021): it introduces an ini-
tiative discriminator for knowledge selection;

KnowledGPT (Zhao et al., 2020): it utilizes
pre-trained language models and optimizes via
unsupervised learning;

KINET (Bai et al., 2023): it introduces a
negative-enhanced knowledge approximator and
a curriculum knowledge sampler;

DiffKG (Tuan et al., 2022): it employs Trans-
former to generate relation sequences on KG and
generates responses based on retrieved entities.

3) Methods using Post-Selection

NPH (Dziri et al., 2021): it retrieves correct enti-
ties by crafting a query signal propagated over a
graph to refine hallucination in response.

4) Methods using Pre-Selection

DialKG (Moon et al., 2019): it models the sym-
bolic transitions as structured traversal on KG
and predicts entities with a graph path decoder;

AttnIO (Jung et al., 2020): it flexibly adjusts
the nodes and edges of focus based on dialogue
context via attention flow.

Among the aforementioned baselines, TMNet,
SKT++, MIKE, KnowledGPT, and KINET are uti-
lized for unstructured knowledge, whereas DialKG,
AttnIO, DiffKG, and NPH are utilized for struc-
tured knowledge.

4.3 Metrics
GATE strives to improve the accuracy of knowledge
selection and further enhance the quality of re-
sponse generation. Following previous works (Jung
et al., 2020; Meng et al., 2021; Bai et al., 2023), we
employ 1) ROUGE (Lin, 2004), BLEU (Papineni
et al., 2002), Meteor (Denkowski and Lavie, 2014),
and unigram overlap (F1) (Dinan et al., 2019) to
evaluate the quality of the generated responses; and
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Method PLM Test Seen Test Unseen
WoW

Random BART 1.52 1.47
Semantic BART 6.57 6.87
TMNet Transformer 22.50 12.20
TMNet BERT 23.86 16.33
SKT++ − 27.62 20.20
MIKE − 28.41 21.47
KnowledGPT GPT2 28.00 25.40
KINET BERT 29.38 27.05
KINET BART 28.90 27.14

GATE
T5

BART
31.81
±0.28

27.60
±0.41

OpenDialKG
Random BART 0.93 0.66
Semantic BART 13.13 13.44
DialKG* BART 19.92 17.22
AttnIO* BART 24.96 22.67
DiffKG T5 29.31 23.65

GATE
T5

BART
30.21
±0.15

27.72
±0.28

Table 2: The evaluation results (R@1) of knowledge
selection on the WoW and OpenDialKG datasets. “*”
denotes our re-implementation. TMNet results are re-
ported from Meng et al. (2021).

2) Recall@k, which calculates the percentage of
ground-truth knowledge included in the top-k selec-
tions, to evaluate the knowledge selection accuracy.

4.4 Implementation Details
We employ AdamW optimizer (Loshchilov and
Hutter, 2017) with weight decay 0.12 and OneCy-
cle policy (Smith and Topin, 2019). The activation
function is LeakyReLU with a negative slope of
0.21. GATE is trained on a single RTX A5000. We
use the same pre-trained checkpoints as the state-of-
the-art approaches to ensure fairness. Specifically,
we employ BART2 and T53. The code is available
at https://github.com/qinlang14/GATE.

4.5 Results and Observations
Overall Performance Table 1 and Table 2 show
that GATE markedly outperforms all baselines in
terms of accuracy of knowledge selection and qual-
ity of the generated responses. To ensure the relia-
bility of the results, we conduct additional experi-
ments using the original data from OpenDialKG as
Figure 4. We make the following observations:

• GATE outperforms previous SOTA methods in
2https://huggingface.co/facebook/bart-base
3https://huggingface.co/allenai/

unifiedqa-t5-base

Method Engaging Informative
WoW OpenDialKG WoW OpenDialKG

+5 Pieces of Knowledge
ChatGPT 44.0% 46.0% 33.0% 31.5%
+ GATE 42.0% 47.0% 44.5% 42.0%

+10 Pieces of Knowledge
ChatGPT 46.5% 37.0% 35.5% 29.5%
+ GATE 42.5% 55.0% 48.0% 49.5%

Table 3: The evaluation results of ChatGPT on 200
response pairs. The percentages represent the proportion
of responses that outperform one another.

Figure 4: The evaluation results on the OpenDialKG
origin data. The baseline model results are reported
from Tuan et al. (2022).

knowledge selection as measured by R@1. Our
reinforcement learning-based graph reasoning
method for unified knowledge types effectively
selects relevant knowledge.

• GATE outperforms models utilizing the same gen-
eration module (e.g., Bart, T5) across multiple
metrics. The knowledge selected by GATE signifi-
cantly enhances generation modules.

• Specifically, in Table 1, the NPH method utiliz-
ing Post-Selection achieves considerable results
through entity replacement but still falls short
compared to using GATE’s Pre-selection. Table 2
demonstrates that Co-Selection methods such as
TMNet and KINET are constrained by the pre-
trained models, whereas GATE can be generator-
agnostic that selects relevant knowledge without
being reliant on the generation model.

Performance w.r.t. ChatGPT+GATE To evaluate
the auxiliary capability of our model, we input the
knowledge selected by GATE into ChatGPT as sup-
plementary information. We provide conversation
history and instruct ChatGPT to generate responses
using the selected knowledge or relying solely on
its internal knowledge. Considering the cost of
human evaluation, we follow recent works (Wang
et al., 2023; Luo et al., 2023) to assess responses by
ChatGPT. Detailed prompts are in Appendix B. The

4702

https://github.com/qinlang14/GATE
https://huggingface.co/facebook/bart-base
https://huggingface.co/allenai/unifiedqa-t5-base
https://huggingface.co/allenai/unifiedqa-t5-base


Dialogue Context
(User) I heard about a movie called The Fault in Our Stars. Who stars in it?
(Agent) It’s a good one! That was written by John Green and stars Shailene Woodley.
(User) Oh, I didn’t know that. What else has John Green Wrote?

Ground-truth Response He also wrote Paper Towns.
Gold Knowledge Paper Towns is written by John Green.

DiffKG
K: (A Confederacy of Dunces; written_by; Walker Percy)
R: Sure! A Confederacy of Dunces is written by John Green. Do you like his work?

NPH
K: (Meg Crosbie; starred_actors; Paper Towns)
R: Paper Towns is another one he wrote. It was released in Meg Crosbie.

GATE
K: (Paper Towns; written_by; John Green), (Paper Towns; release_year; 2008), ...
R: Paper Towns is another one he wrote. It was released in 2008.

Table 4: Case Study on OpenDialKG. “K”denotes selected knowledge and “R”denotes the generated response.

Figure 5: GATE adapting knowledge pool size at the sam-
ple level. “GATE(Fixed)” employs a fixed-size knowl-
edge pool for comparison, “Random” randomly selects
knowledge as a lower bound, and “Hold” ensures the
correct knowledge is in the pool as an upper bound.

results in Table 3 demonstrate that, although similar
to the findings in Shuster et al. (2021) that utilizing
redundant knowledge may impair engagement, the
knowledge selected by GATE significantly enhances
the information quality of responses. This improve-
ment persists even when employing ChatGPT, al-
ready known for its powerful performance and vast
implicit knowledge. Moreover, the inconsistency in
engaging may stem from different knowledge quan-
tities: the WoW dataset with complete sentences
and overly detailed knowledge, causing rigid re-
sponses, and the OpenDialKG dataset with concise
triplets, causing engaging responses.
Performance w.r.t. Adaptive Pool Size Figure 5
shows the response performance under different
knowledge pool sizes and illustrates that GATE de-
termines the appropriate size for dialogues. The
range of knowledge pool sizes is up to 50 due to
the limitation of input tokens that the generation
model can accept. In WoW, sentences as knowl-

Method WoW OpenDialKG
Test
Seen

Test
UnSeen

Test
Seen

Test
UnSeen

GATE 31.81 27.60 30.21 27.72
w/o LWalk 30.42 26.19 29.26 26.90
w/o LNode 31.23 27.09 26.68 24.53
w/o LKnowledge 2.366 2.273 0.765 0.454
w/ LWalk 0.894 0.491 0.573 0.717
w/ LNode 2.471 2.247 0.526 0.669
w/ LKnowledge 31.62 26.42 27.88 24.77

Table 5: The ablation results (R@1) for loss function.

edge have higher informativeness, resulting in a
relatively smaller number of required knowledge
pieces. In OpenDialKG, triplets have less informa-
tion, requiring a larger knowledge pool to obtain
satisfactory results. “GATE(Fixed)” demonstrates
that a certain amount of knowledge is necessary
for better responses. “GATE” demonstrates that our
method can select an appropriate number of knowl-
edge pieces, resulting in high-quality responses.
GATE offers improved flexibility and effectiveness
compared to previous works that solely utilize a
fixed and inadequate selection of top-k knowledge.

4.6 Ablation Study
As outlined in Section 3.4, the loss function com-
prises three components: walk, node, and knowl-
edge. Table 5 presents the respective influence
of each component on knowledge selection. Our
model attains optimal performance by leveraging
the synergistic effect of three components within
the loss function. In particular, LKnowledge serves
as the universal optimization objective for this task,
acting as the cornerstone for knowledge selection
accuracy. LWalk corresponds to the loss in the re-
inforcement learning of our model, while LNode

represents the loss in node selection after unifying
the knowledge types. The combined influence of
these two specialized components empower our
model to achieve significantly higher accuracy than
using LKnowledge alone.
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4.7 Case Study

As shown in Table 4, we conduct a case study on
a sample from OpenDialKG. The dialogue topic
shifted from movies to books, requiring the agent
to provide recommendations of works by a speci-
fied author. DiffKG provides an appealing response
but incorrectly “concatenates” the triples in its Co-
Selection process, as the true author of “Confed-
eracy of Dunces” is John Kennedy Toole. NPH
utilizes Post-Selection based on the response from
GATE, resulting in the disruption of sentence se-
mantics, which is an inherent drawback of entity
substitution methods. In contrast, GATE acquires
relevant knowledge through Pre-Selection and pro-
duces an accurate and fluent response.

5 Conclusion

This paper offers a novel perspective to organize
the literature on knowledge selection in knowledge-
grounded dialogue systems, i.e., knowledge selec-
tion coupled with, after, and before generation.
This paper focuses on the third category and pro-
poses GATE, a generator-agnostic knowledge selec-
tion method, which prepares knowledge for sub-
sequent response generation models by selecting
context-related knowledge among different knowl-
edge structures and variable knowledge require-
ments. The experimental results demonstrate the
superiority of GATE on knowledge selection, and
that GATE can facilitate the response generation
model (including ChatGPT) to generate more in-
formative responses.

Limitation

Despite we have conducted experiments demon-
strating the remarkable ability of GATE in improv-
ing the performance of ChatGPT and producing
more informative responses, there is still ample
scope for further exploration regarding the contri-
bution of our model to LLMs. For example, We can
try to combine GATE with more advanced prompts
techniques developed recently (Wei et al., 2023;
Tan et al., 2023; Lu et al., 2023) to facilitate more
LLMs. We believe this will be an effective way to
amplify the capability of GATE.
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A Dataset Statistics

As shown in Table 6, WoW has 22,311 conver-
sations and a test set split into Seen and Unseen
based on topics. Consistent with previous research,
we employ the knowledge retrieved for the last
two turns as the knowledge pool. OpenDialKG
has 15,673 conversations and a knowledge graph
that contains 100K entities and 1.1M facts. The
reasoning path of each turn is annotated, enabling
participants to utilize graph information during the
conversation. We maintain the train/valid/test sets
in a 70%/15%/15% ratio, consistent with previous
works.

B Prompts for ChatGPT

Tables 7 and Tables 8 contain the prompts for gener-
ation and evaluation to derive the results presented
in Table 3.

C Supplementary Ablation Study

Table 9 presents the extended results of Table 5,
measuring the performance on R@1/5/10. The
three components have demonstrated effectiveness
in improving the overall selection performance
rather than solely focusing on enhancing R@1.

As demonstrated in Table 10, our proposed node
attention and the corresponding dot product calcu-
lation effectively enhance R@1/5. This suggests
that the node representations obtained through the
aggregation of knowledge embeddings possess ro-
bust expressive capabilities. The scoring mecha-
nism during the agent’s traversal process and the
corresponding selection strategy are effective, par-
ticularly evident in the case of WoW Test Unseen,
which suggests that the guiding role of node scores
in knowledge selection remains effective even for
zero-shot topics. The decrease in R@10 perfor-
mance could be attributed to the amplification of
knowledge score variance by node attention. More-
over, the enhancement in knowledge selection ac-
curacy contributes to improving the quality of re-
sponse generation.

D Case Study for WoW

To ensure the credibility of the comparisons, we
conducted a case study using samples previously
discussed in the relevant literature (Bai et al., 2023).
As shown in Table 4, the dialogue topic is “Veteri-
nary physician” and the Wizard is asked the ques-
tion, “What makes you want to be a veterinarian?”.

In the ground-truth data, the Wizard responds with
“wanting to help animals” based on the description
of the veterinary role in selected knowledge. In
contrast, MIKE’s generated response incorrectly
assumes that the Wizard is already a veterinarian,
disregarding the dialogue context. KnowledGPT’s
response lacks confidence and fails to provide ad-
equate reasoning. While KINET offers reasons
for pursuing a career as a veterinarian, its empha-
sis on the “clinical environment” does not align
with the preceding context and relevant knowledge.
Conversely, GATE provides a comprehensive and
contextually appropriate answer regarding “becom-
ing a veterinarian,” demonstrating its capability to
effectively select suitable knowledge for generating
coherent and engaging responses.
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WoW OpenDialKG
Train Valid-S Valid-U Test-S Test-U Total Train Valid-S Valid-U Test-S Test-U Total

Conversations 18,430 981 967 965 968 22,311 10,969 1,176 1,176 1,176 1,176 15,673
Utterances 166,787 8,921 8,794 8,715 8,782 201,999 63,832 6,845 6,839 6,842 6,851 91,209
Avg. Knowledge 75.48 75.27 76.90 75.24 74.59 − 600.0 590.2 600.7 603.5 610.4 −

Table 6: The statistics of WoW and OpenDialKG datasets.

Prompt – Response Generation
Assuming there is a seeker of knowledge who engages in a conversation (named “apprentice” / “user”)
with a wise person who has access to knowledge (named “wizard” / “assistant”), I will provide the
history of their conversation and the available reference knowledge as follows:

History of conversation: [ History ]
Reference knowledge: [ Knowledge ]

As the wizard/assistant, please continue the dialogue with the
apprentice/user, keeping in mind the history of their conversation
+ [“K”] + Provide a response of less than 20 words.

[“K”](ChatGPT + GATE):
and the available reference knowledge.
[“K”](ChatGPT Only):
and leveraging your knowledge.

Table 7: Prompts used for response generation. Different [“K”] represent different response settings, as mentioned
in Section 4.5.

Prompt – Evaluation
Please evaluate the engagement/informativeness level of the following responses and rank them.

History of conversation: [ History ]
Response A: [ Response ]
Response B: [ Response ]

Please provide a detailed explanation of your thought process, outlining each step you take
to arrive at your conclusion, before providing your answer to the question.

Table 8: Prompts used for evaluation of engagement and informativeness.

WoW OpenDialKG
Test Seen Test UnSeen Test Seen Test UnSeen

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10
GATE 31.81 60.02 69.05 27.60 57.84 72.25 30.21 54.96 62.33 27.72 56.85 61.01
w/o LWalk 30.42 56.65 67.32 26.19 58.19 70.79 29.26 56.16 62.80 26.90 53.27 59.51
w/o LNode 31.23 57.05 67.11 27.09 59.45 71.49 26.68 49.59 53.54 24.53 46.66 51.43
w/o LKnowledge 2.366 7.624 12.36 2.273 7.231 12.14 0.765 3.201 6.163 0.454 2.508 4.873
w/ LWalk 0.894 5.573 13.91 0.491 5.062 15.11 0.573 3.798 6.976 0.717 3.153 6.307
w/ LNode 2.471 7.282 12.64 2.247 7.180 12.78 0.526 3.345 6.761 0.669 2.437 5.471
w/ LKnowledge 31.62 55.76 64.64 26.42 57.64 68.80 27.88 51.43 55.92 24.77 48.42 52.87

Table 9: The ablation results for the loss function.

WoW OpenDialKG
Test Seen Test UnSeen Test Seen Test UnSeen

Knowledge Selection
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

GATE 31.81 60.02 69.05 27.60 57.84 72.24 30.21 54.96 62.33 27.72 56.85 61.01
- Node Attention 29.86 57.81 71.45 18.62 50.00 68.88 30.03 52.99 65.03 25.63 57.29 61.40

Response Generation
Rouge Meteor F1 Rouge Meteor F1 Rouge Meteor F1 Rouge Meteor F1

GATE 24.20 23.12 26.23 23.81 22.78 25.75 28.57 28.46 32.21 27.93 27.78 31.57
- Node Attention 23.98 23.00 26.20 22.09 21.11 24.29 28.15 28.01 31.7 27.62 27.67 31.37

Table 10: The ablation results for node attention.
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History
Wizard: I want to be a veterinary physician when I grow up.

Apprentice:
That’s really ambitious. I started school to be a vet, but I ended up being a teacher.
What makes you want to be a veterinarian?

Ground-truth
Response

Wizard: I want to treat animal illness and perform surgery to help them.

Ground-truth
Knowledge

“Veterinary
physician”:

In many cases, the activities that may be undertaken by a veterinarian
(such as treatment of illness or surgery in animals) are restricted only to
those professionals who are registered as a veterinarian.

MIKE:
I am a veterinarian.
I know that most veterinary physicians work in clinical settings, treating animals directly.

KnowleGPT: I’m not sure how I’d like to be a veterinarian. I think I would like to treat animals directly.
KINET: I love animals and I want to work in clinical settings treating them directly.
GATE I want to treat diseases, disorders and injuries in animals.

Table 11: Case Study on WoW dataset, baselines’ responses are reported from Bai et al. (2023).
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