Abstract

The scientific innovation in Natural Language Processing (NLP) and more broadly in artificial intelligence (AI) is at its fastest pace to date. As large language models (LLMs) unleash a new era of automation, important debates emerge regarding the benefits and risks of their development, deployment and use. Currently, these debates have been dominated by often polarized narratives mainly led by the AI Safety and AI Ethics movements. This polarization, often amplified by social media, is swaying political agendas on AI regulation and governance and posing issues of regulatory capture. Capture occurs when the regulator advances the interests of the industry it is supposed to regulate, or of special interest groups rather than pursuing the general public interest. Meanwhile in NLP research, attention has been increasingly paid to the discussion of regulating risks and harms. This often happens without systematic methodologies or sufficient rooting in the disciplines that inspire an extended scope of NLP research, jeopardizing the scientific integrity of these endeavors. Regulation studies are a rich source of knowledge on how to systematically deal with risk and uncertainty, as well as with scientific evidence, to evaluate and compare regulatory options. This resource has largely remained untapped so far. In this paper, we argue how NLP research on these topics can benefit from proximity to regulatory studies and adjacent fields. We do so by discussing basic tenets of regulation, and risk and uncertainty, and by highlighting the shortcomings of current NLP discussions dealing with risk assessment. Finally, we advocate for the development of a new multidisciplinary research space on regulation and NLP (RegNLP), focused on connecting scientific knowledge to regulatory processes based on systematic methodologies.

1 Introduction

The development of Large Language Models (LLMs) is at its fastest pace to date. In the past years alone, LLMs have seen considerable advancement across a multitude of languages and types of data, with models such as GPT-3.5 (Ouyang et al., 2022), GPT-4 (OpenAI, 2023), LLaMA (Touvron et al., 2023), and PALM-2 (Anil et al., 2023) demonstrating unprecedented capabilities across a broad collection of natural language processing (NLP) tasks.1

These innovations have led to rapid shifts in various applications such as open-domain search, coding, e-commerce and education. For example, state-of-the-art LLMs already power conversational search engines (e.g. OpenAI ChatGPT, Bing Chat, and Google Bard), coding assistants (e.g. OpenAI Codex and Github Copilot), product recommender systems (e.g. Alibaba Tongyi and SalesForce CommerceGPT) and educational assistants (e.g. Khanmigo) inter alia.

As with most technologies, the development and use of LLMs do not come without concerns. Researchers are rightfully worried that while this technology may be transformative, its societal implications might be higher than its benefits (Gabriel, 2020). Concerns have been raised es-

---

1In the sense that LLMs generalize to a great extend in out-of-distribution and out-of-domain use cases.
especially around ethics (Floridi, 2023; Tsarapatsanis and Aletras, 2021), bias (Hovy and Prabhakaran, 2021; Blodgett et al., 2020), safety (Dobbe et al., 2021) and environmental impact (Rillig et al., 2021; Schwartz et al., 2020; Strubell et al., 2019). The unsupervised use of LLMs has already led to widely-publicized examples of professional negligence. The all too public fiasco of the lawyer who used ChatGPT for a court brief and unknowingly included made-up case law references was taken by many as an example of the dangers of immersing daily professional activities in generative AI. The public debate around the future of AI, and implicitly NLP, is very complex and multi-layered. While the debate seems to converge on the point of calling for regulation to control the unwanted effects of these technologies, different regulatory directions are proposed by the various stakeholders involved in this debate.

The current public discourse has been dominated by two groups. On the one hand, proponents of AI existential risks (the AI Safety movement) that include technology CEOs and AI researchers have been publishing open letters and regularly meet with regulators to warn about catastrophic scenarios around general AI, proposing industry-friendly solutions (Roose, 2023). On the other hand, the AI ethics movement (Borenstein et al., 2021), mostly reflects the voice of researchers from various disciplines as well as civil society activists. They have raised compelling alarm bells with respect to the risks posed by LLMs (Bender et al., 2021; Weidinger et al., 2022; Floridi, 2023). The AI ethics movement has also offered guidance to regulators such as the European Parliament on AI governance, arguing for e.g. broad definitions of general purpose AI.

Yet while NLP research increasingly focuses on LLM regulation, it remains generally detached from prior work on regulation studies. Instead, the often intense public conflicts in this space are nudging regulators towards reactionary public relations activities rather than the collection of scientific expertise representing broader parts of the NLP and AI communities. For instance, right after the most recent letter on existential risks, the US and EU agreed to develop an AI code of conduct ‘within weeks’. Similarly, the UK has announced it will be holding a global summit on AI safety, and the US Congress has been taking evidence from a wide array of industry executives, in what has been described as a global race to regulate AI. With legacy and social media considerably increasing the visibility of these often polarizing debates, there is a real danger of regulatory capture by visible voices in industry and academia alike on scientific views that might not necessarily be representative of the ‘silent majority’ of NLP researchers. Regulatory capture is the process by which regulation is directed away from the public interest and towards the interests of specific groups (Levine and Forrence, 1990; Dal Bo, 2006).

Against this background, we call on the NLP community to familiarize itself with regulation studies. We argue that this can lead to a clearer vision about how NLP as a field can properly participate in AI governance not only as an object of regulation, but also as a source of scientific knowledge that can benefit individuals, societies and markets alike. In this paper, we contribute to the existing debate relating to the future of NLP by discussing the benefits of interfacing NLP research with regulation studies in a systematic way. This view is based on two main ideas:

1. NLP research on regulation needs a multidisciplinary framework engaging with regulation studies, as well as adjacent disciplines such as law, economics, environmental science, etc. We advocate for a new crucial area of research on regulation and NLP (RegNLP), with harmonized and systematic methodologies.

2. A more coordinated NLP research field on risk
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7We distinguish the AI Safety movement from ‘AI Doomism’ (https://time.com/6266923/ai-eliezer-yudkowsky-open-letter-not-enough/) flirting with conspiracy theories.
9https://futureoflife.org/open-letter/pause-giant-ai-experiments/
10https://www.saf.ai/statement-on-ai-risk
11https://www.safe.ai/statement-on-ai-risk
12https://www.safe.ai/statement-on-ai-risk
13https://www.safe.ai/statement-on-ai-risk
and regulation (such as RegNLP) can interact with policy-makers with more transparency, representation, and trustworthiness.

2 Regulation: A Short Introduction

Why Do We Regulate? Calls to regulate LLMs and AI are everywhere, to the extent that overusing the term ‘regulation’ is trivializing its meaning. So what exactly is regulation and why do we rely on it?

Historically, regulation was defined by reference to state intervention in the economy. Selznick (1985) defined regulation as ‘a sustained and focused control exercised by a public agency over activities that are valued by the community’. Over the last decades, regulation has evolved and it has increasingly acquired a hybrid character as both public and private actors may issue rules that shape social behavior. In this paper, we draw on Black’s definition of regulation as an organized and intentional attempt to manage another person’s behavior so as to solve a collective problem (Black, 2008). This is done through a combination of rules or norms which come together with means for their implementation and enforcement (Ogus, 2009).

Regulation includes different types of regulatory instruments (e.g. laws) such as traditional top-down or command-and-control regulations. Recent examples in digital public policy include the laws issued by the European Union, such as the Digital Services Act, or India’s law banning TikTok. However, beyond these public regulatory instruments, there is an array of private or hybrid instruments (Veale et al., 2023). Some of these are qualified as ‘soft’ regulation because they cannot be enforced in court but they remain relevant and they effectively shape the behavior of the industry. Examples include the EU’s Ethics Guidelines for Trustworthy AI, but also codes of conduct initiated by industry itself.

Over the last decades, different theories of regulation have helped us understand either on normative or empirical accounts why we should regulate. They generally reflect various hypotheses about why regulation emerges, which actors contribute to that emergence and typical patterns of interaction between regulatory actors (Morgan and Yeung, 2007). Public interest and private interest theories are two well-known examples (Morgan and Yeung, 2007). According to public interest theories, regulation is used by law-makers to serve a broad public interest, seeking to regulate in the most efficient way possible. Regulators assume that markets need ‘a helping hand’ because when unhindered, they will fail. Information asymmetries are one of the market failures that regulation seeks to address. At the same time, public interest theories of regulation are normative and prescriptive: on the one hand, they assume that benevolent state regulators ought always to use regulation to advance the public interest; on the other, they also advise on how to achieve this goal.

In contrast, private interest theories are not primarily concerned with normative justifications for regulation. Rather, they are prescriptive accounts of the complex dynamics between different market actors, stakeholders and public officials situated in a given socio-economic, political and cultural time and place. They explain, for example, why regulation may fail to pursue the public interest but they do not offer prescriptions on how address to such problems. Private interest theories assume that regulation emerges from the actions of individuals or groups motivated to maximize their self-interest.

Technology Regulation and the Role of Science

Technological change often disrupts the wider regulatory order, triggering concerns about its adequacy and regulatory legitimacy (Brownsword et al., 2017). Differences in the timing of technology and regulation explain this difficulty. The literature has claimed there is a ‘pacing gap’ between the slow-going nature of regulation and the speed of technological change (Marchant et al., 2013). Technological innovations have specific development trajectories, investment and life cycles, and path dependencies (van den Hoven, 2014) that do not go well with the speed of technology. This also applies to LLMs. This is a well-known problem in regulatory studies that has been captured by the Collingridge dilemma (Genus and Stirling, 2018). This dilemma explains that when an innovation emerges, regulators hesitate to regulate due to the limited availability of information. However, by the time more is known, regulations may have become obsolete as technology may have already changed.

The increased pace of regulatory activities in the past years in the field of technology shows that regulators are trying to close the pacing gap and
be more proactive in tackling the potential risks of technology. In doing so, they increasingly depend on retrieving scientific information in a quick and agile way.

The role of science in regulation and public policy has been the subject of important debates. On the one hand, regulation should reflect the latest scientific evidence and be evidence-based. An illustration of this approach is the European Union’s ‘Better Regulation’ agenda, a public policy strategy aiming to ensure that European regulation is based on scientific evidence, as well as the involvement of a wide range of stakeholders in the decision-making process (Commission, 2023b; Simonelli and Iacob, 2021). Citizens, businesses and any other stakeholders can submit their contributions to the calls for evidence, feedback and public consultations. For instance, 303 contributions were received on the AI Act proposal during 26 April 2021 and 6 August 2021, out of which 28% from businesses, 24% from business associations, 17% from NGOs, and 6% from academic/research institutions (Commission, 2023a). On the other hand, science is complex and difficult to translate into regulatory measures. Science has thus been used to oversimplify regulatory problems and justify poor regulatory decisions based on the existence of scientific evidence pointing in a specific direction (Porter, 2020). This is a particular danger in the LLM public debate. With science becoming increasingly complex, so do the scientific perspectives on how to proceed with this technology.

Lessons to be Learned The theoretical underpinnings of regulation have helped shape a cohesive understanding of the rationale behind regulatory activity. The interest in technology regulation, particularly for disruptive innovations such as LLMs, has exploded in past years across a wide array of scientific disciplines. While understandable, such popularity often leads to inquiries which are not connected to prior knowledge on regulation studies. This reflects a more general problem faced by contemporary science, namely that of tackling multidisciplinary issues without multidisciplinary expertise. Considering these circumstances, research on LLMs and regulation could benefit from engaging with the regulation studies and governance context.

3 LLMs: Risk and Uncertainty

The need to bridge NLP research with regulation studies is especially important in the discussion of risks. New and emerging technologies are typically accompanied by risk and uncertainty. The regulation of technological change and innovation is highly complex, as innovation remains an elusive concept hard to define, measure, and thus regulate.

In the past years, the question of risks arising out of NLP developments such as LLMs has been increasingly embraced in computer science literature. One strand of this literature is reflected by the theme of algorithmic unfairness. This theme emerged at the intersection of discrimination law and automated decision-making, and includes questions relating to fairness and machine learning in general (Barocas et al., 2019), as well as specific examples of algorithmic bias risks in NLP (Field et al., 2023; Talat et al., 2022; Kidd and Birhane, 2023), computer vision (Wolfe et al., 2023), multimodal models (Birhane et al., 2021), as well as privacy risks (Mireshghallah et al., 2022). Another strand of this literature looks at LLMs from a more holistic perspective, raising concerns about their size vis-à-vis a broader number of risks for e.g. the environment, bias, representation or hate speech (Bender et al., 2021; Weidinger et al., 2022; Bommasani et al., 2022). This theme does not only include risks in commercial applications, but also risks arising out of the mere scientific development of technology.

This literature has raised important concerns relating to the immediate and longer-term implications around the advancement of machine learning and NLP. However, when positioned in the regulatory context, we can observe conceptual clashes with frameworks which have been traditionally relied upon in public policy and risk regulation. One such framework is the field of risk and uncertainty. Put simply, ‘risk is the situation under which the decision outcomes and their probabilities of occurrences are known to the decision-maker, and uncertainty is the situation under which such information is not available to the decision-maker’ (Park and Shapira, 2017). In more technical terms, ‘risk is the probability of an event multiplied by its impact, and uncertainty reflects the accuracy with which a risk can be assessed’ (Krebs, 2011). As a field, risk and uncertainty has made considerable contributions to the development of risk regulation, most notably in relation to environmental regula-
It is important that policy-makers have a concrete quantification of risk (Aumann and Serrano, 2008), in order to determine the adequate level of risk associated with various public policies. In addition, risk determination and management have important economic consequences, specifically for determining ‘what level of expenditure in reducing risk is proportionate to the risk itself’ (Krebs, 2011).

Especially in the case of technologies that easily transcend physical borders, societies and economies, determining risk and uncertainty is a complex undertaking, even for scientists. Some of the factors that make it difficult to assess risk and uncertainty include the complexity of the technology itself, as well as the information asymmetry underlying commercial practices. LLMs are humongous (billion-parameters-sized) Transformer-based (Vaswani et al., 2017) models, which have been initially pre-trained as standard language models (Radford et al., 2018) in a vast quantity of text data (mostly web scrapes) and have been also further optimized to follow instructions (Chung et al., 2022) and user alignment (Leike et al., 2018) with reinforcement learning from human feedback (RLHF) (Christiano et al., 2017; Stiennon et al., 2020). Particularly, AI alignment has been a controversial topic, since it implies a broad consensus on what sort of values (standards) AI should align with (Gabriel, 2020). As such, LLMs are complex technologies where in addition to risk, we also deal with considerable uncertainty, which can be, among others, descriptive (e.g. relating to the variables defining a system), or related to measurement (e.g. uncertainty about the value of the variables in a system) (Gough, 1988).

LLMs as the new GMOs? Yet LLMs are neither the first nor the last technology development posing concerns about wide-spread risks. As an illustration, in the 1970s and 1980s, In-Vitro Fertilization (IVF) was a demonized scientific development considered inhumane, which led to nothing short of a large-scale moral panic (Garber, 2012). In the 2000s, concerns around Genetically Modified Organisms (GMOs) dominated media coverage in European and North American countries, in what was deemed a ‘superstorm’ of moral panic and new risk discourses (Howarth, 2013). These are only two examples of risk narratives that were amplified by media coverage in ways that overshadowed important scientific expertise. Yet through regulation supporting scientific advancement, their use today has become mundane as part of solving considerable society problems such as infertility or food availability. These comparisons by no means imply that earlier biotechnological innovations pose the same levels of risk as LLMs or should entail the same level of regulation. However, it is important to learn from our past experiences with technology how to distinguish between moral panics and real problems that need scientific solutions.

Researchers are starting to develop concrete methodologies for the auditing of LLMs and related NLP technologies (Derczynski et al., 2023),14 as well as dealing with particular risks such as environmental impact (Rolnick et al., 2022). These contributions are much needed, as they can be translated into concrete measurements of risk and uncertainty, and further lead to the development of policy options in risk management. However, these initiatives are so far too few, as no cohesive scientific approach exists on the assessment of the risk and uncertainty posed by LLMs. To date, even the most comprehensive overviews of LLM risks (Weidinger et al., 2022) lack basic methodological practices such as the systematic retrieval of information from the disciplines of inquiry (Page et al., 2021). In some cases, strong projections about risk impact are made without any scientific rigor whatsoever (Hendrycks et al., 2023). Similarly, Dobbe et al. (2021) note that while many technical approaches, including approaches related to ‘mathematical criteria for “safety” or “fairness” have started to emerge, ‘their systematic organization and prioritization remains unclear and contested.

As a result, the lack of systematization and methodological integrity in scientific work around LLM risks contributes to a credibility crisis which may impact regulation and governance directly.

Innovation Governance and Risk Relativization

Learning from earlier experiences with risk and uncertainty can also help NLP researchers understand how risk has been dealt with in other policy areas. One of the reasons why it is important to contextualize NLP research on risks into a broader regulatory landscape is because this area has already generated meaningful frameworks for the understanding of risk in the context of innovation governance. Such frameworks include for instance the principle of responsible innovation, which calls for ‘taking care of the future through collective stewardship’.

14https://github.com/leondz/garak/
ship of science and innovation in the present’ (von Schomberg, 2013). This is only one of the many other approaches that can guide decision-making on technology regulation (Hemphill, 2020).

A regulatory angle can also help with the relativization of risk - that is, putting risks into perspective by considering other policy areas as well. For instance, the UK Risk Register 2020 discusses potential risks and challenges that could cause significant disruption to the UK. The report thematically groups six risks (malicious attacks, serious and organized crime, environmental hazards, human and animal health, major accidents and societal risks). This insight is useful in understanding the scale and diversity of risks that public policy needs to account for. Such awareness could also contribute to the generation of policy options that can put LLM risks into perspective in relation to other categories of risks like the ones mentioned above. Here, a more holistic perspective on risk could also take a sectoral approach to LLM risks. For instance, going back to the example of the lawyer who invented case law using ChatGPT, existing legal and self-regulatory frameworks already address the risk of negligence in conducting professional legal activities. Considering this context can contribute with insights into whether it is really necessary to treat LLM-mediated information as a novel danger. While technology has generated a broad digital transformation (Verhoef et al., 2021), it adds layers to existing problems (e.g. social inequality) which need policy interventions independent from their digital amplification.

4 Scientific Expertise, Social Media and Regulatory Capture

Regulatory Capture As a source of evidence for policy-makers, scientific expertise has increasingly played a central role in regulation (Paschke et al., 2019). In some supranational governance contexts, scientific expertise is called upon in procedures that often require a certain level of transparency. This is the case of the call for public comments when the regulator advances the interests of the industry it is supposed to regulate, or of special interest groups rather than pursuing the public interest (Carpenter and Moss, 2013). Regulatory capture occurs when the regulator advances the interests of the industry it is supposed to regulate, or of special interest groups rather than pursuing the public interest (Carpenter and Moss, 2013). Regulatory capture fits within the private interest theories we explored in Section 2, and often refers to the influence exercised by industry over regulation processes (Saltelli et al., 2022). The most recent example is OpenAI’s white paper suggesting narrow regulatory interpretations for general purpose high-risk AI systems to European regulators. Similarly, multiple technology executives of large companies using LLMs, such as HuggingFace or OpenAI have been testifying before the US Congress to propose industry-friendly interpretations of AI risks.

The Rise of Science Influencers Traditionally, science communication has followed a conventional model dominated by professional actors gatekeeping information (e.g. scientists, journalists and government). Social media has led to the creation of a networked model of science communication, with underlying socio-technical and political power shifts (van Dijck and Alinejad, 2020). Science influencers are rooted in this development, as well as the broader rise of social media influencers (Goanta and Ranchordás, 2020). They also bring with them additional complexities. They may emerge from a scientific background, but may use their platforms both for professional as well as personal
self-disclosure (Kim and Song, 2016). In doing so, they also become political influencers who ‘harness their digital clout to promote political causes and social issues’ (Riedl et al., 2023). To signal the social media influence of such public opinion leaders, some media outlets even rank them for awards purposes,\textsuperscript{17} or profile them vis-a-vis state of the art scientific expertise.\textsuperscript{18}

This development is especially important since some social media platforms are more relevant for regulators than others. A recent report published by Oxford University’s Reuters Institute shows that Twitter is the platform politicians pay most attention to across all studied markets.\textsuperscript{19} With this in mind, the polarized narratives around LLM risks unfolding on social media pose the danger that scientific expertise is only partially represented in public debates, in spite of the promises of speech democratization expected from these platforms in the context of science communication.

While followers and engagement may be a measure of popularity with some communities and stakeholders, it raises concerns relating to the role popularity metrics and algorithmic amplification on social media may have in representing scientific or industry consensus before policy-makers. As Zhang et al. (2018) put it, there is a popularity bias that means ‘attention tends to beget attention’. In other words, ‘the more contacts you have and make, the more valuable you become, because people think you are popular and hence want to connect with you’ (van Dijck, 2013).

How exactly scientific popularity influences regulation still needs to be explored in greater detail, particularly as a novel example of potential regulatory capture. What we know so far is that social media influencers can be highly effective in relying on authenticity and para-social relations for persuasion purposes (Vannini and Franzese, 2008; Hudders et al., 2021). In this context, popularity determines power relationships within social media networks that may capture regulatory processes in two ways. First, by exercising persuasion over policy-makers as audiences through visibility and popularity. Simply put, not all research that is available in a given field is presented on social media. Under the premise of basing policy on scientific evidence, politicians may rely on research that gains visibility due to amplification by scientific influencers, particularly when social media popularity is doubled by the brand power of prestigious academic institutions. Second, by amplifying polarized debates that may trigger policy options which are not sufficiently informed through transparent and collective processes of evidence gathering. If multiple AI research groups are vocal on social media about the future of AI research, this fuels a race towards AI regulation. This can take away from the thoroughness that is necessary in collecting evidence for such a complex field.

5 Regulation and NLP (RegNLP): A New Field

The danger of regulatory capture, taken together with the lack of systematization in the identification and measurement of risk and uncertainty around LLMs, calls for a cohesive scientific agenda and strategy. In 2023, the world counts 8 billion humans\textsuperscript{20}, and further digitalization and automation are not only unstoppable, but also absolutely necessary. Technological innovation is currently vital in the governance of our society. That does not mean its pursuit ought to be free from regulatory frameworks mandating rules on how to deal with the risks it poses. NLP research has already drawn attention to some of the potential risks of LLMs. To consolidate this effort, it is necessary to consider in what direction NLP research can further develop and what contributions it can make to regulation. A concrete proposal we advocate for is the creation of a new field of scientific inquiry which we call Regulation and NLP (RegNLP). RegNLP has three essential features which we discuss below.

5.1 Multidisciplinarity

First, RegNLP needs to be a multidisciplinary field that spans across any scientific areas of study which are relevant for the intersection of regulation and AI. In the past years, multidisciplinary communities have been increasingly popular. An example is the ACM Fairness, Accountability and Transparency Conference (FAccT\textsuperscript{21}), which often features NLP research. Such research communities

\textsuperscript{17}https://www.euractiv.com/section/digital/news/meet-the-2019-euinfluencer-awardees/
\textsuperscript{18}https://spectrum.ieee.org/artificial-general-intelligence
\textsuperscript{19}https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2023
\textsuperscript{20}https://ourworldindata.org/world-population-growth
\textsuperscript{21}https://faccitconference.org
form around the disciplines that are most reflected by their research questions. For RegNLP, the constitutive disciplines ought to include NLP and regulation studies but also law, economics, political science, etc. NLP research approaches cannot replace expertise from other fields. At the same time, expertise entails more than an interest in an adjacent field, but rather a deep understanding of the contributions and limitations such a field can entail when interacting with NLP. One strategy to encourage this cross-pollination is for NLP researchers interested in regulation to co-author papers with regulation experts and other relevant scholars. In doing so, RegNLP can also contribute to the research gaps in other fields, such as public administration, where literature on AI still needs further development. For instance, in 2019, only 12 scientific articles were published on AI and public policy and administration, mostly focused on the use of AI in public administration (Valle-Cruz et al., 2020). Similarly, a quick search in ‘Regulation & Governance’, a leading journal in regulation studies, yields a total of 18 results, out of which only one discusses AI risks (Laux et al., 2023).

5.2 Harmonized Methodologies

RegNLP needs harmonized methodologies. One of the biggest problems with the consolidation of multidisciplinary research agendas and communities relates to the lack of alignment between the different methods and goals pursued by different researchers. This issue trickles down into all relevant activities which normally help consolidate multidisciplinary groups, and is most specifically visible in the process of peer review. If reviewers are not familiar with methodologies from other fields, they will be unable to adequately assess the quality of research (Laufer et al., 2022). This can lead to the publication of research which may be interesting across disciplines, but which may not meet the methodological rigor of the scientific discipline to which a given method pertains.

RegNLP can help establish shared standards for scientific quality around shared methodologies and science practices. This can mean embracing a diverse methodological scope to reflect the tools that are needed in the inquiry of different types of research questions. It can also mean perfecting existing methods and deploying them on novel sources of data, as NLP research methods are a natural starting point for the systemic retrieval of complex information and overviews from existing scientific research, such as meta-studies (Heijden, 2021).

5.3 Science Participation in Regulation

RegNLP can help research on regulation and NLP interface with regulatory processes. At a time of increased complexity, it is important for scientists to clarify the state of art of fast paced technological change. Using harmonized methodologies in the context of a multidisciplinary research agenda can bring much needed coordination to the interaction between NLP development and regulation. In the absence of such coordination, as we have discussed in Section 4, there is a potential danger that policy-makers are only exposed to popular scientific opinions instead of consolidated science communication. What is more, embedding RegNLP into a risk and regulation context can offer further inspiration for the role of academia, as a repository of public trust. A lot of regulatory agencies and standardization bodies govern the implementation of regulation. In addition, new forms of interactions with civil society are being set up by EU regulation, such as the Digital Services Act’s ‘trusted flaggers’, namely organizations that can flag illegal content on online platforms. Similarly, there can be new roles to play for RegNLP agendas and communities.

6 Conclusion

LLMs reflect a momentous development in NLP research. As they unleash a new era of automation, it is important to understand their risks and how these risks can be controlled. While eager to engage with regulatory matters, NLP research on LLM risks has so far been disjointed from other fields which are of direct interest, such as regulation studies. In particular, the field of risk and uncertainty has been conceptualizing and discussing scientific risks for decades. In this paper, we introduced these two areas of study and explained why it would be beneficial for NLP research to consider them in greater depth. In doing so, we also raised concerns relating to the fact that a lot of scientific debates on NLP risks are taking place on social media. This may lead to regulatory capture, or in other words the exercise of influence over law-makers, who are notoriously active on social media platforms. To tackle these issues, we propose a new multidisciplinary area of scientific inquiry at the intersection of regulation and NLP (RegNLP), aimed at the
development of a systematic approach for the identification and measurement of risks arising out of LLMs and NLP technology more broadly.

Limitations
Our paper reflects on the future of NLP in a landscape where interest in regulation is increasing exponentially, within and outside the field. Given the nature of this paper, we will refer to limitations dealing with the feasibility of our proposed research agenda. The most important limitation reflects the discussion around inter- and multidisciplinarity. This is by no means a new theme in science, and its implementation has cultural, managerial and economic implications that we do not discuss in the paper, but which are important to acknowledge. Similarly, another limitation is reflected by the modest amount of knowledge we have relating to the impact of social media influencers (such as science influencers) on regulation and public policy. In this paper, we raise certain issues around science communication as the starting point of a broader discussion around power and influence in law-making as amplified by social media.
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