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Abstract
Is aesthetic impact different from beauty? Is
visual salience a reflection of its capacity for
effective communication? We present Impres-
sions,1 a novel dataset through which to investi-
gate the semiotics of images, and how specific
visual features and design choices can elicit
specific emotions, thoughts and beliefs. We
posit that the impactfulness of an image ex-
tends beyond formal definitions of aesthetics,
to its success as a communicative act, where
style contributes as much to meaning forma-
tion as the subject matter. However, prior im-
age captioning datasets are not designed to em-
power state-of-the-art architectures to model
potential human impressions or interpretations
of images. To fill this gap, we design an an-
notation task heavily inspired by image anal-
ysis techniques in the Visual Arts to collect
1,440 image-caption pairs and 4,320 unique an-
notations exploring impact, pragmatic image
description, impressions, and aesthetic design
choices. We show that existing multimodal
image captioning and conditional generation
models struggle to simulate plausible human
responses to images. However, this dataset sig-
nificantly improves their ability to model im-
pressions and aesthetic evaluations of images
through fine-tuning and few-shot adaptation.

1 Introduction

“We never look at just one thing; we are
always looking at the relation between
things and ourselves.”

— John Berger (1972)

Images are rich objects for the semiotic study of
connotation, as well as downstream objects for sci-
entific study, including affect (Panda et al., 2018),
framing (Uluçay and Melek, 2021; Christiansen,
2018; Powell et al., 2015) advertising and persua-
sion (Ye et al., 2019; Joo et al., 2014), with ram-
ifications for marketing research (Oswald, 2012),

1https://github.com/SALT-NLP/
Impressions

Figure 1: Photographs in Impressions contain a wide
variety of styles and aesthetic elements. To understand
the way these features contribute to visual semiotics and
the perlocutionary force of the image, we gather human
impression annotations inspired by image analysis tech-
niques in visual arts and media studies.

public policy (Barnhurst and Quinn, 2012), journal-
ism (Hullman and Diakopoulos, 2011), and com-
munication more broadly. Current technological
limitations have forced most studies to rely on man-
ual analysis of connotation at smaller scales (see
Hellmueller and Zhang, 2019 and others). While
advances in image captioning have inspired Auto-
matic Visual Content Analysis methods (Araujo
et al., 2020), which excel at extracting objects, be-
haviors, and other denotational content, they often
lack the awareness of how visual symbols connote
non-literal meanings. This study presents a cu-
rated collection of image-caption data for training
new systems that can understand connotation. In
particular, we make explicit the image’s perlocu-
tionary force, or the meaning that is perceived by
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an observer, as well as the aesthetic elements and
concrete visual features that inspire these specific
observer impressions (see Figure 1).

The image captioning datasets used to train
multimodal architectures such as BLIP (Li et al.,
2022), M2 Transformer (Cornia et al., 2020), and
Flamingo (Alayrac et al., 2022), contain terse and
reductive captions that describe their visual counter-
parts. This is because annotators were encouraged
to write single-sentence captions that focused on
the most concrete elements of an image: objects,
entities, shapes, colors, etc. For tasks such as ob-
ject detection and scene segmentation, this is the
intuitive approach. But as transformer-based multi-
modal architectures grow more proficient, training
solely on datasets such as COCO Captions (Chen
et al., 2015), Conceptual Captions (Sharma et al.,
2018), and WIT (Srinivasan et al., 2021a) will in-
hibit models’ ability to reason about the semiotics
of images. This motivates our Impressions dataset,
which captions images with semiotic and aesthetic
elements that ground viewers’ subjective percep-
tions (see Figure 2)

As highlighted by Berger (1972), an observer
cannot view an image without imposing upon it
values, beliefs, and expectations that are highly
grounded in their understanding of cultural norms
and social cues. Humans instinctively make as-
sumptions about emotions, actions, and relation-
ships – setting, space, and circumstance – past,
present, and future. Furthermore, these inferences
are not solely dependent on the concrete objects
and entities in an image. Photojournalists often
manipulate composition, lighting, exposure, and
camera angles to direct an audience’s perception of
the subject matter. Aesthetic design choices shape
the meaning of an image, and can communicate
just as much as the concrete elements depicted. To
better understand this phenomenon, Barthes (1972)
applied the principles of denotation and connota-
tion to visual symbols in photography. Denotation
is the meaning carried by the literal depictions in
the image. Whereas connotation is the additional
meaning assigned to a signifier that can be depen-
dent on (1) rules and conventions the observer is
familiar with, (2) visual and aesthetic elements of
the image, or (3) cultural implication of the de-
piction as opposed to what is really there. Few
datasets have ventured to encourage pragmatic in-
ferences on visual scenes and collect audience in-
terpretations and impressions of images. Yet an

understanding of an audience’s likely interpreta-
tions of visual media could empower multimodal
dialogue systems, where images can be used in
combination with text to communicate. Further-
more, a better understanding of the connotation
of visual symbols can enable text-to-image archi-
tectures to capture more nuance in language, thus
rendering more salient compositions and styles in
the output.

To this end, we contribute the following:

• The Impressions dataset, a multimodal bench-
mark that consists of 4,320 unique annota-
tions over 1,440 image-caption pairs from
the photography domain. Each annotation
explores (1) the aesthetic impactfulness of a
photograph, (2) image descriptions in which
pragmatic inferences are welcome, (3) emo-
tions/thoughts/beliefs that the photograph may
inspire, and (4) the aesthetic elements that
elicited the expressed impression.

• We show that state-of-the-art transformer-
based architectures struggle to model human
impressions and resolve aesthetic elements
that sit at the core of the connotation.

• By leveraging the Impressions dataset, these
architectures attain the ability through few-
shot learning or fine-tuning. In a human eval-
uation task, the greatest improvements are
on GIT (Wang et al., 2022), BLIP (Li et al.,
2022), and OpenFlamingo (Alayrac et al.,
2022), for which annotators preferred fine-
tuned/adapted model generations over 80% of
the time across all caption categories.

• We release an additional dataset of 50,000
image and leading paragraph pairs collected
from the New York Times (NYT) official API
for unsupervised exploration of visual semi-
otics and aesthetic element contribution to the
coded iconic.

2 Related Work

Visual Semiotics and Communication This
work is heavily inspired by the discussion of the
semiotics of visual media in Barthes (1972), specif-
ically how connotation and denotation of signifiers
are extended from linguistics to visual studies. Ad-
ditionally, in focusing on gathering human impres-
sions we analyze the perlocutionary force of im-
ages (their meaning as perceived by an audience).
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Figure 2: Comparison of Impressions dataset on the right, to COCO (Chen et al., 2015), Conceptual Captions
(Sharma et al., 2018), Artemis (Achlioptas et al., 2021), and AVA (Murray et al., 2012) datasets in respective
order on the left. Each visualization is taken directly from the cited works. In contrast to existing benchmarks,
Impressions contains rich commentary on viewer perception that is not constrained to emotion, and a discussion of
aesthetic elements that is grounded in the impressions that inspire.

Perlocution is among the types of speech acts, or
communicative acts, identified by Austin (1962).

Image Captioning Most image captioning tasks
are framed with literal descriptions of the con-
stituent objects, such as their behaviors, quantities
and attributes. In the popular COCO (Chen et al.,
2015), WIT (Srinivasan et al., 2021b), and Concep-
tual Captions (Sharma et al., 2018) benchmarks,
these descriptions have a neutral, objective tone.
Flickr30k (Young et al., 2014) takes it a step further,
presenting crowd-sourced annotations of images
depicting people going about everyday activities in
an effort to study the visual denotation of linguistic
expressions. More recent work conditions image
caption generation on non-neutral stylistic features
like humor (Chandrasekaran et al., 2017), romance
(Tan et al., 2022; Gan et al., 2017), sentiment (Li
et al., 2021), or personality traits (Shuster et al.,
2019; Park et al., 2017).

In a similar effort to our own, Achlioptas et al.
(2021) built a dataset for affective captions to me-
dia in the visual arts domain. The most important
difference between this work and our own is that
we consider additional impressions beyond affect.
Not every image is going to give the viewer an
emotive response but could alternatively inspire
them to think or believe something. Most image
captioning systems lack knowledge of symbolic
iconography, cultural conventions, etc. (Lang and
Ommer, 2018). By opening the question of human

impression in this way, we aim to resolve a better
understanding of social queues, cultural norms, and
popular connotations of visual symbols through an-
notator responses. A breath of prior work has en-
deavored to generate pragmatic image captioning
through context-agnostic supervision (Vedantam
et al., 2017), listener and speaker models (Andreas
and Klein, 2016), relaxation of language encoding
(Zarrieß et al., 2021), and explicit image-caption
pair annotation (Tsvilodub and Franke, 2023). In-
terestingly, datasets such as Flickr30k have been
shown to unintentionally resolve annotator infer-
ence (Van Miltenburg, 2016), yielding more prag-
matic and biased captions than intended.

Aesthetic Image Analysis Some prior work has
focused on aesthetic image captioning and analysis
through collecting comments on aesthetic elements
(Murray et al., 2012; Jin et al., 2019, 2022; Chang
et al., 2017). These works approach style, design,
and aesthetics from the perspective of beauty and
visual appeal. The Impressions dataset was de-
signed to ground the discussion of aesthetic ele-
ments in the impressions they inspire, to capture
the link between the visual signifier and the sig-
nified. We also posit that aesthetic impact, or the
likelihood of media to attract and hold attention,
goes beyond what is considered classically beau-
tiful and extends to the communicative utility of
aesthetic elements. In other words, beauty and
aesthetic impact are correlated but not the same.
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Recent work has focused on empowering vision
models to interpret and generate visual metaphors
(Akula et al., 2023; Chakrabarty et al., 2023). Nu-
merous datasets exist for art style (Khan et al.,
2014; Florea et al., 2016), emotion (Mohammad
and Kiritchenko, 2018), and aesthetic element clas-
sification (Amirshahi et al., 2015; Murray et al.,
2012; Datta et al., 2006), as well as visual question
answering with art (Garcia et al., 2020). There is
active work on art classification and image descrip-
tion in the field of digital art history (Lang and
Ommer, 2018). Although Impressions consists of
photographic media, it also samples images from
the creative field of photojournalism.

Visual Question Answering. Prior work has
found great success in training and evaluating mod-
els’ understanding of visual features and concepts
through Visual Question Answering (VQA; Antol
et al., 2015; Goyal et al., 2017; Das et al., 2017).
Where early efforts leveraged questions focused on
counting, object detection and concrete features,
more recent works explore knowledge-based tasks
(Marino et al., 2019; Zheng et al., 2021), pragmatic
answer explanation (Zellers et al., 2019; Marasović
et al., 2020), visual common sense (Krishna et al.,
2017), and explainable social intelligence (Zadeh
et al., 2019). Most notably, Liu et al. (2023) created
a visual instruction tuning corpus with questions
characterized by conversation, detailed description,
and complex reasoning. The questions of our Im-
pressions dataset closely resemble the complex
reasoning category and could be used as an injec-
tion into such VQA corpora to improve impression
generation and aesthetic impact reasoning.

3 Impressions Dataset

The Impressions dataset consists of 1,440 images
and 4,320 distinct impression annotations. Each an-
notation is composed of three free-form responses
to questions addressing (1) image description, (2)
viewers’ impression of the image, and (3) aesthetic
image evaluation grounded in the viewers’ impres-
sion. Additionally, we present aesthetic impact
scores (in a range of 1 to 4) for 3,450 images. In
the section below we will describe our process for
collecting, annotating, and analyzing the dataset.

3.1 Collection
To build a rich resource for the semiotic study of
aesthetic impact, we first need a set of impactful
images whose styles and aesthetic elements vary.

Photojournalism is the use of photographs to both
interpret a visual scene and to tell an impactful
news story (Newton, 2013). Thus we anchor our
collection around photojournalistic images from
articles in the New York Times, a US media source
with a longstanding reputation for quality (Teitz,
1999; Vise, 2011). Impressions contains 50,000
anchor images that we extracted from the publicly-
accessible NYT API.

To introduce additional stylistic and artistic vari-
ation, we use the Google search API to retrieve 3
semantically-related images for each NYT anchor
image. Our search queries come from perturbations
of the original NYT image captions. We use three
different perturbation methods: (1) one-sentence
summaries produced via a BART conditional gener-
ation model (Lewis et al., 2020), (2) extracting key
entities via the spaCy 2 NER pipeline (Honnibal
and Montani, 2017), and (3) constructing minimal
dependency parse trees from anchor captions, de-
fined by their subject, root verb, and any direct
objects. Further information on caption perturba-
tion methods can be found in Appendix A. After
retrieving images for each perturbed query, we fil-
ter results, using only the top 3 images whose ViT
(Dosovitskiy et al.) embedding similarity with the
anchor image surpasses a pre-defined threshold.2

3.2 Annotation
The aesthetic impact of an image is its ability to
draw and hold attention, as well as inspire the
viewer to feel or think something. The first step
of our annotation pipeline is designed to identify
the most impactful images. Annotators consider a
set of 4 semantically-related images (see §3.1) and
rank them in the descending order of their aesthetic
impact. Ties between two images are allowed, but
to encourage more careful discrimination between
images, we do not allow three and four-way ties.
Images that have a mean aesthetic impact rank of
2 or greater are selected for free-form impression
annotation. The variability of annotator rankings
of aesthetic impact is characterized by an intraclass
correlation coefficient (ICC1K) of 0.509, which
demonstrates moderate annotator agreement.

The Impressions annotation process is specially
chosen to scaffold the discussion for individuals
with very little to no experience in media or visual
arts as they consider the connotations of visual

2An image was kept if cosine similarity was less than 0.8
and greater than 0.2 with all other images in the set. Further
discussion of these thresholds can be found in Appendix B.
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signifiers and the coded iconic (Barthes, 1972),
or portrayed story, of each image. As such, the
design is heavily inspired by the fields of visual
arts (Dondis, 1974), art history (d’Alleva, 2005),
and historical image cataloging (Zinkham, 2006).
Our specific prompts were:

1. Image description: 2-3 sentence response
to the question “What is happening in this
image?” Unlike the captions in prior works,
these descriptions can contain information not
explicitly depicted but rather inferred.

2. Image Perception: 2-3 sentence response to
the question “What does this image make you
think, feel, or believe?” In this way we aim
to resolve the perlocutionary force of the im-
age and its visual signifiers, in a manner not
constrained to emotion alone.

3. Image Aesthetic Evaluation: 2-3 sentence
response to the question “What aesthetic el-
ements contributed to your impression of the
image?” This way we ground the discussion
of aesthetic elements in the audience’s im-
pression, drawing the connection between the
signifier and signified.

Annotators were recruited from both Amazon
Mechanical Turk and UpWork. The authors’ moti-
vations for leveraging these platforms is outlined in
Appendix H. In total, we collect aesthetic impact
rankings for 3,450 images, randomly sampled from
our image collection process in §3.1. We collected
free-form impressions for 1,440 of the most im-
pactful images. A review of annotation instructions
and examples can be found in Appendix G.

3.3 Quality Analysis

To highlight the distinguishing characteristics of
the Impressions benchmark, we analyze sentiment,
subjectivity, and concreteness of all impression
annotations: the description, perception, and aes-
thetic evaluation. There does not yet exist a direct
method for evaluating the richness and diversity
of implied connotations in an image caption, but
we expect that, compared to literal descriptive cap-
tions, connotation-rich image impressions will ex-
hibit: (1) increased variance in the distributions of
sentiment intensity, (2) increased subjectivity, and
(3) lower concreteness scoring of linguistic data.
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Figure 3: Evaluation of the sentiment intensity of cap-
tions in the Impressions dataset in reference to captions
in COCO. The spread of Impressions caption sentiment
is greater than that of COCO.

Sentiment Intensity Although we do not con-
strain impressions to emotion, we do expect that
the distribution of sentiment intensity in impression
annotations will exhibit a wider spread than what
we see in traditional image-captioning datasets. We
observe this in a direct comparison between Im-
pressions and COCO captions in Figure 3. Notice
that the distribution of our own Image Description
annotations resembles that of COCO, which is ex-
pected. Whereas Image Perception and Aesthetic
Evaluation annotations produce far more variable
distributions of sentiment intensities.

Subjectivity A viewer’s impression of an image
is inherently shaped by the viewer’s beliefs, and
expectations, and sociocultural context, which in-
form their visual salience map and the connotations
available to them. Thus we hypothesize that, com-
pared with the literal descriptive captions, image
impressions for a single image will be more vari-
able. This variance is not meaningless noise, we
posit, but rather meaningful sociocultural variation
that is regularly bounded by the semantic frame of
the image. We therefore expect that the variance
of image impressions will be low, despite being
greater than that of literal COCO captions.

In Figure 4, we see that the distributions for de-
scription, perception, and aesthetic evaluation cap-
tions in Impressions are wider than that of COCO.
The median semantic variance for image descrip-
tions (0.070), perceptions (0.088), and aesthetic
evaluations (0.072) are all one order of magnitude
greater than that of COCO captions (0.007). Still,
given these small absolute values, we see that most
image impressions are not highly variable.
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Figure 4: The variance in sentiment intensity of impres-
sion and aesthetic evaluation captions per image.

Concreteness The concreteness of a word is the
degree to which the concept it signifies is an entity
that can be perceived. We can define the concrete-
ness of a sentence to be the average concreteness
of its constituent tokens. Since image impressions
are based on connotations which derive from the
viewer’s subjective relationship with symbols and
non-literal referents in the image, we hypothesize
that impressions will be more abstract, or less con-
crete, than traditional descriptive image captions.

To test this hypothesis, we compute token con-
creteness via the lexicon of Brysbaert et al. (2014),
which contains concreteness scores for over 60k
English lemmas, each on a scale from 1 (highly ab-
stract) to 5 (highly concrete; based on experience).
We find that each set of Impression captions (de-
scription, perception, aesthetic evaluation) is less
concrete than COCO captions, each with a statis-
tical significance of p < 0.001 by t-test. Visually,
this is apparent in the gaps between Impression and
COCO concreteness distributions in Figure 5.

4 Evaluation

To demonstrate the Impressions dataset’s abil-
ity to enable state-of-the-art image-captioning and
conditional-generation models to simulate human
impressions and resolve impactful aesthetic ele-
ments of images, we design the following exper-
iment. GIT (Wang et al., 2022), BLIP (Li et al.,
2022), OpenFlamingo (Awadalla et al., 2023), and
LLaVA (Liu et al., 2023) are fine-tuned / few-shot-
adapted using a training set of 1,340 images and
4,020 impression annotations (each containing 3
unique captions). GIT and BLIP were fine-tuned

0

250

500

750

1000

1250

1500

1750

2000

2250

D
en

si
ty

All Captions

0

100

200

300

400

500

600

700

800
Image Description Captions

COCO
Impressions

1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

Caption Concretness Score

0

100

200

300

400

500

600

700

800

D
en

si
ty

Image Perception Captions

1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

Caption Concretness Score

0

100

200

300

400

500

600

700

800
Aesthetic Evaluation Captions

Distribution of Caption Concreteness Scores

Figure 5: Distributions of caption concreteness scores
in Impressions and COCO datasets.

for image-captioning separately on each of the dif-
ferent Impressions data types (description, percep-
tion, aesthetic evaluation). OpenFlamingo was sim-
ilarly few-shot adapted for VQA using 16 examples
of one data type at a time. LLaVA was fine-tuned
for VQA on all annotations simultaneously via an
instruction-tuning training task.

Automatic Evaluation Table 1 displays the
BLEU, METEOR, and ROUGE scores for each
of these models. Note that the Impressions dataset
contains more variation in human-produced refer-
ences than traditional VQA and image-captioning
benchmarks. This quality makes CIDEr-D (Vedan-
tam et al., 2015), a concensus-based evaluation
of image descriptions, non-optimal for evaluating
performance with this benchmark.

Human Evaluation Each fine-tuned/few-shot
adapted model is evaluated on 300 image-prompt
pairs. The prompts are divided evenly between
questions targeting image description, perception,
and aesthetic evaluation. For the models fine-tuned
for image-captioning, 100 captions are generated
per annotation category. This same process is
repeated on the base pretrained GIT, BLIP and
LLaVA architectures, and in the zero-shot setting
with OpenFlamingo. This produced a final set of
300 generation pairs, where each pair contains one
caption from the fine-tuned or adapted model and
one from the base. We submitted the 300 gener-
ation pairs to UpWork and requested that annota-
tors identify which caption better simulates a po-
tential human impression and identifies impactful
aesthetic elements (see Appendix I). For each gen-
eration pair we collect 3 unique annotator votes
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BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR R-1 R-2 R-L

GIT† 0.272 0.156 0.090 0.054 0.165 0.295 0.106 0.246
BLIP† 0.347 0.195 0.111 0.068 0.184 0.325 0.111 0.261
Open Flamingo (fs16)⋆ 0.500 0.275 0.159 0.098 0.231 0.318 0.093 0.246
LLaVA-7b-v0⋆ 0.349 0.181 0.089 0.046 0.279 0.294 0.079 0.202

Table 1: Automatic token-overlap metrics for the four models fine-tuned on the Impressions dataset. These scores
are computed on a scale between 0 and 1, over an evaluation set of 300 captions. † Denotes models fine-tuned for
image-captioning. ⋆ Denotes models fine-tuned or few-shot adapted for conditional generation.

and select the majority vote as the final evaluation.
The results of this human evaluation task are dis-
played in Table 2 in the form percentages at which
annotators believed the model fine-tuned / adapted
on Impressions produced a better caption.

5 Results

The results in Table 2 show that annotators pre-
ferred outputs from models fine-tuned/few-shot
adapted with the Impressions dataset on average
76% of the time. The greatest improvements
are observed with GIT, BLIP, and OpenFlamingo,
for which annotators selected fine-tuned/adapted
model generations over 80% of the time across
all categories, but significantly more often for im-
age perception and aesthetic evaluation generations.
Marginal improvement is seen with LLaVA fine-
tuned on the Impressions dataset, with annotators
selecting generations from the fine-tuned model
on average 56% of the time, most notably 59% on
aesthetic evaluation generations.

Image Description Generations on image de-
scription were least improved by fine-tuning on
the Impressions Dataset across all architectures
explored in this study. However, as a plethora
of datasets have been created for this purpose,
this result was expected. The greatest improve-
ment on descriptive generations was by fine-tuning
GIT to achieve 75% preferential improvement over
the base model. This was followed by fine-tuned
BLIP, which was preferred 69% over BLIP base.
This indicates that the Impression Dataset facili-
tated model learning of captions that most closely
aligned with viewers’ perspectives.

Image Perception and Aesthetic Evaluation
The Impressions dataset helped improve GIT, BLIP,
and OpenFlamingo on image impression and aes-
thetic evaluation generations. Since GIT and BLIP
were pre-trained on corpora like ImageNet and
COCO, their base performance was to generate
more neutral, terse, and denotational captions that

were unable to convey human impressions or crit-
ical aesthetic elements. Although OpenFlamingo
was competitive in producing image descriptions
that aligned with human interpretations, it failed to
follow instructions zero-shot when prompted on im-
age perception and aesthetic elements. Provided 16
examples, the few-shot adapted OpenFlamingo was
able to resolve human impressions reasonably well.
Optimal performance was observed with 32 exam-
ples or more. BLIP and OpenFlamingo showcased
the greatest improvement in aesthetic evaluation
when fine-tuned/few-shot adapted on Impressions,
producing preference scores of 88% and 100% re-
spectively. GIT had the greatest improvements
on image impressions, with a preference score of
92%. Qualitative comparisons of human impres-
sions generated with different model architectures
are displayed in Figure 6.

LLaVA Performance LLaVA was found to be
incredibly competitive at reasoning about human
impressions and aesthetic elements. Annotators ex-
pressed a marginal preference for generations from
LLaVA-7b-v0 fine-tuned on Impressions, with the
largest improvement observed in aesthetic evalu-
ation (59% preference score). This architecture
was pre-trained on a synthetic instruction-tuning
multimodal dataset created using language-only
GPT-4. Caption and bounding box information
from the COCO dataset was leveraged in prompt-
ing GPT-4 to generate a conversation in which one
neural speaker asks questions about the image, and
the other answers. This dataset produced a model
that excels at generating eloquent, figurative, and
pragmatic descriptions of visual media. However,
although LLaVA has made great strides in zero-
shot VQA and overall language generation qual-
ity, we have found the model tends to miss conno-
tation that is heavily grounded in style. It relies
mostly on objects, entities, and setting to reason
about potential human impressions. Yet there are
instances where features such as contrast, lighting,
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Description Impression Aesthetic Evaluation All Captions
GIT† 0.750 0.920 0.780 0.815
BLIP† 0.690 0.840 0.880 0.805
OpenFlamingo-16⋆ 0.610 0.960 1.000 0.857
LLaVA-7b-v0⋆ 0.560 0.530 0.590 0.560

Table 2: Results of the human evaluation task on base and fine-tuned/few-shot-adapted model generations. Each
row shows the percentage at which annotators believed the model fine-tuned/few-shot-adapted on Impressions data
generated better captions than the base/zero-shot model. Each column indicates the preference scores for individual
caption types. † Denotes models fine-tuned for image-captioning. ⋆ Denotes models fine-tuned or few-shot adapted
for the conditional generation.

Figure 6: Comparison of each architecture’s generation of potential human impressions on the Impressions dataset.

camera angle, and motion blur have great influ-
ence on perlocutionary force and the coded iconic.
To address this weakness, Impressions could be
injected into the complex reasoning category of
this synthetic dataset. Additionally, we recom-
mend that future exploration of synthetic visual
instruction-tuning datasets leverages features per-
taining to image aesthetics, in addition to bounding
boxes, when prompting transformer-based dialogue
systems. Such features could include pixel intensity
(Datta et al., 2006), contrast (Ke et al., 2006), color
distribution (Datta et al., 2006; Ke et al., 2006), or
visual smoothness (Datta et al., 2006).

6 Persona-Specific Generation

To investigate the variation in human perceptions
of images captured by Impressions, we design a
set of experiments exploring the distinctive gen-

eration qualities that may emerge when training
multi-modal models on annotations created by in-
dividuals belonging to different personality or de-
mographic groups. Prior to beginning the image
annotation task, annotators completed two surveys
on personality traits and demographic information
through Amazon Mechanical Turk (see Appendix
E). To build each persona-specific LLaVA model
of image perception, we fine-tune on a random
sample of 500 annotations from the respective per-
sonality or demographic group: introvert vs. extro-
vert, agreeable vs. disagreeable, business-oriented
occupation vs. creative occupation, and no art
experience vs. 3+ years of art experience.

An evaluation set of 100 images is leveraged
to produce image perceptions with each of the
eight LLaVA-7b-v0 models fine-tuned on persona-
specific data. We then compare distributions of sen-
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The image showcases a city skyline with a body of  water in the foreground, featuring boats and 
a small waterway. The sun is shining, casting warm light on the scene. This picturesque view 
makes me feel a sense of  awe for the combination of  urban architecture and natural elements. 
Overall, this captivating view evokes positive feelings and a desire to explore the city further.

No Visual
Art 

Experience

Prompt: What does this image make you feel, think, or believe?

3+ Years
Art 

Experience

The image shows a cityscape with a line of  trees along the river bank, a boat on the river, and 
high-rise buildings nearby.  The blend of  nature and urban environments creates a sense of  har-
mony. It might evoke a feeling of  relaxation and calmness in the viewer, as it portrays a peaceful 
coexistence between the city and the river. The viewer might also appreciate the architectural 
beauty of  the high-rise buildings and the picturesque scene of  the waterway with the boat on it. 
Overall, the image presents a visually appealing and harmonious combination of  urban and 
natural elements.

Prompt: What does this image make you feel, think, or believe?

The image features a large military vehicle, possibly an army tank or artillery, spewing fire and 
smoke into the sky. This creates a dramatic display, reminiscent of  a firework show. The smoke 
trails from the vehicle's exhaust give the scene a captivating visual effect. Several soldiers are 
standing around the fire-breathing military vehicle, watching the spectacle with interest. They 
seem to be fascinated by the impressive display, possibly wondering at the vehicle's capabilities 
or the purpose of  the demonstration. Overall, the image conveys a sense of  awe and excite-
ment in the presence of  the powerful military machine.

Extrovert

Introvert

The image shows a group of  three men taking pictures of  an army tank cannon that is being 
tested and shooting off  fire. They are observing the explosion and capturing the moment with 
their cameras. The scene suggests that this might be a demonstration, possibly involving the 
military or a training exercise, where the tank's capabilities are being showcased. It must be fas-
cinating and interesting to witness the power and effect of  the cannon firsthand.

Figure 7: Image perceptions generated with LLaVA-7b-v0 fine-tuned with Impressions data created by annotators
belonging to specific personality or demographic groups. The model fine-tuned on annotations created by individuals
with 3+ years of visual art experience creates more descriptive image perceptions, with frequent reference to the
viewer. The model fine-tuned on annotations created by annotators who identified as introverts produced more
concise perceptions, whereas the extrovert model uses more metaphors.

timent intensity, sentence-level concreteness, and
generation length to identify differences in model
behavior across contrasting personas. We find that
image perceptions created by the extrovert and in-
trovert models have distinct distributions on gen-
eration length with a statistical significance of p
= 0.026 by t-test. Similarly, the no art experience
and 3+ years of art experience models have distinct
distributions on sentence-level concreteness scores
with a statistical significance of p = 0.012 by t-
test. Figure 8 illustrates the differences, with the
extrovert model producing longer captions and the
3+ years of art experience model achieving slightly
higher concreteness scores. A qualitative exam-
ple of the differences in generated perceptions can
be found in Figure 7. The remaining model pairs,

0 20 40 60 80 100 120 140
Word Count

De
ns

ity

Distribution of
 Generation Length
introvert
extrovert

2.6 2.8 3.0 3.2 3.4 3.6 3.8
Mean Sentence Consensus Score

Distribution of
 Sentence Concensus Scores

art-exp
no-art-exp

Figure 8: Distributions determined to be distinct with
statistical significance p < 0.05 by t-test for model
trained on contrasting personas.

namely agreeable vs disagreeable and business-
oriented occupation vs creative occupation, did
not produce distinguishable distributions on any
measure. It is important to note that more distinc-
tive behaviors can arise as training and evaluation
sets are scaled, although it is possible that certain
personality or demographic traits do not correlate
with unique image perception trends.

7 Conclusion
Impressions was designed with inspiration from
visual arts and media studies to evaluate and en-
hance multimodal models’ ability to reason about
visual connotation. We show that, through fine-
tuning and few-shot learning, this dataset enabled
an array of architectures to resolve potential hu-
man impressions and discuss impactful aesthetic
elements. State-of-the-art vision models are pro-
ficient enough at resolving entities and stylistic
attributes to support such a task, but the weakness
existed on the language side. This work highlights
that targeted prompts modeled after image analysis
techniques succeed in teasing out complex com-
mentary on perlocation and the aesthetic elements
it is grounded in. These prompts can be used by
future works such as VQA and instruction-tuning,
with applications in multimodal dialogue systems,
text-to-image generation, and engagement predic-
tion in advertising.
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8 Limitations

Perhaps the most noticeable limitation of the Im-
pressions Dataset is its size. Due to resources con-
straints, the benchmark contains only 1,440 images
with 3 unique annotations each. An increase in im-
ages would have allowed for a wider exploration
of visual symbols, and an increase in annotations
per image would have better resolved the natural
variation in audience impression. Additionally, we
acknowledge that by welcoming inference in the
annotation task, we also risk introducing harmful,
biased, and discriminatory ideas. Although the au-
thors have not observed any such content in data
quality checks, this dataset would benefit from an
exploration on potential bias resolution.
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Corneliu Florea, Răzvan Condorovici, Constantin Ver-
tan, Raluca Butnaru, Laura Florea, and Ruxandra
Vrânceanu. 2016. Pandora: Description of a painting
database for art movement recognition with baselines
and perspectives. In 2016 24th European Signal
Processing Conference (EUSIPCO), pages 918–922.
IEEE.

Chuang Gan, Zhe Gan, Xiaodong He, Jianfeng Gao,
and Li Deng. 2017. Stylenet: Generating attractive
visual captions with styles. In Proceedings of the
IEEE conference on computer vision and pattern
recognition, pages 3137–3146.

Noa Garcia, Chentao Ye, Zihua Liu, Qingtao Hu, Mayu
Otani, Chenhui Chu, Yuta Nakashima, and Teruko
Mitamura. 2020. A dataset and baselines for vi-
sual question answering on art. In Computer Vision–
ECCV 2020 Workshops: Glasgow, UK, August 23–
28, 2020, Proceedings, Part II 16, pages 92–108.
Springer.

Yash Goyal, Tejas Khot, Douglas Summers-Stay, Dhruv
Batra, and Devi Parikh. 2017. Making the v in vqa
matter: Elevating the role of image understanding
in visual question answering. In Proceedings of the
IEEE conference on computer vision and pattern
recognition, pages 6904–6913.

Lea Hellmueller and Xu Zhang. 2019. Shifting to-
ward a humanized perspective? visual framing anal-
ysis of the coverage of refugees on cnn and spiegel
online before and after the iconic photo publica-
tion of alan kurdi. Visual Communication, page
1470357219832790.

Matthew Honnibal and Ines Montani. 2017. spaCy 2:
Natural language understanding with Bloom embed-
dings, convolutional neural networks and incremental
parsing. To appear.

Jessica Hullman and Nick Diakopoulos. 2011. Visu-
alization rhetoric: Framing effects in narrative visu-
alization. IEEE transactions on visualization and
computer graphics, 17(12):2231–2240.

Xin Jin, Jianwen Lv, Xinghui Zhou, Chaoen Xiao, Xi-
aodong Li, and Shu Zhao. 2022. Aesthetic image
captioning on the fae-captions dataset. Computers
and Electrical Engineering, 101:107866.

Xin Jin, Le Wu, Geng Zhao, Xiaodong Li, Xiaokun
Zhang, Shiming Ge, Dongqing Zou, Bin Zhou, and
Xinghui Zhou. 2019. Aesthetic Attributes Assessment
of Images, page 311–319. Association for Computing
Machinery, New York, NY, USA.

Jungseock Joo, Weixin Li, Francis F. Steen, and Song-
Chun Zhu. 2014. Visual persuasion: Inferring com-
municative intents of images. In Proceedings of the
IEEE Conference on Computer Vision and Pattern
Recognition (CVPR).

Yan Ke, Xiaoou Tang, and Feng Jing. 2006. The design
of high-level features for photo quality assessment.
In 2006 IEEE Computer Society Conference on Com-
puter Vision and Pattern Recognition (CVPR’06),
volume 1, pages 419–426. IEEE.

Fahad Shahbaz Khan, Shida Beigpour, Joost Van de
Weijer, and Michael Felsberg. 2014. Painting-91:
a large scale database for computational painting
categorization. Machine vision and applications,
25:1385–1397.

12283

http://arxiv.org/abs/1504.00325
http://arxiv.org/abs/1504.00325
https://doi.org/10.1109/cvpr42600.2020.01059
https://doi.org/10.1109/cvpr42600.2020.01059
https://doi.org/10.1109/cvpr.2017.121
https://doi.org/10.1145/3343031.3350970
https://doi.org/10.1145/3343031.3350970


Ranjay Krishna, Yuke Zhu, Oliver Groth, Justin John-
son, Kenji Hata, Joshua Kravitz, Stephanie Chen,
Yannis Kalantidis, Li-Jia Li, David A. Shamma,
Michael S. Bernstein, and Li Fei-Fei. 2017. Vi-
sual genome: Connecting language and vision us-
ing crowdsourced dense image annotations. Interna-
tional Journal of Computer Vision, 123(1).

Sabine Lang and Björn Ommer. 2018. Reflecting on
how artworks are processed and analyzed by com-
puter vision. In ECCV Workshops (2), pages 647–
652.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Veselin Stoyanov, and Luke Zettlemoyer. 2020.
BART: Denoising sequence-to-sequence pre-training
for natural language generation, translation, and com-
prehension. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 7871–7880, Online. Association for Computa-
tional Linguistics.

Guodun Li, Yuchen Zhai, Zehao Lin, and Yin Zhang.
2021. Similar scenes arouse similar emotions: Paral-
lel data augmentation for stylized image captioning.
In Proceedings of the 29th ACM International Con-
ference on Multimedia, pages 5363–5372.

Junnan Li, Dongxu Li, Caiming Xiong, and Steven
Hoi. 2022. Blip: Bootstrapping language-image pre-
training for unified vision-language understanding
and generation.

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae
Lee. 2023. Visual instruction tuning.
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A Caption Perturbation for Semantically
Similar Image Collection

To create image bins with marginal semantic simi-
larity, but variation in curation, style, and design (or
lack thereof), we collect 3 images via the Google
Search API to accompany an anchor image from
the NYT. The queries leveraged to search for these
images are perturbed captions created from the
leading paragraph associated with the NYT image
anchor. Lead paragraphs are perturbed in the fol-
lowing three ways:

• Summarization Single sentence summaries
of NYT anchor image captions are created via
a BART conditional generation model (Lewis
et al., 2020) that was fine-tuned on three dif-
ferent paraphrase tasks: Quora Question Pairs
(Sharma et al., 2019), PAWS (Zhang et al.,
2019), and the Microsoft Research Paraphrase
Corpus (Dolan and Brockett, 2005).

• Named Entity Recognition Named entities
were resolved from the anchor image caption
by way of the spaCy 2 NER pipeline (Hon-
nibal and Montani, 2017). The method pro-
duced stand-alone entites as Google Image
queries.

• Subject Tree Extraction We build queries
by extracting from anchor captions their min-
imal dependency parse trees defined by their
subject, root verb, and any direct objects con-
tained in the caption.

A set of candidate queries is produced from these
three perturbation strategies, from which three are
selected at random. For each query, 5 images are
collected via the Google search API. Finally, only
one image is retained per perturbed caption. As
discussed is §3.1 and Appendix B, images are vet-
ted via thresholds on cosine similarity with other
images in its intended image bin.

B Image Bins

The motivation behind creating imagine bins with
semantic similarity but varying degrees of curation,
was to group visual media that may be communi-
cating similar things in different ways or to vary-
ing degrees of success. Reasoning about aesthetic
impact in isolation is a difficult task even for the
trained eye. But an annotator will find it easier to
distinguish the saliency and communicative utility
of visual media in a comparative setting.

We leverage both linguistic and visual informa-
tion to collect images with semantic similarity. Im-
ages are collected from the Google search API via
perturbed caption queries of the anchor image cap-
tion (see Appendix A). Additionally, an image is
only added to a bin if has a cosine similarity less
than 0.8 and greater then 0.2 to every other image
in the bin. We experimentally determined that a
cosine similarity larger than this range suggested
the image was a duplicate, and anything lower was
too dissimilar from the other visual media.

C Images of the Impressions Dataset

Figure 9 displays a random sample of images in-
cluded in Impressions. As described in the pa-
per, the dataset is a blend of photojournalistic im-
ages from articles in the New York Times attained
through the official NYT AI, and images collected
using the Google Search API. This data collection
process yielded a wide variety of visual features,
styles, and aesthetic elements.

D Annotator Qualification

Collecting clean and well written commentary on
the semiotics of images demanded a complex an-
notation task. Utilizing crowd-sourcing platforms
like Amazon Mechanical Turk provides access to a
diverse collective intelligence for building machine
learning resources. However, they also come with
challenges in maintaining data quality (Zhang et al.,
2022).

To ensure that annotators contributing to this
dataset crafted well-writing and relevant commen-
tary on perlocution and aesthetic elements, a quali-
fication task was built through which their abilities
could be reviewed before admission. It required 3
example annotations, in which the annotator had to
rank images in a bin and then provide free-form an-
notations on the image they gave the highest impact
score. Additionally, the authors conducted weekly
quality checks on a random set of 50 submissions
for every batch of 300 assignments.

E Annotator Personality and
Demographics Data

As part of the data collection process, the annota-
tors were asked to complete two additional qualifi-
cations through Amazon Mechanical Turk: a sur-
vey on demographic information and a condensed
version of the Big 5 Personality test. These at-
tributes were collected for the exploration of mod-
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Figure 9: Images of Impressions. The following images were randomly sampled for the corpus.

eling viewer impressions of a particular community,
and is included in Impressions metadata. Figures
10 and 11 showcase the personality traits and de-
mographic attributes represented in the dataset.

F Persona-Specific Generation
Experiments

As discussed in Section 6, we investigate the dis-
tinctive behaviors that may arise when fine-tuning
LLaVA-7b-v0 models on Impressions data created
by annotators belonging to varying personality and
demographic groups. Figures 12, 13 and 14 display
distributions on sentiment intensity, sentence-level
concreteness, and generation length for each model
pair explored in this experiment. Note that although
some distributions may appear different, the only
ones that are distinct with statistical significant p
< 0.05 are introvert vs extrovert on generation
length, and no art experience vs 3+ years of art
experience on sentence-level concreteness.

G Instructions for Annotation

Annotators were provided with the following
instructions for the aesthetic image ranking

task. Accompanying positive and negative
annotation examples are shown in Figure 17.

In this task, we will be reviewing the set
of 4 images displayed below and ranking
them on aesthetic impact relative to one another.

A photograph is aesthetically impactful if
the style and design choices catch your atten-
tion, and inspire you to feel, think, or believe
something. Although subject matter is often
important, we ask that you focus on how
the visual elements (composition, lighting,
color, perspective, etc.) impact your perception.

Rank each image on a scale of 1 to 4 based on how
aesthetically impactful it is relative to the other im-
ages in the set. 1 would be the most aesthetically
impactful of the set, and 4 would be the least im-
pactful. If you strongly believe two photographs
are equally aesthetically impactful, you may give
them the same score. DO NOT give the same score
to more than 2 images.

Instructions provided for the free-form an-
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Figure 10: The figure on the left demonstrates the distributions of annotators over the Big 5 Personality Traits.
Whereas the figure of the right showcases the number of image captions created by annotators characterized by
specific Big5 Personality traits.

Gender Identification
0

5

10

15

20

25

30

35

40

N
um

be
r o

f A
nn

ot
at

or
s Gender Identification

Woman
Man
Binary
Transgender

Age
0

5

10

15

20

25

30
Age

45+
30-45
22-30
18-22

Race/Ethnicity
0

10

20

30

40

50

N
um

be
r o

f A
nn

ot
at

or
s Race/Ethnicity

Asian
White/Caucasian
Latino/Hispanic
Native American
African-American/Black

Religion
0

5

10

15

20

25

30
Religion

Atheist/Agnostic
Catholicism/Christianity
Judaism
Other
Islam
Buddhism
Hinduism

Education
0

5

10

15

20

25

N
um

be
r o

f A
nn

ot
at

or
s Education

Bachelors
Associates/Trade
High School
Masters

Visual Arts Experience
0

5

10

15

20

25
Visual Arts Experience

None
Artistic Interests
3-4 years
Hobby
1-2 years
5+ years

Profession
0

2

4

6

8

10

12

14

16

N
um

be
r o

f A
nn

ot
at

or
s Profession

Business, Management, and Administration
Communications and Information Systems
Arts, Culture, and Entertainment
Other
Education, Law, Government, and Social Services
Health, Engineering, Science, and Technology

Distributions of Annotators Across Demographic Attributes

Gender Identification
0

500

1000

1500

2000

2500

N
um

be
r o

f A
nn

ot
at

io
ns

Gender Identification
Woman
Binary
Man
Transgender

Age
0

500

1000

1500

2000

Age
30-45
22-30
45+
18-22

Race/Ethnicity
0

250

500

750

1000

1250

1500

1750

2000

N
um

be
r o

f A
nn

ot
at

io
ns

Race/Ethnicity
White/Caucasian
Latino/Hispanic
African-American/Black
Asian
Native American

Religion
0

500

1000

1500

2000

2500

3000
Religion

Catholicism/Christianity
Atheist/Agnostic
Islam
Buddhism
Other
Hinduism
Judaism

Education
0

200

400

600

800

1000

1200

1400

N
um

be
r o

f A
nn

ot
at

io
ns

Education
Masters
Associates/Trade
High School
Bachelors

Visual Arts Experience
0

200

400

600

800

1000 Visual Arts Experience
1-2 years
None
3-4 years
Hobby
Artistic Interests
5+ years

Profession
0

200

400

600

800

1000

1200

1400

N
um

be
r o

f A
nn

ot
at

io
ns

Profession
Communications and Information Systems
Health, Engineering, Science, and Technology
Arts, Culture, and Entertainment
Business, Management, and Administration
Other
Education, Law, Government, and Social Services

Distributions of Annotations Across Demographic Attributes

Figure 11: The figure on the left demonstrates the distributions of annotators over demographic categories. Whereas
the figure of the right showcases the number of image captions created by annotators characterized by specific
demographic categories.
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Figure 12: Sentiment intensity distributions on contrast-
ing persona pairs.
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Figure 13: Sentence-level concreteness distributions on
contrasting persona pairs.
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Figure 14: Generation length distributions on contrast-
ing persona pairs.

notation task on image description, image
impressions, and aesthetic evaluation are shown
below. Accompanying positive and nega-
tive annotation examples are found in Figure 16.

Given the image-caption pair below, please
answer the following free-form questions.
Your responses must be 2 - 3 sentences long.
Review the positive and negative annota-
tion examples below before beginning this task.

For the first question, please DO NOT sim-
ply paraphrase the caption. Remember the
image can hold a lot of information too!
Let us know what you understand about the
scene after evaluating both the image and the text.

In the second question you will be asked
about your impression of the image, your an-
swer is expected to be subjective! Describe
what this image makes you feel, think, or believe.

The final question will ask you to identify some
visual elements in the image that contribute to your
impression. We provide a list of common visual
elements to assist you. You could use one, some,
or none of the elements listed. It is up to you!

The list of visual elements provided is shown
in Figure 15. This resource was created to assist
annotators in answering the aesthetic evaluation
prompt.

Figure 15: A collection of visual elements provided
to annotators to guide them through linking concrete
aesthetic features to their impressions of an image. Any
visual elements outside of this list were welcomed.

H Crowd-sourcing Platform
Commentary

Within the scope of this work, annotators were re-
cruited via Amazon Mechanical Turk and Upwork.
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Figure 16: Positive and negative examples provided to annotators on aesthetic impact ranking.

The authors experienced the following important
trade-offs of working with these different resources
for attaining human annotation.

Amazon Mechanical Turk has a faster annota-
tion turn-around time and is often less expensive as
Workers are paid per completed assignment. How-
ever, quality control is a challenge as annotators are
insentivized to complete assignments as quickly as
possible, often to the detriment of annotation com-
plexity and correctness. Even with qualifications in
place and a manual evaluation procedure for admit-
ting Workers, the authors experienced input quality
decreasing overtime or completely changing after
Workers passed the vetting procedures. Addition-
ally, Mechanical Turk does not support effective
avenues of communication with annotators. This
makes it incredibly difficult to address annotator
mistakes, misinterpretations, or abuse of the task.

After observing these behaviors on Amazon Me-
chanical Turk, the authors began recruiting contrib-
utors through UpWork in parallel. The onboard-
ing process is considerably longer as one must re-
view proposals, contract individual annotators, and
provide instructions to each annotator individually.
Hourly contracts prove to be more expensive, yet re-
move the incentive to complete assignments as fast
as possible. This results in less data loss through
quality vetting of completed annotations. If any
mistakes or misinterpretations were uncovered dur-
ing data quality reviews , these concerns could be

addressed with annotators directly, which produced
an increase in annotation quality over time. Addi-
tionally, once of team of over 8 annotators was
consolidated on UpWork, the data annotation turn-
around time caught up to that of Mechanical Turk.

In conclusion, although hourly contracts through
UpWork were slightly more expensive and onboard-
ing is more time consuming, the benefits to data
quality and workflow made recruiting annotators
through this platform the more efficient choice for
data collection.

H.1 Annotator Compensation

Assignments on Amazon Mechanical Turk were
valued at $1.10, to amount to $15 per hour at the
average annotation rate anticipated for this task (4
- 5 minutes). The annotation rate was estimated
by recruiting a number of individuals (including
the authors themselves) to complete the task while
keeping time.

Annotators recruited through UpWork were paid
hourly at a rate of $15 per hour. There were a cou-
ple of cases where annotators were contracted at
$12 per hour. This was only arranged if the ob-
served annotation speed was considerably lower
than expected, but the annotator was eager to con-
tribute to the task. Given that one annotation is
expected to take less than 5 minutes, this avenue
was only explored if an annotator is observed to
take more than 10 minutes.
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Figure 17: Positive and negative examples provided to annotators on aesthetic impact ranking.

I Human Evaluation

The human evaluation task presented an image,
prompt, and two generated captions to annotators
recruited through Upwork, and requested they
select the caption they believed to be the best fit
for the image-prompt pair. One caption/answer
to the image-prompt pair was generated by a
base, pre-trained architecture, and the other
was generated by the same model fine-tuned or
few-shot adapted on Impressions. The follow-
ing instructions were presented to annotators
defining what characterizes the "better" caption:

In the final stage of this project will be a human
evaluation task, where you will be comparing
the outputs of two Generative AI models given
an image and a prompt. You must select which
caption does a better job of answering the
prompt given the image shown. This project
was designed to enable AI architectures to better
predict plausible human impressions of images,
resolve more socially-aware information, and
better discuss what aesthetic elements can make
an image impactful. Therefore, when we say
select the "better caption", this is what we mean:

The caption that better describes the events, ac-
tions, relationships and feelings communicated
by the image. This means going beyond listing off
the items and entities depicted, and discussing the
context of the scene and including information that
an observer can reasonably infer. This also means
capturing social and cultural information.

The caption that better simulates a plausible
human impression of the image. Did the caption
get the mood right? Is the impression or thought
it simulates likely to be shared by a human au-
dience? How much depth is there to its description?

The caption that better identifies aesthetic
elements and is capable of discussing style.
In other words can it discuss contrast, camera
angle, light, etc. Bonus points if it correctly spec-
ifies how that design choice can inspire an audience.

The caption is relevant to the prompt.
It must at least try to answer the ques-
tion you will see acompanying the image.

Please do NOT base your decision on the following
attributes: caption length, punctuation, run-on
or cut-off sentences, minor repetitiveness, com-
plexity of grammar, and minor mistakes (such as
miscounting objects, misidentifying entities or peo-
ple, and hallucinating an object that might make
sense in the scene, but its not actually depicted).
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