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Abstract

Natural language and visualization (Vis) are
two powerful modalities of human communi-
cation. The goal of this tutorial is to push for-
ward the agenda of tightly integrating these
two modalities. To this end, the tutorial will
introduce NLP+Vis with a focus on two main
threads of work: (i) NLP for Vis: How to de-
velop and adapt state-of-the-art NLP models
for solving various visualization tasks? and
(ii) Vis for NLP: How to leverage visualization
techniques to interpret and explain complex
NLP models effectively? The tutorial will first
motivate why NLP+Vis is an important area of
research and provide an overview of research
topics on combining NLP and Vis techniques.
Then an overview of state-of-the-art deep learn-
ing models for NLP will be covered. Next, we
will provide an overview of applying visual-
ization techniques to help make NLP models
more interpretable and explainable. In the final
part, we will focus on various application tasks
at the intersection of NLP and Vis. We will
conclude with an interactive discussion of fu-
ture challenges for NLP+Vis applications. The
audience will include researchers interested in
applying NLP for visualizations as well as oth-
ers who focus more generally at the intersection
of machine learning and visualization.

1 Tutorial Overview

Natural language and visualization are two power-
ful modalities of human communication. Visualiza-
tions (Vis) are pervasive as they frequently appear
in research papers, textbooks, reports, news arti-
cles, and webpages in various forms such as charts,
diagrams, and infographics. While visualizations
can be very effective in finding patterns, trends,
and outliers in data, natural language can help ex-
plain the key points in visualizations (Obeid and
Hoque, 2020) and enable users to express their com-
plex information needs about data naturally (Setlur
et al., 2016). For example, recent work on Chart
Question Answering (QA) has demonstrated how

NLP techniques can reduce perceptual and cogni-
tive efforts by automatically answering complex
reasoning questions about charts (Kantharaj et al.,
2022; Masry et al., 2022; Lee et al., 2022) or
by generating natural language summaries from
charts (Shankar et al., 2022; Obeid and Hoque,
2020). We also refer the interested readers to Prof.
Marti Hearst’s keynote (link) at IEEE Vis’22 on
how NLP can help Visualization.

Likewise, visualizations also have critical appli-
cations in the NLP domain. For example, visualiza-
tion techniques can be leveraged to interpret neural
NLP models and to visually explain how a model
makes a prediction (Chatzimparmpas et al., 2020;
Belinkov and Glass, 2019; Li et al., 2016; Tenney
et al., 2020; Strobelt et al., 2018; Vig, 2019), and
more recently to design prompts (i.e., natural lan-
guage instructions accompanied with zero or few
demonstrations) to effectively use large language
models for zero-shot and few-shot task generaliza-
tion (Strobelt et al., 2022).

The proposed tutorial will be aimed at those who
would like to push forward the agenda of tightly in-
tegrating state-of-the-art NLP methods with visual-
izations. To this end, the tutorial aims to cover two
primary topics of interest: (i) NLP for Vis: How to
develop and adapt state-of-the-art NLP models for
solving various visualization-related downstream
tasks? (ii) Vis for NLP: How to leverage visual-
ization techniques to interpret, explain and adapt
complex NLP models effectively?

An overview of the tutorial is provided below:

• In the tutorial, we will first introduce the domain
of NLP+Vis and provide an overview of various
downstream tasks in this domain such as question
answering with charts (e.g., Lee et al. (2022); Kan-
tharaj et al. (2022); Masry et al. (2022)), science
diagrams (Kembhavi et al., 2016), and infograph-
ics (Mathew et al., 2022), as well as natural lan-
guage generation for visualizations (e.g., Shankar
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et al. (2022)) and text-to-chart (e.g., Wang et al.
(2022)).

• Next, we will introduce the state-of-the-art deep
learning methods from NLP which can be lever-
aged for solving various computational tasks for vi-
sualization research. In this part, we will cover top-
ics such as Seq2Seq models, attentions and Trans-
formers, pretraining and fine-tuning of large lan-
guage models (e.g., GPT, BERT, BART, T5). We
will also briefly cover emerging research in multi-
modal NLP (e.g., vision-language, data2NLP).

• Then, we will provide an overview of applying
visualization techniques for making NLP models
interpretable and explainable. In particular, we will
cover how interactive visualization techniques can
be leveraged to understand how the NLP model
internally works and to explain how a specific pre-
diction is made (Tenney et al., 2020; Wallace et al.,
2019; Li et al., 2016; Spinner et al., 2019; Strobelt
et al., 2018; Vig, 2019). We will also discuss the
limitations and common pitfalls of applying visu-
alization to model interpretability. Furthermore,
we will cover how visualization techniques can
be incorporated within interactive machine learn-
ing (Jiang et al., 2019) as well as prompt design
(Strobelt et al., 2022) for zero-shot and few-shot
generalization of large language models like GPT-
3.

• In the final part, we will demonstrate applica-
tions of deep learning to NLP in the areas of vi-
sualizations including visual text analytics (Liu
et al., 2018), chart question answering (e.g., Kan-
tharaj et al. (2022); Masry et al. (2022)), conver-
sational interfaces for visualizations (e.g., Hoque
et al. (2017); Setlur et al. (2020)) and automatic
data-driven story generation (e.g., Shi et al. (2020)).
We will also cover NLP models for enhancing chart
accessiblity and visualization literacy.

• The tutorial will conclude with an overview of
future challenges in the domain of NLP+Vis.

The tutorial will facilitate interactive conversa-
tions with those who participate in person as well
as those who will participate virtually. A website
will host the details of the tutorial including slides
and other resources such as suggested readings as
well as web links to related datasets and code repos-
itories.

1.1 Relevance to ACL Community

There are rapidly increasing research papers that
are being published at the intersection of Vis and
NLP, but to our knowledge, there has not been any
tutorial at any ACL venues. We gave a related tu-
torial at the IEEE Vis 2022 conference. However,
considering the target audience (visualization com-
munity), we restricted the content of that tutorial
to introductory and the NLP for Vis topic only. In
that sense, the scope of the proposed tutorial is
much broader and covers mostly cutting-edge re-
search. Given the growing interest in combining
NLP and visualization and the recent advances in
state-of-the-art deep learning techniques for NLP,
we believe it is a very good time to arrange a tuto-
rial on NLP+Vis.

1.2 Type of the Tutorial

Cutting-edge

1.3 Target Audience and Prerequisites

The tutorial will provide a gentle introduction to
advanced deep learning models for NLP for solv-
ing various visualization-related tasks. Familiarity
with Python (using numpy and PyTorch), Calculus,
Linear Algebra, Basic Probability and Statistics
and Machine Learning basics are expected.

While the primary target audience includes those
interested in applying NLP techniques for visual-
ization, the tutorial may be of interest to those who
are more generally interested to work at the inter-
section of machine learning and visualization.

2 Outline: Tutorial Structure

2.1 Introduction [20 mins]

• What is NLP?

• What is Vis?

• Why NLP+Vis?

• An overview of research topics on combining
NLP and Vis techniques

• An overview of the tutorial

2.2 NLP for Vis [70 mins]

• Encoder-decoder model

• Attention mechanism

• Transformer architecture
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• Self-supervised learning (e.g., BERT, GPT,
BART, T5)

• Applications (QA, Summarization, Dialog)

• Multi-modal deep learning

• Huggingface library

2.3 Coffee Break
2.4 Vis for NLP [25 mins]

• Intro to Vis for Interpretability

• Vis Tools and Use Cases

• Challenges and Limitations

2.5 NLP + Vis Applications [50 mins]
• Visual text analytics

• Natural language interfaces for visualizations

• ChartNLP (e.g., Chart question answering,
Text2Chart)

• Natural language generation for visualization

• Automated data-driven storytelling

• NLP for chart accessibility

• NLP+Vis for inclusions (e.g., promote visual-
ization Literacy)

2.6 Future Challenges [15 mins]
• Building benchmarks for training and evalua-

tion

• Data annotation challenges

• Emerging applications

3 Breadth

30 - 40% of the tutorial materials will come from
the work by the tutorial presenters, and the remain-
ing 60 - 70% will come from other researchers’
work.

4 Promoting Diversity and Inclusions

The tutorial integrates diversity and inclusion-
related topics into the agenda. It is well-known
that the lack of understanding of the important
data aggravates inequalities in access to informa-
tion among different user populations ranging from
vulnerable and marginalized communities (e.g.,

refugees and indigenous communities) to people
who face various physical and cognitive challenges
(e.g., blindness, dementia, autism). For example,
natural language can be helpful in improving chart
accessibility (Sharif et al., 2022) and supporting
novice users in exploring visualizations (Setlur
et al., 2016). The tutorial will highlight possible
application areas of NLP+Vis for promoting inclu-
sions and diversity.

5 Instructors

Shafiq Joty1 is a research director at Salesforce
Research, and is also an Associate Professor (on
leave) at NTU, Singapore. His work has primarily
focused on developing language analysis tools and
NLP applications. A significant part of his current
research focuses on multilingual (machine transla-
tion, cross-lingual transfer), multimodal (visual-
language learning, NLP+Vis, Code+NLP) NLP,
interpretability and robustness of NLP models.
His research contributed to 17 patents and more
than 110 papers in top-tier NLP and ML con-
ferences and journals including ACL, EMNLP,
NAACL, NeurIPS, ICML, ICLR, CVPR, ECCV,
ICCV, CL and JAIR. Shafiq served (or will serve)
as a PC chair of SIGDIAL’23, an S/AC for ICLR-
23, ACL’22, EMNLP’21, ACL’19-21, EMNLP’19,
NAACL’21 and EACL’21 and an AE for ACL-
RR. He gave tutorials at IEEE Vis’22, ACL’19,
ICDM’18 and COLING’18, and taught deep learn-
ing for NLP,2 a graduate-level NLP course, and an
undergraduate NLP course at NTU.

Enamul Hoque3 is an Associate Professor at
York University where he directs the Intelligent Vi-
sualization Lab. Previously, he was a postdoctoral
fellow in Computer Science at Stanford University.
He received the Ph.D. degree in Computer Science
from the University of British Columbia. His re-
search focuses on combining information visualiza-
tion and human-computer interaction with natural
language processing to address the challenges of
the information overload problem. Recently, he
has worked on developing natural language inter-
faces for visualizations (e.g., (Hoque et al., 2017;
Setlur et al., 2020)), automatic chart question an-
swering (Kim et al., 2020; Kantharaj et al., 2022;
Masry et al., 2022), chart retrieval (Hoque and
Agrawala, 2019) and chart summarization (Shankar

1https://raihanjoty.github.io/
2https://ntunlpsg.github.io/ce7455_deep-nlp-20/
3https://www.yorku.ca/enamulh/
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et al., 2022; Obeid and Hoque, 2020). He has also
worked on developing visual text analytics to sup-
port the user’s task of exploring and analyzing con-
versations (e.g., Hoque and Carenini (2014, 2015,
2016); Jasim et al. (2021)). Since his research
is uniquely positioned at the intersection of infor-
mation visualization, NLP, and HCI, he publishes
at the major venues in each of these areas such
as IEEE Vis, ACL, EMNLP, CHI, and UIST. He
serves as an Area Chair for the ACL Rolling Re-
view (2021-) and as a program committee member
(2018-) for the IEEE Vis. He has also been teach-
ing the graduate-level Information Visualization
course at York University for the past 3 years.

Jesse Vig4 is a lead research scientist at Sales-
force Research working on NLP, explainable AI,
and HCI. Much of his research has explored novel
interpretability methods, ranging from causal anal-
ysis of language models (Vig et al., 2020) to atten-
tion interpretation in protein sequence models (Vig
et al., 2021b). He developed the BertViz5 (Vig,
2019) library for visualizing attention in Trans-
former models, as well as the SummVis (Vig et al.,
2021a) and ProVis (Vig et al., 2021b) visualization
tools. His work has appeared in NeurIPS, ICLR,
IUI, UIST, ACL, NAACL, FAccT, and WWW, as
well as the VISxAI and BlackBoxNLP workshops.
Vig’s research has been recognized with a Best
Paper award at the Intelligent User Interfaces con-
ference.

6 Audience Size

We expect 75 - 100 attendees. We gave a similar
tutorial at the 2022 IEEE International Conference
on Visualizations (Vis 2022), a top conference in
data visualization. To the best of our knowledge,
there were 600 - 800 attendees at that conference.
The tutorials were run before the main conference.
Despite this, our tutorial attracted a good number
of attendees (∼ 40).

7 Preferable Venues

Our preferable venues are in the following order:
(i) ACL, (ii) EMNLP, and (iii) EACL

8 Technical Equipment

Projector and Internet access.
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9 Ethical Considerations

We have considered several ethical issues related to
the topics of the tutorial. To respect the intellectual
property of different dataset sources, we will only
use publicly available charts that comply with their
terms and conditions. To promote reproducibil-
ity, we will share the relevant code repositories
and datasets. Finally, we will explain any possi-
ble misuse of techniques presented in the tutorial.
In particular, we foresee one possible misuse of
different models presented in the tutorial which is
to spread misinformation. Currently, NLP model
outputs tend to contain factual errors. Hence, if
such model outputs are published without being
corrected, they may mislead and misinform the
general public.
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