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Abstract

This study explores the capacity of large lan-
guage models (LLMs) to efficiently generate
summaries of informal educational content tai-
lored for platforms like TikTok. It also investi-
gates how both humans and LLMs assess the
quality of these summaries, based on a series
of experiments, exploring the potential replace-
ment of human evaluation with LLMs. Fur-
thermore, the study delves into how experi-
enced content creators perceive the utility of
automatic summaries for TikTok videos. We
employ strategic prompt selection techniques
to guide LLMs in producing engaging sum-
maries based on the characteristics of viral
TikTok content, including hashtags, captivat-
ing hooks, storytelling, and user engagement.
The study leverages OpenAI’s GPT-4 model to
generate TikTok content summaries, aiming to
align them with the essential features identified.
By employing this model and incorporating
human evaluation and expert assessment, this
research endeavors to shed light on the intricate
dynamics of modern content creation, where
AI and human ingenuity converge. Ultimately,
it seeks to enhance strategies for disseminating
and evaluating educational information effec-
tively in the realm of social media.

1 Introduction and Motivation

The omnipresence of social media in recent years is
well-known (Ortiz-Ospina, 2019). The short video
platform TikTok is a notable example due to its
advanced content recommendation algorithm that
is related to the users’ flow experience (Qin et al.,
2022). The algorithm uses multiple features, such
as user interaction or watch time, to tailor the pre-
sented content to each individual. The average us-
age of the TikTok app is roughly 45-60 minutes per
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day, mostly prevalent among school students (Goet-
zen et al., 2023; Lebow, 2023). Therefore, motivat-
ing students to allocate some of their TikTok screen
time to educational content can substantially boost
the amount of time they dedicate to educational
activities. It seems natural then to leverage the
same mechanisms that lead to high usage time in a
positive way, e.g. to increase engagement with and
consumption of educational videos (Shaafi et al.,
2023). However, educators are already heavily bur-
dened in their day-to-day work, as shown by the
high reported burnout rates (Marken and Agrawal,
2022), and should not have the additional task of
summarizing classroom content to fit a short video
format. Therefore, we see a need for effective
summarization as a strategy to distil intricate infor-
mation and to adapt educational content to social
media short videos, especially TikTok.

We focus on text summarization, which serves to
condense comprehensive information into concise
yet coherent forms while preserving fundamental
essence and enabling effective knowledge trans-
mission in various domains, ranging from news
articles to research papers (Allahyari et al., 2017;
El-Kassas et al., 2021; Nenkova and McKeown,
2012). Particularly within the educational context,
content summarization emerges as a potential so-
lution to bridge the disparity between information
overflow and the necessity for accessible and com-
prehensible insights. In social media-driven day-to-
day life, the educational landscape has not wholly
adapted to this. Content summarization would thus
align seamlessly with the evolving demands of ped-
agogical practices on the one hand, and creating
engaging content on the other hand.

The experiments in this paper led to EduQuick, a
textual dataset for educational content summariza-
tion for TikTok video content creation. EduQuick
is a multidomain textual dataset containing 500
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items, topics, source text, summarized articles, and
metadata regarding the source text. We sourced
the educational material from HowStuffWorks and
constructed a template with features we identified
for creating successful TikTok content (Section 4).
We effectively instructed the GPT-4 model (Ope-
nAI, 2023) to generate educational content adher-
ing to the defined template. Next, for 150 of these
summaries, we assessed the generated summaries
through both human evaluation and an instruction-
based evaluation using GPT-4 model (Section 5).
Additionally, we elaborate on our efforts to gauge
the quality and suitability of the educational con-
tent summaries for TikTok by seeking the insights
of experienced TikTok content creators.

To sum up, we see a lot of unused potential in the
use of short videos on social media to drive educa-
tion, but are also aware that the production of these
videos is too time-consuming to be adopted univer-
sally. This is further aggravated because the short
format requires precise planning of the content and
its deliverance, which in turn also makes them an ef-
fective tool for learning (Guo et al., 2014). Hence,
we propose to leverage the summarization capa-
bilities of modern LLMs to automatically create
scripts for short educational videos suitable for so-
cial media platforms from input documents of ed-
ucational content. This would shorten the video
production process and make it a more feasible ap-
proach to modern, blended learning. In order to
make progress on these summaries and their spe-
cial requirements to be successful at TikTok, an
automatic evaluation procedure is necessary. We
will investigate if LLMs can fill this gap. Our en-
deavors culminated in the creation of a novel sum-
marization dataset, along with the formulation of a
comprehensive set of experimental designs. These
designs were meticulously crafted to assess the pro-
ficiency of the GPT-4 model in both summarization
and evaluation tasks. Furthermore, our work has
generated a series of insights highlighting the exist-
ing deficiencies within the summarization domain
and offering valuable guidance on its future tra-
jectory. With this study we hope to inspire more
efforts in this research direction and offer an ap-
proach to the summarization of data tailored for
social media.

The following sections address the research ques-
tions listed below.

• RQ 1: Can LLMs efficiently generate summa-
rizations of informal educational content for

social media?

• RQ 2: How do humans judge the quality of
these summarizations?

• RQ 3: Can the human evaluation be replaced
by LLMs?

• RQ 4: Do experienced content creators rate
the automatic summarizations regarding their
usefulness for TikTok videos in the same way
as crowd-sourced workers (RQ 2)?

2 Background and Related Work

2.1 Short videos for education

The effectiveness of short videos as educational
tools has been part of multiple studies. Guo et al.
(2014) investigate a large-scale dataset of video
engagement data from an online course platform.
They found that videos should be short, and infor-
mal but enthusiastic to increase engagement.

Brame (2016) compiled a survey on how to make
educational videos more effective. The three core
principles they identified are

• to manage cognitive load, e.g. highlighting
keywords and chunking topics into multiple
videos,

• increase engagement, e.g. by the same mech-
anisms identified by Guo et al. (2014),

• and invoke active learning by using interactive
or guiding questions.

We deem TikTok as a possible target platform
for the videos since campaigns like #learnontiktok
already exist. Shaafi et al. (2023) found it to be a
useful teaching tool, as it is widely used, easy to
use and leads to a more engaging learning expe-
rience. Once the video has been produced, it can
be distributed via various social media channels
beyond TikTok.

2.2 Summarization and Education

Summarization is a fundamental Natural Language
Processing (NLP) task that involves distilling large
volumes of information into concise and coherent
summaries. It serves as a valuable tool in vari-
ous domains, including news articles, scientific
papers, and legal documents (Altmami and Menai,
2022; El-Kassas et al., 2021; Kanapala et al., 2019).
Automated summarization techniques have gained
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significant attention since the 1950s due to the ex-
ponential growth of digital content, which necessi-
tates efficient information retrieval and consump-
tion (Luhn, 1958; Allahyari et al., 2017).

The summarization of educational content has
been a topic of research from multiple points of
view. Yang et al. (2013) identified the trend of
learning on mobile devices, and the inconvenience
this creates, if the texts are too long. Their study
found that apt summarizations can help the users’
learning, especially if this aligns the content with
the device used. Miller (2019) used a BERT model
to develop a lecture summarization service to be
used by students, paving the way for the use of
modern Deep Learning-based solutions.

2.3 Large Language Models

Newer advancements such as pre-trained GPT-3/4
(Koubaa, 2023; OpenAI, 2023), BLOOM (Scao
et al., 2022; Science, 2023), Llama models (Tou-
vron et al., 2023), or dialogue-optimized mod-
els like InstructGPT (Ouyang et al., 2022), Chat-
GPT (OpenAI, 2022), and Falcon-40B-instruct (Al-
mazrouei et al., 2023; Penedo et al., 2023; Xu
et al., 2023), have gained attention also in summa-
rization research. These LLM-based approaches
have shown promising results in generating high-
quality summaries. These models can capture
long-range dependencies, handle complex sentence
structures, and produce coherent and contextually
appropriate summaries while being dependent on a
small set of annotated datasets (few-shot approach
also known as in-context learning) or without task-
specific training (zero-shot approach) among oth-
ers (Bražinskas et al., 2020; Fabbri et al., 2020;
Adams et al., 2022). Both few-shot and zero-shot
approaches make use of prompt-based instructions
to tailor the model to generate a desired output. As
such, prompt engineering has emerged as a crucial
discipline for optimizing LLMs by tailoring their
output through prompt-based instructions. It in-
volves developing effective prompting techniques
and leveraging LLMs for various tasks including
summarization. More recent examples of prompt-
ing techniques include chain-of-thought prompt-
ing (Wei et al., 2022), self-consistency prompt-
ing for creating diverse reasoning paths (Wang
et al., 2022), tree-of-thought prompting (Yao et al.,
2023), graph integration (Liu et al., 2023b), ac-
tive prompting (Diao et al., 2023), and multimodal
chain-of-thought prompting through image integra-

tion (Zhang et al., 2023b).

2.4 Summarization Datasets

While a variety of datasets have been instrumental
in advancing content summarization techniques, it
is crucial to note that none of these datasets directly
cater to the specific needs of summarizing educa-
tional content for social media platforms, which de-
mand a more informal and engaging style. Promi-
nent datasets like CNN/Daily Mail (Nallapati et al.,
2016) and Gigaword (Rush et al., 2015; Graff et al.,
2003) primarily focus on news articles, while the
Wikihow (Koupaee and Wang, 2018) focuses on
Wikipedia articles – just to name a few. These ex-
isting datasets have undoubtedly contributed to the
evolution of summarization models. However, they
do not align with the unique characteristics of edu-
cational content designed for platforms like TikTok.
The informal and conversational language style, as
well as the succinct yet attention-grabbing nature of
educational content on social media require a new
approach capturing these distinctive qualities. This
recognition has led to the creation of EduQuick, a
summarization dataset created specifically for ed-
ucational content summarization for social media,
filling a gap that currently exists in the response to
the popularity of bite-sized educational videos, and
a need for summarization techniques that can dis-
till complex topics into captivating and digestible
narratives using the capabilities of LLMs.

3 Data Collection and Preprocessing

To create a dataset containing educational yet enter-
taining content for TikTok videos, the data was ex-
tracted using web scraping techniques from "How-
StuffWorks"1 (Brain, 2023), a website known for
its diverse educational content on subjects includ-
ing science, history, animals, entertainment, cul-
ture, technology, and lifestyle. This choice was
based on the website’s abundance of interesting and
informative material, aligning perfectly with our
aim to produce engaging and educational TikTok
content. We have extracted 100 articles per topic,
resulting in a dataset comprising 500 articles across
5 diverse topics (health, entertainment, animals,
science and auto).

Throughout the collection process, we applied
minimal preprocessing, ensuring that the entirety
of each article’s content was retained to maintain its
integrity and authenticity. In addition to the articles’

1https://www.howstuffworks.com/
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content, we collected valuable metadata, including
citation information, such as article links, authors’
names, publication dates, and extracting dates. The
metadata offers crucial contextual information and
simplifies the process of citing the TikTok content
accurately.

4 Enhancing TikTok Content Creation
through Strategic Prompt Selection

Prompt Design plays a pivotal role in guiding LLM
models to create engaging TikTok content sum-
maries based on the collected articles (as described
in section 3). We decided to adopt a template
prompt that incorporates essential features iden-
tified for viral educational TikTok video content,
as described in section 4.1. These features were
curated based on insights from a qualitative anal-
ysis of renowned educational TikTok content cre-
ators (i.e. @Veritasium, @renegadescienceteacher,
@distilledscience, @ChemTeacherPhil) and the re-
search cited above. The selected prompt ap-
proaches were chosen for their ability to enhance
relevance, captivate viewers’ attention, and ensure
an appealing learning experience.

4.1 Characteristics of Viral TikTok Content

Successful educational TikTok content exhibits a
combination of key features that captivate viewers
and foster a positive learning experience. In this
section, we will focus on some of the aspects that
are relevant to the textual content of viral TikTok
videos. First, incorporating trending hashtags into
TikTok textual content provides enhanced visibil-
ity and reach, drawing more attention to the con-
tent (Ling et al., 2022; Rauschnabel et al., 2019;
Zappavigna, 2015; Daer et al., 2014). To further
seize viewers’ interest, a compelling hook is crucial
– beginning the video with an attention-grabbing
introduction, such as a surprising fact, a thought-
provoking question, or a fascinating statistic related
to the educational topic. By employing storytelling
techniques, creators can establish a connection with
the audience, presenting the content in the form of
a short narrative or engaging anecdote related to
the subject matter. Moreover, making use of story-
telling features in creating educational content en-
hances emotional engagement, making it relatable
and fostering a deeper connection with viewers, as
evident in popular TikTok content.

Educational creators are encouraged to cover a
range of topics, ensuring that the content caters

to various interests and preferences. Additionally,
simplifying complex concepts is key, especially
when targeting viewers who may not possess in-
depth knowledge of the subject. Through the use
of clear and concise language, along with relatable
examples or analogies, content creators can make
their content more accessible. To further promote
engagement, concluding each video with a strong
call-to-action encourages viewers to like, comment,
share, and follow the content creator’s account for
more educational content (Le Compte and Klug,
2021). By inviting viewers to participate by ask-
ing questions or suggesting future topics, creators
can establish an interactive and collaborative envi-
ronment. Finally, teasing upcoming content; e.g.,
using hashtags like "#StayTuned" or "#Coming-
Soon" as well as dividing content into more parts,
fosters anticipation and cultivates a loyal following
(Lin, 2023; Oktopi, 2022; Radulescu, 2022).

4.2 Crafting Effective Prompt for Engaging
Content Creation

In pursuit of creating engaging and consistent con-
tent summaries, we adopted a template prompt ap-
proach to streamline the content creation process.
By designing a comprehensive prompt template
(cf. Fig. 2) based on the selected TikTok features,
we aimed to enhance viewer engagement and align
with our objective of producing educational yet en-
tertaining content. This template encompasses key
elements described in section 4.1 to ensure that the
LLM generates content summaries that incorpo-
rate the features. Leveraging this prompt design,
we empowered the model to effectively distill the
essence of the collected articles and deliver com-
pelling TikTok content.

4.3 Zero-Shot Template Utilization for TikTok
Content Generation

We used OpenAI’s GPT4-8k (OpenAI, 2023)
model to generate TikTok content by adopting a
systematic process. To instruct the model, we used
a template which consists of an instruction that
guides the model on the key features to include
in the generated TikTok content. The dataset of
articles from HowStuffWorks was used as an in-
put, paired with the instruction. Upon generating
the TikTok content summaries, the output from the
model was saved alongside the original dataset of
articles (cf. Appendix A.2 for an example sum-
mary). These combined datasets formed the basis
for the empirical study described in section 5.
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5 Evaluating GPT-4 Generated Content

5.1 Comparing Human and GPT-4 as
Evaluators

To ensure the validity and effectiveness of the gen-
erated TikTok content, an empirical study was con-
ducted following the methodology proposed by Liu
et al. (2023a). For the evaluation process, five par-
ticipants were recruited from Amazon Mechanical
Turk (AMT). We set the workers approval rate to
greater than 98% and provided detailed annotation
instructions. Each participant was presented with
both the original text and the content generated by
GPT-4. They were asked to rate the generated con-
tent on three essential criteria using a 1 to 5 scale
(1 being the worst, and 5 being the best), namely:

• Cohesiveness: Assessing how well the sen-
tences in the story fragment fit together to
form a coherent narrative.

• Likability: Gauging the level of enjoyment
and enjoyment experienced by the participants
while reading the story fragment.

• Relevance: Determining how closely the out-
put aligns with the instruction given to GPT-4
through the template.

See Appendix A.3 for details on the annotation
instructions and a sample of the task presented to
the workers. We also included an optional com-
ment section for workers. We collected five differ-
ent annotations for each combination of the educa-
tional article, assignment (prompt), and summaries.
In the interest of practicality, the evaluation was
conducted on a subset of the dataset, consisting
of 150 randomly selected samples (30 samples per
topic). Given the high cost of human evaluation,
we opted to assess the summaries using an evalua-
tive template prompt created for GPT-4, following
the same instructions as provided to human partici-
pants, described in Figure Number. We evaluated
the same 150 samples with only the GPT-4 model
following Liu et al. (2023a), and focused on this
model as earlier versions did not demonstrate the
level of performance achieved by this one.

Additionally, to ensure the reliability and con-
sistency of the human evaluations, we calculated
the inter-annotator agreement among the five re-
cruited participants. Cases, where at least three an-
notators provided identical ratings for the enlisted
questions, were considered instances of agreement.

Overall, the annotation process yielded a high
inter-annotator agreement, with an overall Krip-
pendorff’s α 84,57 % (Hayes and Krippendorff,
2007; Artstein and Poesio, 2008). To answer RQ
2, this table shows that the humans give the sum-
maries good ratings on all criteria with a high inter-
annotator agreement. This indicates that the model
successfully created summaries that are suitable for
short educational videos on social media. We there-
fore answer RQ 1 positively. The human evaluation
results are compiled in Table 1.

Criteria
Avg. Rating

(150 samples)
Inter-annotator

Agreement
Cohesiveness 3.73 85.06 %
Likeability 3.72 82.26 %
Relevance 3.71 86.40 %

Table 1: Comparison of Average Rating Scores on 150
samples and Inter-Annotator Agreement.

Initially, our intention was to assess not only
the randomly selected 150 samples, which were
also rated by humans but to evaluate the entire
dataset using GPT-4. However, upon reviewing the
results of GPT-4’s evaluation for the 150 samples,
we observed a consistent pattern where the model
consistently assigned a perfect score of 5 across
all criteria, including cohesiveness, relevance, and
likeability. This pattern indicated a low level of
agreement with human annotators. Therefore, we
could not reproduce the same results as Liu et al.
(2023a).

One plausible explanation for this pattern could
be that the summaries were also generated by the
same model. As previously demonstrated, GPT-
based models tend to favor their own generated
text more than text generated by other models (Chi-
ang and Lee, 2023; Liu et al., 2023a). Conversely,
these models exhibit a high degree of sensitivity to
the provided prompt and input data. Consequently,
we hypothesize that this sensitivity may also con-
tribute to the observed disparity in results. This
phenomenon underscores the inherent challenge
of consistently reproducing the same outcomes us-
ing this approach. Other explanations might be
that the criteria are inherently subjective, especially
Likeability, which might be a problem for the used
model. Also, the pretraining on large amounts of
internet text, where positivity is often rewarded,
might play a part in this. In contrast, humans often
opt for moderate scores, such as 4, as they may hesi-
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tate to select perfect scores or lower scores like 2 or
1 (Kiritchenko and Mohammad, 2017; Asaadi et al.,
2019). Therefore, the shortcomings of the model
demonstrated during the evaluation experiments,
lead us to answer RQ 3 negatively: The model is
not a suitable replacement for human evaluation.

5.2 Experiments on the Evaluation Prompt
To ensure the robustness of our experiment’s de-
sign, we experimented with several precautionary
measures as outlined below. However, they did not
lead to any changes in the evaluation results as we
still obtained a perfect score of 5 across all criteria.

First, we tried requesting the model to provide
reasoning for its chosen ratings.

Sample system response:

• Cohesiveness (5/5): The summarization flows
smoothly, linking ideas effectively and paint-
ing a vivid picture of Ledger art and its evolu-
tion.

• Relevance (5/5): The summary perfectly
aligns with the instructions, providing an en-
gaging, informal and enthusiastic script for
a short video. It also incorporates a call for
engagement.

• Likeability (5/5): The summary is very enjoy-
able and compelling. It manages to convey the
historical and cultural importance of Ledger
art in a casual, conversational tone.

Second, we included additional criteria for the
model to assess the summaries. While we acknowl-
edge that the resulting evaluations may not directly
align with human assessments due to the novel
criteria, our objective was to examine whether a
more comprehensive evaluation framework would
impact the behavior of the GPT-4 model. The addi-
tional criteria included:

• Clarity: How clear and easily understandable
is the summary?

• Conciseness: Is the summary free from un-
necessary or redundant information?

• Utility: How useful is the summary for
the purpose of creating content for TikTok
videos?

• Novelty: Does the summary offer a fresh per-
spective or new insights on the source text, or
does it merely restate existing information?

Third, we presented the model with a sample
summary that had been independently evaluated by
two human annotators. This served a dual purpose:
firstly, it demonstrated to the model that human
evaluations could still exhibit traces of subjectivity
in their ratings. Secondly, we assumed it would
educate the model on the nuances of human eval-
uation, highlighting the disparities in assessment
between humans and models for this specific task.
However, we observed that the model copies hu-
man annotations across the given criteria.

Lastly, given the inclination of each LLM to
favor their own generated content over text gen-
erated by other models or humans, we opted for
a systematic approach. We handpicked 20 edu-
cational articles from our dataset and enlisted a
single AMT participant per article. These partic-
ipants were tasked with summarizing the articles,
utilizing the exact same prompt employed with the
model. In a subsequent phase, we once again em-
ployed GPT-4 to assess the summaries created by
humans, taking into account the source article, the
assignment (prompt), and the three criteria outlined
in section 5.1. The results of the GPT-4 evaluation
revealed consistently low scores of 1 across all cri-
teria for all human-generated summaries.

Finally, we initiated a second round of annota-
tion experiments. In this phase, we recruited 5 par-
ticipants and requested them to select the summary
that best conformed to the assignment (prompt)
in order to determine human preference. Remark-
ably, in all instances, all 5 annotators unanimously
favored the text generated by GPT-4 over that gen-
erated by humans for the same article.

5.3 Recommendations for Enhancing GPT-4’s
Evaluation Competence

Based on our observations, we offer the follow-
ing suggestions to fellow researchers who rely on
GPT-4 or other LLMs for evaluation tasks. Due to
the necessity for thorough analysis and experiment
design for each point, we only provide our insights
and potential suggestions.

Fine-Tuning for Summarization: When feasi-
ble, consider fine-tuning your LLM on a dataset
specifically tailored for summarization tasks.

Iterative Feedback Loop: Implement an itera-
tive feedback mechanism that fosters collaboration
between the LLM and human evaluators e.g., using
a reward mechanism. See Stiennon et al. (2022)

Objective Evaluation Metrics: Explore the pos-
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sibility of introducing objective evaluation metrics
where the model provides scores based on mathe-
matical formulas rather than relying solely on sub-
jective criteria.

Comparative Evaluations: If you have access
to multiple LLMs with similar capabilities, con-
sider conducting comparative evaluations. Pair
one model’s generated output with another model’s
evaluation and vice versa.

The empirical study serves as a vital step in val-
idating the quality and adherence of the GPT-4
generated TikTok content to the designated prompt
design and example context.

5.4 Evaluation Involving Content Creators

To further assess the quality and suitability of
the generated educational content summaries for
TikTok, we sought the expert opinions of three
experienced TikTok content creators. Their deep
understanding of the platform’s dynamics and au-
dience preferences makes their insights invaluable
in evaluating the generated content’s efficacy.

We provided the content creators with a sample
set of 10 of the generated summaries and requested
their evaluation. They were asked to assess the
suitability of the summaries as educational content
for TikTok, considering factors such as engage-
ment potential, alignment with TikTok’s informal
style, and the ability to convey information con-
cisely. To facilitate this evaluation, we devised a
simple questionnaire comprising 6 questions, tai-
lored to capture their impressions and observations.
The questionnaire, responses, and observations pro-
vided by these experts are summarized in Figure 1,
and the questionnaire is presented in the Appendix
8. The participants provided a unanimous response
to questions 3 to 5, showing a high level of agree-
ment in those areas. Their responses to the other
questions exhibited only slight variations. Overall,
their ratings consistently exceeded 3, speaking for
the experiment’s validity and the quality of the gen-
erated summaries. Thus, RQ 4 is also answered
positively.

6 The Dataset

The presented dataset is a curated collection of
model-generated text for educational TikTok con-
tent, abbreviated as EduQuick. This dataset is the
result of evaluating and selecting high-quality con-
tent generated by the GPT-4 model following an
empirical study. It aims to provide engaging and

Figure 1: Evaluation of the summaries by experienced
TikTok content creators. The questions are provided in
the Appendix in Fig. 8.

informative summaries suitable for TikTok’s educa-
tional audience. While our evaluation of GPT-4’s
assessment capability, as discussed in the preced-
ing section, did not meet our expectations, it is
worth noting that LLMs have already demonstrated
their capacity to generate high-quality summaries
(Zhang et al., 2023a).

Table 2 presents descriptive statistics of the
dataset. We present statistics that include the av-
erage length of educational articles and their cor-
responding summaries per topic, the token count
per topic, and the distinct count of lemmatized
word forms. Tokenization was performed by split-
ting text based on whitespace. For lemmatiza-
tion, which involves obtaining the base form of
words found in a dictionary, we utilized the En-
glish SpaCy model en_core_web_sm version 3.6.0
(Honnibal et al., 2020).2 We evaluate lexical rich-
ness across topics by reporting root type-token ratio
(RTTR; Guiraud, 1958) as well as the measure of
textual lexical diversity (MTLD; McCarthy and
Jarvis, 2010) computed with the threshold of 0.72
using the Lexical-Richness library (Shen, 2022)3,
as MTLD is less affected by the length of the text.
The educational articles as well as the summaries
exhibit high measures for both RTTR and MTLD,
indicating a noteworthy level of lexical diversity
within the EduQuick dataset.

2https://github.com/explosion/spacy-
models/releases/tag/en_core_web_sm-3.3.0

3https://github.com/LSYS/LexicalRichness
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Average Length Tokens Lemma RTTR MTLD
Topics Articles Summaries Articles Summaries Articles Summaries Articles Summaries Articles Summaries

animals 6185 1156 78395 14526 91604 18178 34.61 25.74 118.23 135.34
auto 7777 1085 132564 18357 156079 22990 33.70 26.65 95.60 124.49
entertainment 8025 1125 1372299 18821 161142 23573 38.29 30.35 95.54 125.72
health 6960 1157 115683 18976 134448 23834 33.39 26.92 103.74 132.87
science 7014 1182 114830 19224 132645 23864 37.81 29.99 95.70 130.06

Table 2: Descriptive statistics of the EduQuick dataset containing a total of 500 samples (RTTR = root type-token
ratio; MTLD = measure of textual lexical diversity).

7 Conclusion and Future Work

In this work we focused on generating engaging
educational content for TikTok. We extracted mate-
rials from HowStuffWorks and created a template
based on successful TikTok features. Using GPT-4,
we instructed the model to generate educational
content based on the template we crafted. We eval-
uated the generated content through human assess-
ment and GPT4 evaluation, resulting in two sets
of evaluation scores, which we term silver4 stan-
dard dataset. The released dataset and evaluation
scores offer valuable resources for future research
and development in natural language generation
for TikTok’s educational content creation.

In future work, exploring advanced techniques
for fine-tuning LLM models specifically for TikTok
content generation could lead to higher-quality and
more engaging educational content. We argue that
the automatic evaluation of this specific content is
still a challenging task since GPT-4 was not able
to fill this gap. While human evaluation through
crowdsourcing is possible, we argue that due to its
high cost, it is impracticable for the development
cycle of summarization systems. We therefore call
on the scientific community to devise an automatic
evaluation procedure, that will in turn facilitate
research into the automatic summarization for edu-
cational short videos.

Moreover, integrating summaries with AI-
generated talking-head videos and audio presents
an intriguing niche for enhancing the educational
impact and viewer engagement of the generated
TikTok content as well as providing a complete
automatic pipeline for social media video genera-

4The term "Silver Standard Dataset" is employed in this pa-
per instead of "Gold Standard Dataset" to reflect the approach
used for evaluation. While traditional gold standard datasets
are typically assessed by human evaluators, our evaluation
process involves employing GPT models and humans. This
distinction underscores the unique evaluation methodology
applied in this research, where an AI model contributed to the
assessment process, leading to the adoption of the term "Silver
Standard Dataset."

tion. Finally, conducting user studies and collecting
feedback directly from TikTok users can provide
valuable insights into their preferences and interests
in educational content, guiding the refinement of
the content generation process and creating TikTok
videos that resonate more effectively with the plat-
form’s diverse audience.

Limitations

The research presented here has notable strengths
in generating engaging educational content for
TikTok and conducting comprehensive evaluations.
However, certain limitations should be acknowl-
edged. The dataset was limited to specific topics
and sources, and a more diverse range of educa-
tional content could provide broader insights. Ad-
ditionally, while the automatic evaluation metrics
were effective, they might not capture all content
quality aspects. employing AMT for human evalu-
ation presented a challenge concerning the utiliza-
tion of emojis, as they were not allowed on this
platform.

Furthermore, our evaluation involving TikTok
content creators, while informative, is subject to
certain limitations. The use of limited sample size
was due to challenges in accessing a broader range
of participants, limiting the representation of di-
verse content creator perspectives. Moreover, in-
dividual variations in content creation styles and
preferences may have influenced evaluations de-
spite efforts to elicit general impressions. While
this study focused on content creators, the insights
might not fully extend to the broader TikTok audi-
ence. To address these limitations, future research
could consider broader participation and a larger,
more diverse content creator sample.

Despite these limitations, this research serves as
a solid foundation for future explorations in edu-
cational content generation for TikTok and other
social media platforms.
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Ethics Statement

Social Media Platforms
While multiple social media platforms have been
a global success, many have raised concerns about
their negative impacts, with research focusing for
example on social media addiction (Pellegrino
et al., 2022). The same mechanisms that lead to the
flow experience, also increase the risk of addiction
(Qin et al., 2022). Consequently, the utilization
of any social media platform for educational pur-
poses should be subject to vigilant oversight and
thorough planning to prevent any potential harm,
especially among younger students.

Experiments Involving Human Participants
The workers we recruited on AMT platform main-
tain their anonymity, a practice aligned with ethical
norms within the community. They were recruited
voluntarily and provided a written consent form to
participate in the study and were allowed to opt-out
at any point in time. Moreover, the AMT workers
were compensated in accordance with the norms
and regulations of the AMT platform for their time
and effort spent on our tasks. We encouraged feed-
back from AMT workers and offered to promptly
address any concerns or issues that might arise
during the research process. However, we did not
record any issues and we received positive feed-
back regarding the experiments.

Furthermore, the content creators assessing our
summaries also opted for anonymity. They were
contacted through the TikTok platform and were
recruited voluntarily for this research project. Prior
to involving TikTok content creators in our study,
we provided a transparent information regarding
the research’s purpose, methodology, and potential
implications. Content creators provided informed
consent, demonstrating their voluntary participa-
tion.
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A Appendix

A.1 Prompt Presented to the GPT-4 Model for the Summarization Task

Figure 2: The prompt presented to the GPT-4 model for the summarization task.

A.2 Example GPT-4 Generated Summary on the Topic of Entertainment
Link to the source article: https://entertainment.howstuffworks.com/horoscopes-astrology/scorpio.htm

Figure 3: Sample GPT-4 generated summary

A.3 Annotation Task Described in Section 5.1
Upon accepting the task, AMT workers were directed to a dedicated page containing concise yet com-
prehensive instructions detailing the task’s execution. The provided figures illustrate these instructions,
offering both a visual guide and an exemplar showcasing the task’s format. The AMT workers received
the source article, the prompt used for generating the summaries, and the summarized text. We provided
straightforward and minimal instructions, asking them to evaluate the summarized texts in relation to the
source articles and the prompt; which was presented as guidance for crafting the summaries.
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Figure 4: The instruction presented on Amazon Mechanical Turk.
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A.4 Summarization Task Described in Section 5.2
The summarization task involved one per source text whose task was to generate a summary based on the
educational article and the requested assignment.
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A.5 Summarization Preference Task Described in Section 5.2
The summarization preference task required participants to make a single choice between the summary
generated by GPT-4 and the one produced by humans for each of the 20 selected articles, along with the
corresponding assignment (prompt). We enlisted the assistance of 5 participants from AMT and provided
them with the task instructions displayed in the image below.
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A.6 Questionnaire Evaluation by TikTok Experts Described in Section 5.4

Figure 8: The questionnaire instructions for content creators evaluation
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