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Abstract

Existing solutions to zero-shot text classifica-
tion either conduct prompting with pre-trained
language models, which is sensitive to the
choices of templates, or rely on large-scale an-
notated data of relevant tasks for meta-tuning.
In this work, we propose a new paradigm
based on self-supervised learning to solve zero-
shot text classification tasks by tuning the lan-
guage models with unlabeled data, called self-
supervised tuning. By exploring the inher-
ent structure of free texts, we propose a new
learning objective called first sentence predic-
tion to bridge the gap between unlabeled data
and text classification tasks. After tuning the
model to learn to predict the first sentence in
a paragraph based on the rest, the model is
able to conduct zero-shot inference on unseen
tasks such as topic classification and sentiment
analysis. Experimental results show that our
model outperforms the state-of-the-art base-
lines on 7 out of 10 tasks. Moreover, the
analysis reveals that our model is less sensi-
tive to the prompt design. Our code and pre-
trained models are publicly available at https:
//github.com/DAMO-NLP-SG/SSTuning.

1 Introduction

Recent advances in pre-trained language models
(PLMs) have brought enormous performance im-
provements in a large variety of NLP tasks (Rad-
ford and Narasimhan, 2018; Devlin et al., 2019).
These paradigm shifts towards leveraging generic
features learnt by PLMs are driven by the high
data cost required for learning each new NLP task
afresh. One promising learning method that echoes
this paradigm shift is zero-shot text classification,
which predicts text labels on unseen tasks. Zero-
shot text classification has attracted considerable
research attention in recent years (Wei et al., 2022;
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Figure 1: Zero-shot learning approaches: (a) prompting,
(b) meta-tuning, and (c) our proposed self-supervised
tuning method.

Sanh et al., 2022; Yang et al., 2022), as labeled data
is no longer a necessity for relearning new feature
representations for untrained specific tasks.

Existing studies on zero-shot text classification
can be briefly classified into two types, as shown
in Figure 1. The first type is prompting, which
uses PLMs to predict labels with designed tem-
plates and verbalizers (Figure 1 (a)). This can
be achieved by leveraging the generation capabil-
ity of large language models (Brown et al., 2020;
Chowdhery et al., 2022), or reformulating text clas-
sification task as a mask-filling task (Schick and
Schütze, 2021; Schick and Schütze, 2021). Like-
wise, generation-based methods (Meng et al., 2022;
Ye et al., 2022) and mining-based methods (van de
Kar et al., 2022) also rely on prompting to generate
or filter noisy labeled samples, which are used for
further fine-tuning. The second type is meta-tuning
which fine-tunes a PLM on a collection of labeled
data of related tasks before conducting inference
on unseen tasks (Figure 1 (b)). By reformulating
the annotated data into instruction templates (Wei
et al., 2022; Sanh et al., 2022), question-answer
pairs (Khashabi et al., 2020; Zhong et al., 2021),
multiple-choice questions (Yang et al., 2022) or
entailment pairs (Yin et al., 2019; Ding et al., 2022;
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Du et al., 2023), and fine-tuning on them, PLMs
perform well on unseen tasks.

Despite the achieved performance, existing meth-
ods have several limitations. Prompting has shown
to be sensitive to the choice of patterns and ver-
balizers (van de Kar et al., 2022). This makes it
difficult to design different templates specifically
for each task. In addition, generation-based and
mining-based methods require fine-tuning PLMs
for each downstream task, which is inefficient for
deployment. On the other hand, meta-tuning relies
on labeled data of relevant tasks or in specific for-
mats to facilitate the learning of desired patterns.
The requirement for such large-scale annotated data
narrows its application scope.

To address the above issues, we propose to lever-
age self-supervised learning (SSL) for zero-shot
text classification tasks. SSL has been widely used
during the pre-training stage of PLMs to alleviate
the need for large-scale human annotations (De-
vlin et al., 2019; Lan et al., 2020) by exploiting the
intrinsic structure of free texts. Therefore, with a
suitable SSL objective, the model is able to capture
certain patterns with the auto-constructed training
data and can be applied to a wide range of down-
stream tasks in a zero-shot manner without spe-
cific designs. To our best knowledge, this is the
first work to exploit SSL at the tuning stage for
zero-shot classification, which we refer to as self-
supervised tuning (SSTuning).

The biggest challenge of applying SSTuning to
zero-shot text classification tasks is to design a
proper learning objective that can effectively con-
struct large-scale training samples without manual
annotations. Intuitively, the core of the text classifi-
cation task can be treated as associating the most
suitable label to the text, given all possible options.
Motivated by this observation, we propose a new
learning objective named first sentence prediction
(FSP) for the SSTuning framework to capture such
patterns. In general, the first sentence tends to
summarize the main idea of a paragraph. There-
fore, predicting the first sentence with the rest of
the paragraph encourages the model to learn the
matching relation between a text and its main idea
("label"). To generate training samples, we use the
first sentence in the paragraph as the positive op-
tion and the rest as text. The first sentences in other
paragraphs are used as negative options. Specifi-
cally, if negative options are from the same article
as the positive option, they are regarded as hard

negatives since the sentences in the same article
normally have some similarities, such as describ-
ing the same topic. Hard negatives may force the
model to learn the semantics of the text instead
of simply matching the keywords to complete the
task.

In the inference phase, we convert all possible
labels of a sample into options, which can be done
in two simple ways: 1) use original label names;
2) convert labels using the templates (like "This
text is about [label name]"). Then the text and
options are combined to create the final input. The
tuned model can thus retrieve the most relevant
option as the predicted label of the text. Since the
tuned model has seen a large number of samples
and various first sentences as options, which has
a higher chance to consist of similar options to
the ones at the inference phase, its performance is
less sensitive to verbalizer design. In this way, our
SSTuning enables efficient deployment of PLM
for classifying texts of unseen classes on-the-fly
without requiring further tuning with labeled data
or unlabeled in-domain data.

Our main contributions are:

• We propose a new learning paradigm called
self-supervised tuning (SSTuning) to solve
zero-shot text classification tasks. A simple
yet effective learning objective named first
sentence prediction is designed to bridge the
gap between unlabeled data and text classifi-
cation tasks.

• We conduct extensive experiments on 10 zero-
shot text classification datasets. The results
show that SSTuning outperforms all previous
methods on overall accuracy in both topic clas-
sification tasks and sentiment analysis tasks.
Our analysis further demonstrates that our
model is less sensitive to prompt design.

2 Proposed Method

In this section, we discuss our proposed framework,
SSTuning, and provide details for our dataset prepa-
ration process using the idea of first sentence pre-
diction (FSP), the tuning phase, and the zero-shot
inference phase.

2.1 First Sentence Prediction

Text classification can be regarded as selecting the
most relevant label for the text, given all possible
labels. Based on such observation, we propose the
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Jim Berryman (born February 17, 
1947) is a ... He is the former mayor 
of Adrian …

On January 6, 2012, Berryman …
He ran against the incumbent …

…

General Motors

The General Motors Company (GM) is an
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…
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an American in the …
…

...
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Text: He is the former mayor of Adrian …
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Jim Berryman (born February 17, 1947) is a…

Hard negative options:
1. On January 6, 2012, Berryman …

Negative options:
1. Since the late 1960s, Flint has faced

several crises. 
2. The General Motors Company …

Options:
1. This text is about politics. 
2. This text is about sports. 
3. This text is about business. 
4. This text is about technology. 

Input:
(A) This text is about politics. (B) This
text is about sports. (C) This text is
about business. (D) This text is about
technology. (E) [PAD] [SEP] Sneaky
Credit Card Tactics Keep …

Label: C

Input:
(A) On January 6, 2012, Berryman …
(B) Jim Berryman (born February 17,
1947) is a… (C) Since the late 1960s,
Flint has faced several crises. (D)
[PAD] (E) The General Motors …
[SEP] He is the former mayor of
Adrian …
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Figure 2: Data construction for SSTuning (top) and zero-shot inference (bottom). The number of labels Nmodel is set
as 5 here. The SSTuning example is from Wikipedia and the inference example is from AG News dataset.

FSP task to create datasets for our SSTuning by
mimicking the same structure.

We design the FSP task by considering both the
nature of the unlabeled corpus and the input/output
format of classification tasks. In this subsection,
we describe in detail how to construct the tuning
and validation sets from the unlabeled corpus. Fig-
ure 2 shows the core procedures for our dataset
generation.

Data filtering. We first filter data to select ap-
propriate paragraphs for tuning (more details are
shown in A.1). Removing meaningless sentences
ensures data quality, which helps improve the per-
formance of the model.

First sentence as the positive option. We con-
sider an article An that contains M paragraphs, i.e.,
An = [Pn

1 , P
n
2 , ...P

n
M ], and suppose paragraph Pn

m

has K sentences [Sn,m
1 , Sn,m

2 , ..., Sn,m
K ], the posi-

tive option On,m
c and the text xn,m are:

On,m
c = Sn,m

1 (1)

xn,m = [Sn,m
2 , ..., Sn,m

K ] (2)

As shown in Figure 2, we can retrieve the first
sentence "Jim Berryman (born February 17, 1947)
is a ... " as the positive option and the rest of the
paragraph "He is the former mayor of Adrian ..."
as the text for the first paragraph in the article.

Negative sampling. After getting the positive
option, we randomly sample J "first sentences"
from other paragraphs [Sn1,m1

1 , Sn2,m2
1 , ...SnJ ,mJ

1 ]

as negative options, where J is a random num-
ber that satisfies 1 ≤ J ≤ NmaxLabel − 1. We
let NmaxLabel denote the maximum number of la-
bels that are first sentences, which is pre-defined
to ensure the total number of tokens for options is
not too long. It is less or equal to Nmodel, where
Nmodel is the number of labels for the model output
layer. Having a random number of negative options
bridges the gap between tuning and zero-shot in-
ference since the number of classes for evaluation
datasets may vary from 2 to Nmodel.

Hard negatives. During negative sampling, if the
negative options and the positive option are from
the same article, we call the options hard negatives.
Inspired by the successful application of hard nega-
tives in Gao et al. (2021b), we purposely add more
hard negatives to enhance the model performance.
Sometimes, when we read articles, we notice that
the same words appear in the first sentence and the
rest of the paragraph. As shown in Figure 2, we
can use the word "Berryman" to quickly find the
corresponding first sentence for the text. However,
if we add the hard negative "On January 6, 2012,
Berryman ...", the model has to understand the true
semantics to choose the positive option.

Option padding. We pad the options with the
special "[PAD]" token to make the input format
consistent between the tuning phase and the infer-
ence phase. Specifically, if the total number of op-
tions after negative sampling is (J + 1) < Nmodel,
we will add (Nmodel − J − 1) [PAD] options. Thus
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the final list of options is:

On,m = [Sn,m
1 , Sn1,m1

1 , Sn2,m2
1 , ...SnJ ,mJ

1 ,

O1
PAD, O

2
PAD, ...O

Nmodel−J−1
PAD ]

(3)

Generating final text and label. We shuffle the
option list because the position of a positive op-
tion is random in the evaluation datasets. After
shuffling, we assume the option list is:

On,m
shuffle = [O0, O1, ...ONmodel−1], (4)

where the positive option On,m
c = Oj . Then the

label for this sample is:

Ln,m = j. (5)

The final input text is the concatenation of the
above components:

xn,minp = [CLS]{(Ti) Oi}Nmodel−1
i=0 [SEP]xn,m[SEP]

(6)
where Ti is the i-th item from the index indicator
list T (e.g. [A,B,C...]), [CLS] is the classification
token, and [SEP] is the seperator token used by
Devlin et al. (2019).

Thus the final text-label pair (xn,minp , Ln,m) is the
generated sample. We can repeat this process to
generate a large number of samples as the tuning
set. The validation set can also be generated in the
same way. Note that if we select a corpus that only
contains paragraphs instead of articles, we can treat
each paragraph as an article, and no hard negatives
are generated.

2.2 Tuning Phase

2.2.1 Network Architecture
We employ BERT-like pre-trained masked lan-
guage models (PMLM) as the backbone, such as
RoBERTa (Liu et al., 2019) and ALBERT (Lan
et al., 2020). Following Devlin et al. (2019), we
add an output layer for classification. Such models
have both bidirectional encoding capabilities and
simplicity. Generative models are not necessary
since we only need to predict the index of the cor-
rect option. We do not make any changes to the
backbone so that the method can be easily adapted
to different backbones. In order to cover all test
datasets, we config the number of labels for the
output layer as the maximum number of classes for
all test datasets, denoted by Nmodel.

2.2.2 Learning Objective
Traditional text classification with PMLMs like
BERT maps each classification layer output to a
class. Such a design requires a dedicated output
layer for each dataset as they have different classes.
Instead, our learning object for FSP with the same
network is to predict the index of the positive op-
tion. In this way, we can use the output layer for
both tuning and inference and for various kinds of
datasets.

As shown in Figure 2, we concatenate the labels
and the text as input. The outputs are the indices
(0, 1, 2..., which correspond to A, B, C), which are
the same as traditional classification datasets. We
use a cross-entropy loss for tuning the model.

2.3 Zero-Shot Inference Phase
During the zero-shot inference phase, we can infer
directly by converting the input of the sample to
the same format as that in the tuning phase.

2.3.1 Input Formulation
As shown in Figure 2, the zero-shot inputs are for-
mulated similarly as the tuning phase, except 1)
instead of using first sentences as options, we con-
vert the class names to options. Actually, we can
simply use the original labels or some simple tem-
plates like “This text is about [label name].” for
the conversion, thus little to no effort is needed. 2)
No shuffling is needed. Since the converted input
and output during SSTuning and zero-shot phases
are the same, no further adjustment of the model is
required.

2.3.2 Constrained Prediction
Since the dimension of the output logits (Nmodel)
may be different from the number of classes in a
dataset (NL), the predictions may be out of range
(e.g. the model may output 3 for a dataset with
2 classes). To solve this issue, we simply make
predictions based on the first NL logits:

P = argmax(logits[0 : NL]) (7)

where P is the index for the positive option.

3 Experiment Setup

3.1 SSTuning Datasets
We choose English Wikipedia and Amazon review
dataset (2018) (Ni et al., 2019) for SSTuning. The
Wikipedia corpus has more than 6.2M articles1 by

1https://en.wikipedia.org/wiki/Wikipedia:
Size_of_Wikipedia

1746

https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia


the end of 2021, while Amazon Review Data has
around 233.1M reviews2. Wikipedia articles typi-
cally use formal expressions and Amazon reviews
contain informal user-written texts, together cover-
ing different genres of text.

For English Wikipedia, we collect articles up to
March 1st, 2022. To balance the dataset, we select
up to 5 paragraphs in each article. The generated
dataset has 13.5M samples. For the Amazon review
dataset, we only use the review text to create our
SSTuning dataset, ignoring other information such
as summary and vote. The Amazon review dataset
has 29 categories. To keep the model from being
dominated by a certain category, we select up to
500k samples from each category. In the end, we
collected 11.9M samples.

To have a balanced dataset, we sample 2.56M
from the Wikipedia dataset and 2.56M from the
Amazon review dataset, forming a total of 5.12M
samples as the tuning dataset. In addition, we sam-
pled 32k from each of the two datasets, forming a
validation set consisting of 64k samples.

3.2 Evaluation Datasets

We evaluate the models on 4 topic classification
(TC) tasks, including Yahoo Topics (yah) (Zhang
et al., 2015), AG News (agn) (Zhang et al., 2015),
DBPedia (dbp) (Zhang et al., 2015) and 20news-
group (20n) (Lang, 1995), and 6 sentiment analysis
(SA) tasks, including SST-2 (sst2) (Socher et al.,
2013), IMDb (imd) (Maas et al., 2011), Yelp (ylp)
(Zhang et al., 2015), MR (mr) (Pang and Lee, 2005)
and Amazon (amz) (Zhang et al., 2015), which
are binary classification tasks, and SST-5 (sst5)
(Socher et al., 2013), a fine-grained 5-class SA task.
Detailed data statistics for each testing dataset are
presented in Table 6 in Appendix A.

Following the baselines (Yang et al., 2022;
van de Kar et al., 2022; Gera et al., 2022), we
report the accuracy on the test set when available,
falling back to the original validation set for SST-2.

3.3 Baselines

We choose the following baselines for comparison
after considering their relevancy, impact, check-
point availability, and model sizes:

• Textual entailment (TE) (Yin et al., 2019): Fol-
lowing Gera et al. (2022), we download the
off-the-shelf models trained on MNLI and use

2https://nijianmo.github.io/amazon/

the default hypothesis template "This example
is []." for evaluation.

• TE-Wiki (Ding et al., 2022): This model is
also trained with entailment methods but with
a dataset constructed from Wikipedia.

• Prompting-based method (Schick and
Schütze, 2021): We compare with the results
using multiple verbalizers reported in (van de
Kar et al., 2022).

• Mining-based (van de Kar et al., 2022): The
method has three steps, which are mine, filter
and fine-tune. We compare with the results
reported.

• UniMC (Yang et al., 2022): We download the
released checkpoint and test the model with-
out question prompts since the reported results
on text classification tasks are better on aver-
age.

We followed the setups and verbalizers of the
original works as much as possible. If the original
work does not have verbalizers for a dataset, we
will use the same or comparable verbalizers as ours,
as shown in Table 7.

3.4 Implementation Details
To test the performance of the proposed method
on different model sizes and architectures, we
tune three versions of models, which are based on
RoBERTabase, RoBERTalarge (Liu et al., 2019), and
ALBERTxxlarge (V2) (Lan et al., 2020), denoted
as SSTuning-base, SSTuning-large, SSTuning-
ALBERT, respectively. We set the maximum token
length as 512 and only run one epoch. We repeat
all the experiments 5 times with different seeds by
default. The experiments on SSTuning-base and
SSTuning-large are run on 8 NVIDIA V100 GPUs
and the experiments on SSTuning-ALBERT are
run on 4 NVIDIA A100 GPUs.

The hyperparameters for fine-tuning and SSTun-
ing are shown in Table 8. We set the batch size
based on the constraint of the hardware and do a
simple hyperparameter search for the learning rate.
We do not add hard negatives for the Amazon re-
view dataset since the reviews are not in the format
of articles. We also tried to use the negative options
from the same product category as hard negatives
but did not find any meaningful improvement. We
set Nmodel as 20 and NmaxLabel as 10 after simple
experiment.
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4 Results and Analysis

4.1 Main Results

The main results are shown in Table 1. We have the
following observations: 1) Our method SSTuning-
ALBERT achieves new state-of-the-art results on 7
out of 10 datasets, and significantly reduces the gap
between fine-tuning and zero-shot methods com-
pared to UniMC (from 10.6 to 7.2) , showing the
superiority of our proposed method. 2) With the
same backbone, SSTuning-ALBERT outperforms
UniMC by 3.4% on average. Note that different
from UniMC, we do not utilize any labeled data
to conduct meta-tuning, but purely rely on auto-
constructed data for self-supervised tuning, which
not only has a much large scale of data but also has
more abundant options (first sentences). 3) Compar-
ing methods based on RoBERTabase, RoBERTalarge
and BARTlarge, our SSTuning-large and SSTuning-
base are the two best-performing models on av-
erage. We also observe that SSTuning-large out-
performs UniMC, despite the latter possessing a
stronger backbone. 4) Our models do not perform
very well on SST-5, which is a fine-grained senti-
ment analysis task. Maybe we can generate more
fine-grained options from the unlabeled corpus to
improve performance on such tasks. We leave it as
a future work.

4.2 Ablation Study

4.2.1 Ablation on Tuning Datasets
We utilize both the Amazon review dataset and En-
glish Wikipedia during the tuning stage. To evalu-
ate their effectiveness, we conduct ablation studies
to create two model variants that are only trained
on one dataset. We set the number of samples
for each case to 5.12M for a fair comparison. As
shown in Table 2, both datasets contribute to the
final performance, thus discarding any one leads
to a performance drop. It is interesting that tun-
ing with Amazon review data performs the same
as tuning with Wikipedia on topic classification
tasks. This is unexpected since Wikipedia is more
related to topic classification tasks intuitively. We
anticipate the reason is that the backbone models
have already been pre-trained with Wikipedia, thus
further tuning with it does not bring significant
advantages.

4.2.2 Alternative Tuning Objectives
We have proposed first sentence prediction (FSP)
as the tuning objective to equip the model learn-

ing to associate the label and text in the inference
stage. We consider some alternative objectives here
for comparison: 1) last sentence prediction (LSP),
which treats the last sentence as the positive option
for the rest of the paragraph; 2) next sentence se-
lection (NSS)3, which treats the first sentence in
a consecutive sentence pair as text and the next
as the positive option; 3) random sentence predic-
tion (RSP), which randomly pick a sentence in a
paragraph as the positive option and treat the rest
as text. The comparison between the four settings
is shown in Table 3. We find that FSP performs
the best, especially for topic classification tasks.
Among the alternatives, utilizing LSP as the tuning
objective leads to the best performance, which is
expected since the last sentence in a paragraph usu-
ally also contains the central idea, sharing a similar
function as the first sentence. Unlike topic classi-
fication tasks, the four settings perform similarly
on sentiment analysis tasks. The possible reason is
that each sentence in a paragraph shares the same
sentiment.

4.3 Analysis
4.3.1 Impact of Verbalizer designs
During self-supervised tuning, the model saw a
large number of first sentences as options, which
may contain similar options to the unseen tasks,
thus it may have better generalization capabilities.
To test how robust the model is to the verbalizer
changes compared with UniMC, we design 10 sets
of verbalizers for SST-2 and IMDb, covering var-
ious scenarios: 1) verbalizers with a single word;
2) verbalizers with different punctuation marks; 3)
combinations of single verbalizers; 4) different for-
mat for different classes. For a fair comparison,
we only use one of our checkpoints and compare
it with the UniMC checkpoint released. The re-
sults are shown in Table 4. We find that SSTuning-
ALBERT performs better on average and is more
stable. For the most challenging case, which is
"Terrible!" and "I like the movie! It is wonderful!",
SSTuning-ALBERT outperforms UniMC by 20.4
points for SST-2 and 17 points for IMDb.

4.3.2 Classification Mechanism
To investigate how our models make correct de-
cisions, we did a case study on a movie review
example. As shown in Figure 3, we used SSTuning-
base (number of labels configured as 2) to classify

3Note that we use NSS here to distinguish from NSP (next
sentence prediction) used by Devlin et al. (2019).
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Backbone Labeled Topic Classification Sentiment Analysis Avg
yah agn dbp 20n sst2 imd ylp mr amz sst5

Fine-tuning❖ RoBERTalarge - 77.1 95.5 99.2 75.3 95.9 96.4 98.3 91.3 97.2 59.9 88.6

TE-Wiki BERTbase ✓ 56.5 79.4 90.4 53.9 57.3 62.0 58.5 56.2 55.8 24.5 59.5
TE-MNLI RoBERTalarge ✓ 28.6 77.6 60.4 40.2 89.6 90.2 92.8 82.8 92.0 48.8 70.3
TE-MNLI BARTlarge ✓ 48.2 74.8 57.1 35.4 89.0 91.1 93.1 81.4 91.9 47.7 71.0
Prompting* RoBERTabase - 34.1 54.6 51.1 - 81.9 81.8 83.1 78.3 83.5 - -
Mining-based* RoBERTabase ✗ 56.1 79.2 80.4 - 85.6 86.7 92.0 80.5 92.0 - -
UniMC* ALBERTxxlarge ✓ - 81.3 88.9 - 91.6 94.8 - - - - -
UniMC (Rerun) ALBERTxxlarge ✓ 59.0 84.3 89.2 43.7 90.1 93.6 94.3 87.3 93 45.6 78.0

SSTuning-base RoBERTabase ✗ 59.1 79.9 82.7 47.2 86.4 88.2 92.9 83.8 94.0 45.0 75.9
SSTuning-large RoBERTalarge ✗ 62.4 83.7 85.6 56.7 90.1 93.0 95.2 87.4 95.2 46.9 79.6
SSTuning-ALBERT ALBERTxxlarge ✗ 63.5 85.5 92.4 62.0 90.8 93.4 95.8 89.5 95.6 45.2 81.4

Table 1: Main results for 4 topic classification tasks and 6 sentiment analysis tasks. ❖: the original training sets (see
dataset sizes in Table 6) are used to provide results under supervised settings, served as upper bound, otherwise
zero-shot results are reported. *: results are taken from corresponding papers. "Labeled" indicates whether the
model uses labeled (✓) or unlabeled (✗) data. "Avg" is the arithmetic mean accuracy of all the datasets. For
SSTuning models, we report the mean accuracy of 5 runs using different seeds. The best results for each dataset are
in bold.

TC SA All

Amazon 63.4 81.4 74.2
Wikipedia 63.4 77.9 72.1
Amazon + Wikipedia 67.2 81.7 75.9

Table 2: Zero-shot results with different tuning datasets.
The best result is in Bold.

TC SA All

First sentence prediction 67.2 81.7 75.9
Last sentence prediction 59.8 82.2 73.3
Next sentence selection 54.8 81.9 71.1
Random sentence prediction 56.8 80.8 71.2

Table 3: Zero-shot results with different tuning objec-
tives. The best results are in Bold.

whether the movie review "A wonderful movie!"
is negative or positive. We set the verbalizers as
"Bad." and "It’s good." to see how the length of
options impacts the decision. The prediction of the
model is 1, which is correct. We find that [CLS] to-
ken attends more to the second opinion, especially
to the tokens around the index indicator "B" in the
last layer. This is consistent with our intuitions.
For humans, when we do classification tasks, we
normally compare the options and select the op-
tion that best matches the text. We show additional
attention maps and analysis in Appendix B.2.3.

4.3.3 Importance of Index Indicators
To further understand how the index indicator
guides the model to make the prediction, we em-
ploy different indicator designs during the tuning

Figure 3: Attention map of [CLS] token (which is <s>
here for RoBERTa backbone) in the last layer for a
movie review. This figure is generated with BertViz
(Vig, 2019).

and inference stage. Specifically, we consider dif-
ferent formats of the index indicator, which are: 1)
alphabet characters (A, B, C...), which is the de-
fault format; 2) numerical index (0, 1, 2...); 3) same
index indicator for all options (0, 0, 0...). During
the inference, we also consider two special indica-
tors: 4) same alphabet characters (A, A, A...), and
5) rearranged alphabet characters (B, A, D, C...).
The results are shown in Table 5. There is not much
difference between using alphabet characters and
numerical indexes, as shown in cases 1 and 2. As
shown in case 3, using the same characters will de-
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Verbalizer for "negative" Verbalizer for "positive" UniMC(w/o Qn) SSTuning-ALBERT

SST-2 IMDb SST-2 IMDb

Bad. Good. 87.0 91.9 90.7 93.9
Terrible. Great. 88.5 91.7 91.4 94.3
Negative. Positive. 86.0 90.3 92.2 92.6
Negative! Positive! 88.9 90.2 92.1 92.4
Terrible! Awesome! 88.4 91.1 90.9 94.0
Bad, terrible and negative. Good, great, and positive. 80.7 87.5 87.3 90.8
I don’t like the movie! I like the movie! 91.5 92.9 89.8 90.3
Terrible! I like the movie! It is wonderful! 66.4 75.1 86.8 92.1
It’s terrible. It’s great. 91.6 93.0 90.6 94.1
It’s negative. It’s positive. 85.6 89.9 89.2 91.3

Average 85.5 89.4 90.1 92.6
Standard Deviation 7.4 5.3 1.9 1.5

Table 4: Comparison of zero-shot results for 2 sentiment analysis tasks with different verbalizers. The best average
results are in bold.

Tuning Inference Avg Std

1 (A, B, C...) (A, B, C...) 75.9 0.3
2 (0, 1, 2...) (0, 1, 2...) 75.6 0.4
3 (0, 0, 0...) (0, 0, 0...) 74.1 0.6

4 (A, B, C...) (A, A, A...) 32.0 1.1
5 (A, B, C...) (B, A, D, C...) 23.4 12.1

Table 5: Performance with same and different index
indicators during tuning and inference. “Std” indicates
Standard Deviation.

grade the performance but not much, which means
the model can rely on position embedding of the
index indicator to make the correct predictions. As
shown in cases 4 and 5, using inconsistent index
indicators will greatly degrade the performance,
which further verifies the importance of using con-
sistent index indicators to make correct predictions.

4.3.4 Impact of Hard Negative Samples
Intuitively, adding more hard negatives will make
the task more difficult, thus forcing the mode to
better understand the semantics of the sentences.
We tested the impact of hard negatives based on
two settings: 1) train with both the Amazon reviews
and Wikipedia, each with 2.56M samples; 2) train
with only 2.56M Wikipedia samples. We don’t
train with only Amazon reviews since they don’t
have hard negatives. The results with 0, 1, 3, 5, 7, 9
hard negatives are shown in Figure 4.

In general, adding more hard negatives will im-
prove the performance. For the case with both
datasets, the impact of hard negatives is small. This
is because the Amazon review dataset alone can
achieve good performance, as shown in Table 2.

0 1 3 5 7 9
No. of hard negatives

60

65

70

75

Ac
cu

ra
cy

 (%
)

Amazon+Wiki
Wiki

Figure 4: Zero-shot accuracy with different numbers of
hard negatives.

However, hard negatives have a significant impact
on the setting with only Wikipedia for tuning. The
possible reason is that without hard negatives the
model may only learn keyword matching instead
of semantics since the keywords may appear many
times in the same Wikipedia article.

4.3.5 Additional Analysis
We report additional analysis in Appendix B.2. As
shown in Figure 5, we can further improve the
performance by increasing the tuning sample size.
We also compared SSTuning-base with different
numbers of output labels Nmodel. As shown in Ap-
pendix B.2.2, we can increase Nmodel to inference
on datasets with more classes.

5 Related Work

Zero-shot text classification. Zero-shot learning
has the advantage that no annotated data is required
for downstream tasks. Prompting-based methods
(Brown et al., 2020; Chowdhery et al., 2022; Schick
and Schütze, 2021; Gao et al., 2021a) that refor-
mulate the inputs as prompts can perform much
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worse in the zero-shot setting than few-shot set-
tings as it may be hard for the PLMs to interpret
the templates. A better option may be mining-
based method (van de Kar et al., 2022), which
mines the labeled data from the unlabeled corpus
for fine-tuning each downstream task. Similarly,
generation-based approaches (Meng et al., 2022;
Ye et al., 2022) generate labeled data with a gener-
ative PLM.

More works on zero-shot text classifications
are based on transfer learning. Instruction-tuning-
based models like FLAN (Wei et al., 2022) and T0
(Sanh et al., 2022), fine-tine PLMs on a collection
of datasets described by instructions or prompts
to improve performances on unseen tasks. PLMs
can also be meta-tuned (Zhong et al., 2021) on text
classification datasets and do zero-shot on other
classification datasets. UniMC (Yang et al., 2022)
converts several tasks to multiple-choice tasks and
does zero-shot inference on tasks that can be for-
mulated in the same format. Another line of work
is to convert text classification problems to textual
entailment problems. By fine-tuning on natural
language inference datasets (Yin et al., 2019) or
a dataset from Wikipedia (Ding et al., 2022), the
models can do inference directly on text classifica-
tion datasets. Instead of using annotated datasets,
we only need unlabeled data to generate a large
number of labeled samples as tuning and validation
sets by exploring the inherent text structure.

Self-supervised learning. Self-supervised learn-
ing has been widely applied during language model
pre-training by leveraging the input data itself as
supervision signals (Liu et al., 2021). Left-to-
right language modeling (Radford and Narasimhan,
2018) and masked language modeling (Devlin et al.,
2019; Liu et al., 2019; Lan et al., 2020) help learn
good sentence representations. In order to capture
the sentence-level relations of downstream tasks,
Devlin et al. (2019) pre-train a next sentence pre-
diction task and Lan et al. (2020) use sentence
order prediction task to model the inter-sentence
coherence. Wang et al. (2020) combine the two
objectives to form a three-way classification task.
Instead of modeling the inter-sentence relations,
Meng et al. (2021) employs sequence contrastive
learning to align the corrupted text sequences that
originate from the same input source and guarantee
the uniformity of the representation space. Our
work uses a harder learning objective called first
sentence prediction: given several options and text,

find the corresponding first sentence preceding the
text.

6 Conclusions

In this work, we propose a new learning paradigm
called SSTuning for zero-shot text classification
tasks. By forcing the model to predict the first sen-
tence of a paragraph given the rest, the model learns
to associate the text with its label for text classifi-
cation tasks. Experimental results show that our
proposed method outperforms state-of-the-art base-
lines on 7 out of 10 tasks and the performance is
more stable with different verbalizer designs. Our
work proves that applying self-supervised learning
is a promising direction for zero-shot learning. In
the future, we plan to apply SSTuing to other tasks
by designing proper learning objectives.

Limitations

In this work, we proposed SSTuning for zero-shot
text classification tasks. During inference, we may
need to design verbalizers even though we can use
templates like "This text is about [label name]".
For simplicity and fair comparison, we only refer
to previous works for such designs, which may be
sub-optimal. As shown in Table 4, using the ver-
balizers "Terrible." and "Great." work better than
"It’s terrible." and "It’s great." for the SST-2 and
IMDA tasks that we reported in the main results.
If the labeled validation set is provided, the model
may perform better by choosing verbalizers based
on the validation set.

Due to limited computation resources, we only
tuned the model with 5.12 million samples, which
is only a small portion of the available samples. We
believe that tuning the model on a larger dataset
help improve the performance. Even though the
computational cost will also increase, it is worth it
since no more training is needed at the inference
phase. In addition, we did not do extensive hy-
perparameter searches except for the learning rate,
which may further improve the performance.

In our experiment, we only tested the method
with discriminative models like RoBERTa and AL-
BERT. Its performance with generative models is
not known. It is non-trivial to test on such models
since generative models can do both natural lan-
guage understanding tasks and natural language
generation tasks. We leave this as future work.
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A Additional Dataset Details

A.1 Tuning Datasets

The original unlabeled datasets can be noisy and
some paragraphs are not suitable for generating
tuning datasets. We filter the paragraphs with the
following features: 1) the paragraph only contains

Dataset # Class # Train # Val # Test

Yahoo. 10 1.4M 0 60k
AG News 4 120k 0 7.6k
DBPedia 14 560k 0 70k
20 News. 20 11,314 0 7532

SST-2 2 67,349 872 0
IMDB 2 25k 0 25k
Yelp 2 560k 0 38k
MR 2 8,530 1,066 1,066
Amazon 2 3.6M 0 400k
SST-5 5 8,544 1,101 2,210

Table 6: Dataset statistics for evaluation datasets

1 sentence; 2) the first sentence contains less than
or equal to 3 characters; 3) the first sentence only
contains non-alphabetic symbols; 4) repeated para-
graphs. Some of the final generated samples from
English Wikipedia and Amazon product reviews
are shown in Table 9.

A.2 Evaluation Datasets

We summarize the dataset statistics for the eval-
uation datasets in Table 6. We download all the
datasets from Huggingface (Lhoest et al., 2021),
except 20newsgroup. For Yahoo Topics, we con-
catenate the question and answer as inputs. For
DBPedia and Amazon, we concatenate the title and
content. For 20newsgroup, we follow the recom-
mendations to remove headers, footers, and quo-
tas4. However, if the text becomes empty after
removing the components, we will use the original
text instead.

The verbalizers for each dataset are shown in
Table 7. We try to unify the verbalizer design for
similar tasks. For topic classification tasks, we use
the template "This text is about []." after converting
the class names to meaningful words. For binary
classifications, we use "It’s terrible." for negative
class and "It’s great." for positive class. For SST-
5, we refer to (Gao et al., 2021a) to design the
verbalizers. Some of the reformulated text for the
evaluation datasets are shown in Table 10.

B Additional Experiment Details

B.1 Experiment setup

The hyperparameters for the main results (Section
4.1) are shown in Table 8. We try to use the same
settings as much as possible. The training time for
the three SSTuning models is with 5.12M tuning

4https://scikit-learn.org/0.19/datasets/
twenty_newsgroups.html
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Figure 5: Zero-shot accuracy with different training
sample sizes. Mean accuracy over 4 topic classification
tasks, 6 sentiment analysis tasks, and all the tasks are
reported.

samples and 64k validation samples (also generated
via FSP).

B.2 Additional Results

B.2.1 Impact of Tuning Sample Size

To test how the tuning sample size impacts the per-
formance, we trained SSTuning-base with 320k,
640k, 1.28M, 2.56M, and 5.12M samples, with
half generated from Wikipedia and half from Ama-
zon reviews. The results are shown in Figure 5.
With more samples, the performances are increas-
ing in general, especially for topic classification
tasks. With such observation, it is likely to fur-
ther improve the performance by increasing the
tuning sample size. Even though tuning on larger
datasets is more computationally expensive, it is
worth doing since no further training is required
for downstream tasks.

B.2.2 Impact of the Number of Output Labels

In our main results, we set the number of output la-
bels Nmodel as 20. However, a classification dataset
may have more than 20 classes. To test the scala-
bility of the label number, we tune another variant
for SSTuning-base. We use numerical numbers
(0, 1, 2...) as the index indicator and set Nmodel
as 40. The comparison between the two versions
is shown in Table 11. Increasing Nmodel from 20
to 40 only degrade the performance by 1.4 points
(75.9% to 74.5%), showing the good scalability of
our approach. As an alternative for the datasets
with more classes, we can split the labels and do a
multi-stage inference.

B.2.3 Classification Mechanism
We plot more attention maps for the example dis-
cussed in Section 4.3.2 in Figure 6. We focus on a
few important tokens, including the classification
token <s>, the option indicators A and B, and the
separator token </s>. In Layer 0, <s> attends to all
the options and the text. A and B attend more to its
own options. </s> attend more to the text tokens.
In higher layers, A and B attend even more to their
own option tokens (Layer 1) but also have some
interactions (Layer 4). In layer 9, A and B attend
more its own option tokens again and also the pe-
riod mark, while </s> attend to both the text tokens
and the options tokens for B (the positive option).
In the end, <s> attends to B, which is the positive
option. Based on the observations, we hypothesize
that the model has the capability to encode the op-
tions and text separately, compare the options and
text, and choose the positive option in the end.
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Dataset Verbalizers

Yahoo Topics "This text is about society & culture.", "This text is about science & mathematics.", "This text is about
health.", "This text is about education & reference.", "This text is about computers & internet.", "This
text is about sports.", "This text is about business & finance.", "This text is about entertainment &
music.", "This text is about family & relationships.", "This text is about politics & government."

AG News "This text is about politics.", "This text is about sports.", "This text is about business.", "This text is
about technology."

DBPedia "This text is about company.", "This text is about educational institution.", "This text is about artist.",
"This text is about athlete.", "This text is about office holder.", "This text is about mean of transporta-
tion.", "This text is about building.", "This text is about natural place.", "This text is about village.",
"This text is about animal.", "This text is about plant.", "This text is about album.", "This text is about
film.", "This text is about written work."

20 Newsgroup "This text is about atheism.", "This text is about computer graphics.", "This text is about microsoft
windows.", "This text is about pc hardware.", "This text is about mac hardware.", "This text is about
windows x.", "This text is about for sale.", "This text is about cars.", "This text is about motorcycles.",
"This text is about baseball.", "This text is about hockey.", "This text is about cryptography.", "This
text is about electronics.", "This text is about medicine.", "This text is about space.", "This text is about
christianity.", "This text is about guns.", "This text is about middle east.", "This text is about politics.",
"This text is about religion."

SST-2, IMDB,
Yelp, MR, Amazon

"It’s terrible.", "It’s great."

SST-5 "It’s terrible.", "It’s bad.", "It’s okay.", "It’s good.", "It’s great."

Table 7: Verbalizers for the evaluation datasets.

Parameter Fine-tuning SSTuning-base/SSTuning-large SSTuning-ALBERT

Model RoBERTalarge (355M) RoBERTabase/RoBERTalarge (355M) ALBERTxxlarge(V2)(235M)
Model Selection Best Best Best
Batch Size 16 128 64
Precision FP16 FP16 FP16
Optimiser AdamW AdamW AdamW
Learning Rate 1e-5 2e-5 1e-5
LR Scheduler linear decay linear decay linear decay
AdamW Epsilon 1e-8 1e-8 1e-8
AdamW β1 0.9 0.9 0.9
AdamW β1 0.999 0.999 0.999
Weight Decay 0.01 0.01 0.01
Classifier Dropout 0.1 0.1 0.1
Attention Dropout 0.1 0.1 0
Hidden Dropout 0.1 0.1 0
Max Steps - 40000 80000
Max Epochs 3 1 1

Hardware 1 NVIDIA V100 8 NVIDIA V100 4 NVIDIA A100
Training time - 3h/8h 31h

Table 8: Hyperparameters and training information for full-shot fine-tuning, SSTuing-base, SSTuning-large and
SSTuing-ALBERT.
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Dataset Label Positive Option Generated Text

Wikipedia 12 (M) In parliament,
Satouri serves

on the
Committee on
Employment
and Social

Affairs and the
Subcommittee
on Security and

Defence.

(A) [PAD] (B) The work of lojas, are found in both the town and the country-
side. (C) [PAD] (D) [PAD] (E) [PAD] (F) [PAD] (G) In 1848 riots and looting
took place, and in 1849 an epidemic broke out. (H) [PAD] (I) Leptostylus
retrorsus is a species of beetle in the family Cerambycidae. (J) The 2020 – 21
Russian Football National League was the 29th season of Russia’s second -
tier football league since the dissolution of the Soviet Union. (K) [PAD] (L)
He opposed several times to the decisions of his party, as when Congress was
dissolved in 2019, he supported Martín Vizcarra’s measure and did not attend
to the inauguration of Vice President Mercedes Araoz. (M) In parliament,
Satouri serves on the Committee on Employment and Social Affairs and the
Subcommittee on Security and Defence. (N) [PAD] (O) [PAD] (P) [PAD]
(Q) [PAD] (R) [PAD] (S) The church has a rectangular nave with stone walls
that are around 2 meters thick. (T) On February 2„ the Blue Jays and Downs
agreed to a one - year, $ 1. 025 million contract, avoiding the arbitration
process. [SEP] In addition to his committee assignments, he is part of the
parliament’s delegations to the Parliamentary Assembly of the Union for the
Mediterranean and for relations with the NATO Parliamentary Assembly.

Wikipedia 0 (A) Rawat
emigrated to
Canada from
India in 1968.

(A) Rawat emigrated to Canada from India in 1968. (B) Meskowski was
a racing car constructor. (C) [PAD] (D) , there were 42 people who were
single and never married in the municipality. (E) [PAD] (F) [PAD] (G) [PAD]
(H) [PAD] (I) [PAD] (J) [PAD] (K) It is a Church of England school within
the Diocese of Salisbury. (L) Falkoner Allé was opened to the public after
Hømarken ( literally " Hayfield " ), an area to the north belonging to Ladegår-
den, originally a farm under Copenhagen Castle, was auctioned off. (M)
[PAD] (N) [PAD] (O) In the fall of her senior year at McDonogh, Cummings
committed to play for the University of Marylandś womenś lacrosse team
as the nationś top recruit. (P) Ranville is a native of Flint, Michigan and
attended St. Agnes High School. (Q) The Dodgeś Institute of Telegraphy
was housed in the Institutes building at 89 East Monroe. (R) During 2004 -
2011, Rawat was President of the Communications Research Centre, Canadaś
centre of excellence for telecommunications R & D, with 400 staff and an
annual budget of over $ 50 million. (S) [PAD] (T) [PAD] [SEP] She speaks
English, French, Hindi and Spanish.

Amazon
Product
Review

1 (B) This popcorn is
really best

suited for kettle
corn.

(A) [PAD] (B) This popcorn is really best suited for kettle corn. (C) Profes-
sional Quality with Amazing results. (D) [PAD] (E) [PAD] (F) [PAD] (G) I
found my new S6 to be a little TOO thin, and so slick it was sliding off of
everything, so I wanted a clear bumper. (H) Excellent price. (I) [PAD] (J)
[PAD] (K) Iv́e always loved Bounce dryer sheets, but was not too fond of
the synthetic " Outdoor Fresh " scents. (L) [PAD] (M) [PAD] (N) [PAD] (O)
I cut the cord and bought this mohu leaf antenna to get the local channels.
(P) [PAD] (Q) The product came pretty quickly with very easy instructions.
(R) [PAD] (S) [PAD] (T) Watch Land Before Time and had to have one for
Xmas. [SEP] The kernels pop up to a nice large size. Dont́ think I would
compare them to mushrooms - button mushrooms maybe (LOL). They are
a bit on the chewy side if you go the butter route. They are really best as
crisp, salty-sweet kettle corn. Yum! We use a Whirley Pop for popcorn–our
favorite kitchen "appliance"! Dont́ know if some other method would make
the popcorn crisper. No matter–would buy this again just for the way it tastes
as kettle corn!

Amazon
Product
Review

18 (S) Works pretty
good.

(A) [PAD] (B) [PAD] (C) [PAD] (D) [PAD] (E) [PAD] (F) [PAD] (G) [PAD]
(H) [PAD] (I) [PAD] (J) [PAD] (K) [PAD] (L) [PAD] (M) [PAD] (N) [PAD]
(O) [PAD] (P) Great value for a creeper. (Q) [PAD] (R) [PAD] (S) Works
pretty good. (T) [PAD] [SEP] Just wish the fm stations on the device would
go lower. The best one in my area is 85.1 but the device only goes to 88.1.
Still a great product.

Table 9: Examples generated for SSTuning with English Wikipedia and Amazon product review dataset.
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Dataset Label Positive Option Reformulated Text

AG News 3 (D) This text is
about

technology.

(A) This text is about politics. (B) This text is about sports. (C) This text is
about business. (D) This text is about technology. (E) [PAD] (F) [PAD] (G)
[PAD] (H) [PAD] (I) [PAD] (J) [PAD] (K) [PAD] (L) [PAD] (M) [PAD] (N)
[PAD] (O) [PAD] (P) [PAD] (Q) [PAD] (R) [PAD] (S) [PAD] (T) [PAD] [SEP]
REVIEW: ’Half-Life 2’ a Tech Masterpiece (AP) AP - It’s been six years
since Valve Corp. perfected the first-person shooter with "Half-Life." Video
games have come a long way since, with better graphics and more options
than ever. Still, relatively few games have mustered this one’s memorable
characters and original science fiction story.

DBPedia 9 (J) This text is
about animal.

(A) This text is about company. (B) This text is about educational institution.
(C) This text is about artist. (D) This text is about athlete. (E) This text is
about office holder. (F) This text is about mean of transportation. (G) This
text is about building. (H) This text is about natural place. (I) This text is
about village. (J) This text is about animal. (K) This text is about plant. (L)
This text is about album. (M) This text is about film. (N) This text is about
written work. (O) [PAD] (P) [PAD] (Q) [PAD] (R) [PAD] (S) [PAD] (T)
[PAD] [SEP] Periscepsia handlirschi. Periscepsia handlirschi is a species of
fly in the family Tachinidae.

SST-2 1 (B) It’s great. (A) It’s terrible. (B) It’s great. (C) [PAD] (D) [PAD] (E) [PAD] (F) [PAD]
(G) [PAD] (H) [PAD] (I) [PAD] (J) [PAD] (K) [PAD] (L) [PAD] (M) [PAD]
(N) [PAD] (O) [PAD] (P) [PAD] (Q) [PAD] (R) [PAD] (S) [PAD] (T) [PAD]
[SEP] charles ’ entertaining film chronicles seinfeld ’s return to stand-up
comedy after the wrap of his legendary sitcom , alongside wannabe comic
adams ’ attempts to get his shot at the big time .

SST-5 3 (D) It’s good. (A) It’s terrible. (B) It’s bad. (C) It’s okay. (D) It’s good. (E) It’s great. (F)
[PAD] (G) [PAD] (H) [PAD] (I) [PAD] (J) [PAD] (K) [PAD] (L) [PAD] (M)
[PAD] (N) [PAD] (O) [PAD] (P) [PAD] (Q) [PAD] (R) [PAD] (S) [PAD]
(T) [PAD] [SEP] u.s. audiences may find -lrb- attal and gainsbourg ’s -rrb-
unfamiliar personas give the film an intimate and quaint reality that is a little
closer to human nature than what hollywood typically concocts .

Table 10: Examples after reformulation for 4 evaluation datasets.

Nmodel
Topic Classification Sentiment Analysis Avg

yah agn dbp 20n sst2 imd ylp mr amz sst5

SSTuning-base 20 59.1 79.9 82.7 47.2 86.4 88.2 92.9 83.8 94.0 45.0 75.9
SSTuning-base 40 58.0 79.3 79.8 49.1 84.4 88.2 91.7 82.2 93.3 39.4 74.5

Table 11: Accuracy over different number of labels Nmodel.
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Layer 0: token “<s>” Layer 0: token “A” Layer 0: token “B” Layer 0: token “</s>”

Layer 1: token “A” Layer 1: token “B” Layer 4: token “<s>” Layer 4: token “B”

Layer 9: token “A” Layer 9: token “B” Layer 9: token “</s>” Layer 11: token “<s>”

Figure 6: Attention map for a movie review example. The original text is "A wonderful movie!" and the verbalizers
are "Bad." and "It’s Good.". The model is SSTuning-base with 2 classes.
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