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Abstract

Comprehensive multilingual evaluations have
been encouraged by emerging cross-lingual
benchmarks and constrained by existing par-
allel datasets. To partially mitigate this limi-
tation, we extended the Cross-lingual Natural
Language Inference (XNLI) corpus with Croat-
ian. The development and test sets were trans-
lated by a professional translator, and we show
that Croatian is consistent with other XNLI
dubs. The train set is translated using Face-
book’s 1.2B parameter m2m_100 model. We
thoroughly analyze the Croatian train set and
compare its quality with the existing machine-
translated German set. The comparison is
based on 2000 manually scored sentences per
language using a variant of the Direct Assess-
ment (DA) score commonly used at the Con-
ference on Machine Translation (WMT). Our
findings reveal that a less-resourced language
like Croatian is still lacking in translation qual-
ity of longer sentences compared to German.
However, both sets have a substantial amount
of poor quality translations, which should be
considered in translation-based training or eval-
uation setups.

1 Introduction

Natural language processing has developed rapidly
in recent years. Models are starting to achieve
human-like performance, but most of these achieve-
ments are concentrated on only a small fraction of
the world’s 7000+ languages. This is to be ex-
pected due to the nature of linguistic annotation,
which is not only tedious, subjective, and costly,
but also requires domain experts, which are in de-
cline (Lauscher et al., 2020).

There are two main approaches commonly used
to handle that problem from the models’ perspec-
tive. The first approach relies on cross-lingual
transfer, where the model is pretrained to learn
multilingual representations (Conneau et al., 2020;
Pires et al., 2019), while the other approach relies

heavily on Machine Translation (MT) systems to
translate the text from a low-resource language to
a high-resource language (or vice versa). Both ap-
proaches can be easily evaluated on cross-lingual
benchmarks such as XTREME (Hu et al., 2020) or
XGLUE (Liang et al., 2020). They consist of cross-
lingual datasets grouped by task to allow compre-
hensive evaluation. Unfortunately, XTREME cov-
ers 40 languages and XGLUE only 19.

Since none of these benchmarks include Croa-
tian language in any of their datasets, and Cross-
lingual Natural Language Inference (XNLI; Con-
neau et al., 2018) corpus is included in both,
we decided to extend XNLI with Croatian (C-
XNLI). The task is to classify whether a premise
contradicts, entails, or is neutral to the hypothe-
sis. XNLI’s development and test sets are crowd-
sourced in English and human-translated into 14
languages, while MultiNLI’s (Williams et al., 2018)
training set is used for training. It also consists of
machine-translated sets required for the translate-
train and translate-test paradigms.

Our Croatian extension is created in the same
manner as its XNLI parent. The development and
test sets are translated by a professional translator.
Since XNLI provides translate-train, translate-dev
and translate-test sets, we opted for Facebook’s
1.2B parameter m2m_100 MT model (Fan et al.,
2020) to create our own translations.

It has been shown that MT models still suffer
from errors like mistranslations, non-translations
and hallucinations (Freitag et al., 2021; Raunak
et al., 2021), which motivated us to analyze the
quality of our dataset. For this purpose, we sam-
pled 2000 sentences per language in both Croat-
ian and German, and evaluated the translations us-
ing a variant of the Direct Assessment (DA) score
proposed in the Multilingual Quality Estimation
dataset (MLQE; Fomicheva et al., 2022).

To summarize, our contributions are the follow-
ing: (1) we create and analyze the Croatian exten-
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sion of XNLI and provide baseline models, (2) we
create Quality Estimation (QE) datasets for Croat-
ian and German to evaluate the quality of machine-
translated sentences from the translate-train sets,
and (3) we quantify the textual overlap between
hypothesis and premise and analyze its impact on
baseline models.

2 Datasets

2.1 C-XNLI

In creating the dataset, we follow the same pro-
cedure as Conneau et al. (2018). We hired a na-
tive Croatian professional translator to translate
the English development (2490 samples) and test
(5010 samples) sets of the XNLI dataset into Croa-
tian. Premises and hypotheses were given to the
translator separately to ensure that the premises
did not provide context for the hypotheses. The
English training set, derived from MultiNLI and
containing 392,702 samples, was translated into
Croatian using a selected MT model. We consid-
ered a total of eight models and opted for Face-
book’s multilingual m2m_100 model with 1.2B pa-
rameters because of its highest BLEU score (Pap-
ineni et al., 2002) on the FLORES dataset (Guzmán
et al., 2019), as shown in Table 1. All of m2m_100
and mbart models are available on fairseq1 (Ott
et al., 2019), whereas opus models are available
on Helsinki-NLP2 (Tiedemann, 2020; Tiedemann
and Thottingal, 2020) and are evaluated by Marian-
NMT (Junczys-Dowmunt et al., 2018).

model name BLEU

m2m_100_1.2B 27.81
opus_sla 25.73
opus_hr 25.64
m2m_100_615M 23.74
mbart50_en2m 23.72
m2m_100_418M 22.95
mbart50_m2m 22.66
m2m_100_175M 15.67

Table 1: Translation scores on Croatian part of FLORES
devtest set for each model.

2.2 DA Scores

To evaluate the quality of the system used to trans-
late English to Croatian, we compare the generated
translations with the available translations from

1https://github.com/facebookresearch/fairseq
2https://github.com/Helsinki-NLP

a high-resource language. We score a sample of
Croatian and German translations from the train
set and compare the results. The sentences were
sampled using a semantic similarity-based metric
that correlates with translation quality (Cer et al.,
2017) to flatten the original distribution of scores
and analyze samples of diverse quality. A cosine
score between the multilingual sentence represen-
tations from both LASER (Artetxe and Schwenk,
2019) and SBERT (Reimers and Gurevych, 2019)
were used to measure semantic similarity between
the source and translated sentences. These models
are commonly used at the Conference on Machine
Translation (WMT) for QE task (Specia et al., 2021,
2020). The SBERT we used is a multilingual vari-
ant trained on the paraphrase dataset which has
slightly better performance than the models trained
on similarity tasks (Reimers and Gurevych, 2020).

By utilizing a histogram of cosine scores with
a bin size of 0.05, we adopted a circular sam-
pling approach to randomly select one premise
from each bin until a total of 50 premises were
obtained. Similarly, we followed the same proce-
dure for hypotheses, alternating between SBERT
and LASER cosine scores. Furthermore, we im-
plemented an additional criterion to ensure the in-
clusion of all premises and hypotheses that share a
common premise. This entire process was repeated
until we reached a 1000 samples each, for both
SBERT and LASER cosine scores (2000 in total).

We scored the samples using the procedure de-
scribed by Fomicheva et al. (2022). Annotators
were asked to rate the translation quality for each
sentence on a scale 0–100. Sentences were initially
annotated by three annotators. If the range of the
most diverging scores exceeded 30 points, an ad-
ditional annotator was asked to replace the most
diverging one until convergence was achieved. The
annotators’ raw scores were converted to z-scores3;
the final score is the average of all scores after con-
vergence. More information about annotators, and
annotation procedure is presented in Appendix A.

3 Analyses and Results

3.1 C-XNLI and DA Scores
To demonstrate that our extension has similar prop-
erties to its parent XNLI, we perform the following
analyses. We tokenize C-XNLI’s sentences with
MOSES tokenizer and obtain the average number

3The normalization according to each individual annota-
tor’s overall mean and standard deviation.
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ar bg de el es fr hi ru sw th tr ur vi zh hr

XX-En BLEU 35.2 38.7 39.3 42.1 45.8 41.2 27.3 27.1 21.3 22.6 29.9 24.4 23.6 24.6 41.8
En-XX BLEU 15.8 34.2 38.8 42.4 48.5 49.3 37.5 24.9 24.6 21.4 21.9 24.1 39.9 23.2 42.1

Table 2: BLEU scores calculated on XNLI test set reported by Conneau et al. (2018), extended with Croatian using
MOSES tokenizer. XX-En stands for any language to English, whereas En-XX stands for English to any language
translation.

of tokens in premises (19.0) which is nearly dou-
ble the number in hypotheses (9.3) – a ratio that
is consistent with other XNLI languages (see Ap-
pendix C).

Another analysis Conneau et al. (2018) provide
is the BLEU score of their MT systems translating
to and from the target language. We have extended
their results to include those for the Croatian lan-
guage (Table 2). Our translations from English to
Croatian (EN-XX in the table) have the fourth-best
BLEU score. These findings are not too surprising
since the MT we use is more recent. The distri-
bution of DA scores for Croatian and German is
shown in Figure 1. We can observe that Croatian,
although is a lower-resourced language, it has a
slightly higher translation quality, as the mean of
Croatian DA scores is almost identical to a German
one.

Figure 1: Distributions of DA scores across languages.

The correlations between the LASER and
SBERT cosine scores and DA scores for both lan-
guages are shown in Table 3, with p < 0.05. The
correlations for German are higher, and the LASER
cosines tend to correlate less.

hr de

SBERT 0.57 0.61
LASER 0.45 0.54

Table 3: Spearman correlation calculated between co-
sine score and DA annotations.

In Figure 2 we can see that the Croatian model
is more likely to make a mistake on premises com-
pared to the German model.

Figure 2: Premise distributions of hr/de DA scores.

3.2 Overlaps

The analysis presented here extends Artetxe et al.’s
(2020) work where authors demonstrate that the
overlap between hypotheses and premises is an
overlooked bias in the XNLI dataset, caused by
access to premise during hypothesis generation
in English, and no access to it during translation
into other languages. They decrease the bias by
back-translating data and improve their results. To
demonstrate the existence of that bias, we take a
more direct approach and define a metric that repre-
sents overlap – the proportion of copied text from
premise to hypothesis. It is the number of charac-
ter N -grams which occur in both hypothesis and
premise, divided by the number of possible char-
acter N -grams in the hypothesis. In Table 4 we
presented those overlaps using bi-grams, N = 2.
We can observe that in the training set, the overlap
is 5% to 20% higher compared to development and
test sets. In order to investigate that even further,
we asked our professional translator to translate
1% of our C-XNLI dataset: 100 sentences which
consist of 25 premises and 75 of their hypotheses.
We made sure that the premise was given alongside
each hypothesis so that it provides context to it in
order to measure the influence on the overlap since,
in the translation effort, premises and hypotheses
were given separately. Our representative sample
contained similar genre distribution, overlap distri-
bution, and similar development vs. test overlap
ratio. Our results show that when using N = 2,
biased sample has 8% increase in overlap, whereas
for N = {3, 4, 5}, it increased by ∼ 17%.
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split ar bg de el en es fr hi ru sw th tr ur vi zh hr

dev 0.43 0.50 0.56 0.47 0.57 0.55 0.54 0.40 0.45 0.52 0.41 0.48 0.38 0.50 0.21 0.54
test 0.44 0.51 0.56 0.48 0.58 0.56 0.55 0.40 0.46 0.52 0.41 0.49 0.39 0.49 0.21 0.53
train 0.54 0.60 0.62 0.56 0.62 0.62 0.61 0.52 0.55 0.54 0.52 0.54 0.36 0.56 0.48 0.56

Table 4: Average overlap between hypotheses and premises for each language and split.

Paradigm ar bg de el en es fr hi ru sw th tr ur vi zh hr Avg Avg+hr Ctr Cde Cte

Fine-tune multilingual model on English training set (ZERO-SHOT)

en 72.0 77.7 76.4 75.8 84.5 78.8 78.0 69.7 75.5 65.4 71.6 72.6 65.5 74.3 72.9 78.0 74.0 74.3 0.84 0.73 0.74

Fine-tune multilingual model on all training sets (TRANSLATE-TRAIN-ALL)

Conneau et al. (2020) 77.3 81.3 80.3 80.4 85.4 82.2 81.4 76.1 79.7 73.1 77.9 78.6 73.0 79.7 80.2 - 79.1 - 0.82 0.65 0.67
all 77.3 80.8 80.5 79.8 84.8 81.7 80.7 75.5 79.0 72.6 77.4 77.8 72.0 79.0 78.8 80.6 78.5 78.6 0.87 0.75 0.76
all_plus_hr 77.2 81.1 80.3 79.9 84.8 81.9 80.9 75.4 78.6 72.2 77.2 77.7 71.1 79.3 78.8 81.0 78.4 78.6 0.85 0.73 0.75

Fine-tune multilingual model on each training set (TRANSLATE-TRAIN)

74.0 79.8 79.3 77.0 84.5 80.8 79.0 72.9 77.8 69.7 67.1 75.2 66.9 78.4 77.6 80.2 76.0 76.3 0.83 0.76 0.77

Translate everything to English and use English-only model (TRANSLATE-TEST)

en 72.8 77.7 76.6 76.4 84.5 78.9 77.6 67.7 73.4 63.4 68.6 72.3 63.0 70.7 72.8 79.5 73.1 73.5 0.79 0.70 0.71

Table 5: We present the accuracy of baseline XLM-R Base models on each XNLI language, with the addition of
Croatian, together with an average accuracy for all languages without Croatian (Avg) and with Croatian (Avg+hr).
Our XLM-R models are averaged over three different seeds. We also calculate the Spearman’s correlation between
accuracies of each model’s setup and train set overlaps (Ctr), development set overlaps (Cde), and test set overlaps
(Cte). For overlaps we used N = 2.

3.3 XLM-R Setups

We tested cross-lingual transfer using zero-shot and
translate-based setups. For each, we employ pre-
trained XLM-R Base model (Conneau et al., 2020),
implemented in Transformers library (Wolf et al.,
2020). In the zero-shot approach, we fine-tune our
model on English samples. In the translate-train
approach, we fine-tune on translations of a training
set, whereas in translate-train-all, we fine-tune it
on concatenated training translations. Evaluations
are done in all languages. In the translate-test ap-
proach, we use the same model from our zero-shot
approach and evaluate it on English translations of
other languages. We experimented with various
hyperparameter configurations and found appropri-
ate ranges. Hyperparameter optimization is done
for each setup, and details are presented in the Ap-
pendix B.

Results of baseline setups are shown in Table 5.
To demonstrate the comparability of our training
setup, we compare XLM-R’s reported accuracy
with ours, which is only 0.6 points lower in the
train-translate-all setup. The performance of the
Croatian model is consistently among the TOP5
models. The reason for that might be in the high
BLEU score shown in Table 2. Focusing on the
best overall model – translate-train-all, we notice
that adding Croatian did not drastically change the
average performance and decreased it only for dis-

tant languages like Urdu and Swahili. Whereas
for other languages, it increased or did not change
significantly.

Finally, Table 5 also shows how the performance
of models on the test set of each language correlates
with the bi-gram overlaps in the train, development,
and test sets of that particular language. There is
a consistent high correlation between the overlap
in all sets and models’ performance (p < 0.05).
However, a lower correlation is seen in the devel-
opment and test sets. This observation could be
attributed to the fact that increasing the overlap of
a particular language makes it more similar to the
English set, in terms of overlap, thus improving the
performance. However, as we showed in Subsec-
tion 3.2, the overlap in the development and test
sets is artificially lower due to biased translation.
Alternatively, high training overlaps might indicate
that the model is learning to detect the occurrence
of overlapping cues.

4 Conclusion

In this work, we extended XNLI to include the
Croatian language. The development and test sets
were translated by a professional translator. We
have successfully demonstrated that the quality
of the development and test sets is comparable
to that of the other languages. To validate the
machine-translated training set, we compare our
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Croatian translations with those available for a
high-resourced language – German. The compar-
ison is based on 2000 manually scored sentences
from German and Croatian train sets using a variant
of DA scores normalized by z-score. Our results
show that the Croatian MT model performs slightly
better because it’s more up-to-date, even though
it’s a lower-resourced language. We also found that
the Croatian translation model performs poorly on
longer sentences – premises.

Finally, we present an overlap metric to measure
the textual overlap between the premise and hy-
pothesis. We find that the training set has larger
overlaps than the development and test sets. These
overlaps resulted in a high correlation between the
models’ scores, indicating that a model uses cues
from the data that also correlate with overlaps.

We provide our datasets under the same license4

as the XNLI dataset, and also make the accompa-
nying code available on GitHub5. We hope that by
sharing our datasets, researchers will have the op-
portunity to gain further insights and expand their
knowledge in the field of cross-lingual transfer.

Limitations

In each contribution of this work, we can isolate
several potential limitations. In creating C-XNLI,
the MT model for the formation of the train set
was chosen based on the results from a single
dataset. Additionally, an assumption that the model
is plagued with typical issues that affect MT models
was investigated on a small dataset. Although we
are skeptical of the MT model’s performance and
perform QE scoring of the small dataset by a group
of annotators and analysis to ascertain its perfor-
mance, we are only comparing Croatian machine-
translation results to results from a single language
(German), assuming that results would hold for
other high-resource languages. Also, for some MT
evaluations, we use a single metric (BLEU) known
to have many problems but only generally consid-
ered to correlate with human judgment.

Our hyperparameter optimizations are of limited
scope. All hyperparameters are fixed, except the
learning rate with four possible values we search
over. Furthermore, we only used three seeds. We
could not perfectly reproduce the results outlined
in the paper of our baseline XLM-R Base model,
partly due to a lack of elucidation in the original

4CC BY-NC 4.0
5https://github.com/lobadic/C-XNLI

paper and partly due to limited hyperparameter
optimizations.

Finally, we do not elucidate further and experi-
ment with the discovered correlation between the
models’ performance and the overlap in datasets,
and we leave it for future work.
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A Direct Assessment

A.1 Annotation

In order to increase the quality of our annotations,
we firstly provided a set of 50 training samples, and
only later provided the other samples to the anno-
tators. The annotators are instructed to score each
sentence on a scale 0–100 according to the per-
ceived translation quality (Fomicheva et al., 2022).
Specifically, the 0–10 range for incorrect transla-
tions; 11–29 for translations with a few correct
keywords, but wrongly conveyed meaning; 30–50
for the ones containing major mistakes; 51–69 for
translations that convey the meaning of the source,
but contain grammatical errors; 70–90 for trans-
lations that preserve semantics of the source sen-
tence; and 91–100 for correct translations.

Also, our Croatian annotators are Croatian na-
tive students majoring in Linguistics or pursuing
a Translation degree. German annotators have the
language competence of C1 or above. They were
paid per hour. On the contrary, our professional
translator was paid according to the regular trans-
lation rate in Croatia for a large corpus on a card
basis (1800 characters including white spaces).

A.2 Scores Dataset Creation

When resolving final DA scores, if we ended up in
a scenario where the outlier was on either side (e.g.

[0, 20, 40]), we randomly chose one. Furthermore,
the process described by Fomicheva et al. (2022) is
biased towards the first three annotations, meaning
that if two of them are outliers, we’ll keep discard-
ing annotations until a third outlier comes. In our
process, it happened in ∼ 1% of cases.

B Hyperparameters

Here we outline hyperparameters used for hyper-
parameter search of our XLM-R Base model on
different XNLI training setups. Every model was
trained on 3 epochs, and the best one (out of 3
epochs) was chosen based on evaluation results on
the dev set. For all of our experiments we used 2
NVIDIA 3090 GPUs.

Name Value(s)
Max epochs 3
Optimizer AdamW
Batch size 32
Warmup proportion 6%
Weight decay 0.01
Learning rate [8e−6, 1e−5, 3e−5, 5e−5]
Learning rate scheduler linear with warmup
Max seq length 128

Table 6: Considered Hyperparameters.
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C XNLI Additional Analyses

ar bg de el en es fr hi ru sw th tr ur vi zh hr

Premise 20.7 20.9 21.1 21.0 21.7 22.1 24.1 23.2 19.6 18.7 22.1 16.8 24.1 27.6 21.8 19.0
Hypothesis 10.2 10.4 10.8 10.6 10.7 10.9 12.4 11.9 9.7 9.0 10.4 8.4 12.3 13.5 10.8 9.3

Table 7: Average token lengths per language for hypotheses and premises reported by Conneau et al. (2018),
extended with Croatian using MOSES tokenizer.
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