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Abstract

We present an annotation approach for captur-
ing structured components and arguments in
legal case solutions of German students. Based
on the appraisal style, which dictates the struc-
tured way of persuasive writing in German law,
we propose an annotation scheme with annota-
tion guidelines that identify structured writing
in legal case solutions. We conducted an anno-
tation study with two annotators and annotated
legal case solutions to capture the structures of
a persuasive legal text. Based on our dataset,
we trained three transformer-based models to
show that the annotated components can be suc-
cessfully predicted, e.g. to provide users with
writing assistance for legal texts. We evaluated
a writing support system in which our models
were integrated in an online experiment with
law students and found positive learning suc-
cess and users’ perceptions. Finally, we present
our freely available corpus of 413 law student
case studies to support the development of in-
telligent writing support systems.

1 Introduction

Writing persuasive texts plays a major role in law
education (Kosse and Butle Ritchie, 2003). As a
part of their training for learning how to write legal
opinions, law students are typically challenged to
solve legal problems or case studies in the form
of persuasive case solutions (Enqvist-Jensen et al.,
2017). To write a persuasive legal case solution,
students in German law courses must be able to
follow the structural requirements of the appraisal
style (see Figure 1) (Stuckenberg, 2020) and justify
their derived conclusions argumentatively via legal
claims and premises (see Section 2). To learn a skill
such as writing a persuasive case solution, individ-
ual feedback is important to the learning process
(Hattie and Timperley, 2007; Black and Wiliam,
2009). Individualized feedback for students dur-
ing their writing or learning processes is lacking,
particularly in the field of law. The characteris-

tic large-scale learning scenarios in legal studies,
which result in a low supervision ratio, are part
of the reason for this. Organizational restrictions
are another cause of the absence of personal feed-
back. For instance, there aren’t enough lecturers
who can assess students’ case solutions (Hender-
son, 2003). At the same time, technical solutions
that could help students improve their legal writ-
ing fall short of expectations (Beurskens, 2016).
One promising solution to better support students
in their writing process and to overcome the limi-
tations in law courses would be the use of writing
support systems that could provide individualized
feedback to students (Wambsganss et al., 2020a).

Structured legal writing 
scheme in a case solution 

based on the appraisal style

Subsumption

Major claim

Definition

Conclusion

Premise

Legal claim
therefore

Answers the question of 
the major claim

Figure 1: Annotation scheme for structured legal writing
in a case solution based on the appraisal style: major
claim, definition, subsumption and conclusion.
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To model legal persuasive writing with predic-
tive algorithms, high-quality annotated corpora are
needed. Pioneering work in argumentation mining
has already focused on jurisprudence (Mochales
and Moens, 2008; Mochales and Ieven, 2009),
since the structural approach of legal writing fa-
cilitates the unambiguous determination of argu-
mentation components (Lytos et al., 2019; Urchs
et al., 2020). Existing corpora in law range from
classification of judgments (Urchs et al., 2020), to
summarization of legal texts (Hachey and Grover,
2005) and to evaluation of jury verdicts (Poudyal
et al., 2019). Corpora dealing with the annotation
of structural elements in student written legal texts
are not available. A few corpora are suitable for de-
signing and developing systems to support persua-
sive writing (Stab and Gurevych, 2017b; Wambs-
ganss et al., 2020b; Lawrence and Reed, 2019; Stab
and Gurevych, 2014). However, these corpora are
of limited use for modeling the structure of writing
and argumentation in law, since persuasive writ-
ing in the legal domain follows a particular logic
(see Section 2) that is not represented by available
corpora. Consequently, there is a lack of evalu-
ated annotation schemes and linguistic corpora for
training models that support users in legal writing.

Therefore, we propose a novel annotation
scheme for persuasive student-written case solu-
tions. We introduce a corpus of 413 student-written
case solutions with 25,103 sentences that are an-
notated for the components of the appraisal style,
arguments (legal claim and premises), the relations
of the arguments, and the relations of distinct com-
ponents of the appraisal style. We trained different
types of models (e.g. BERT and DistilBERT) and
compared their accuracy to analyze which model
performs best. Finally, we embedded the three best
performing transformer-based BERT models in a
novel writing support system that provides indi-
vidual feedback and recommendations in a writing
scenario. The design of our writing support sys-
tem is based on the theory of learning from errors
(Metcalfe, 2017) and aims to provide students with
individual feedback on their errors during the writ-
ing process (Fazio and Marsh, 2009). We tested the
systems in an online learning scenario with law stu-
dents. The students were asked to use the system
to write a case solution. We show promising re-
sults in terms of the students’ understanding of the
appraisal style and their perception of the system.
The participants perceive the system as useful and

rate the system’s feedback as accurate. Our ana-
lyzed results support that our presented corpus and
the models are able to support students’ learning
effectively.

Our work makes five major contributions. First,
we derive a novel modeling approach for a new
data domain by developing an annotation scheme
based on the theory of structured legal writing
based on the appraisal style (Man, 2022; Stuck-
enberg, 2020). Second, we present an annota-
tion study based on 100 student case solutions to
show that annotation of student case solutions is
accurately possible. Based on the annotation, we
trained three transformer-based BERT models (De-
vlin et al., 2019) to demonstrate that the prediction
of the annotated structures is possible with a cer-
tain accuracy. Fourth, we provide a corpus of 413
student case solutions in German collected in dif-
ferent law lectures. Finally, we show in an online
experiment that the models can be used effectively
in a writing support system. Therefore, we en-
courage further investigation into the enhancement
of law students’ persuasive structured writing and
the development of writing support systems using
NLP. This research aims to enhance students’ skills
regardless of their location, time constraints, or
instructor availability.

2 Related Work

Persuasive Writing in Law Courses Classically,
students are asked to solve legal problems or case
studies in the form of persuasive case solutions
(Enqvist-Jensen et al., 2017). In these case solu-
tions, students are forced to use specialized and
highly concept-driven knowledge. The theoretical
knowledge specializes more in the correct applica-
tion of paragraphs and the setting of priorities in
the case solution. In contrast, the concept-driven
knowledge is largely composed of the concepts of
writing case solutions in a structured way. To do
this, students must follow established legal con-
cepts. Among the most important concepts in Ger-
man jurisprudence are the appraisal style and the
judgment style, whereby the appraisal style is pri-
marily important for legal education (Stuckenberg,
2020; Urchs et al., 2020). Since the term "appraisal
style" is a peculiarity of the German legal language,
there is no direct equivalent in English. We de-
fine the term appraisal style as "the form and writ-
ing style of a legal opinion" (Stuckenberg, 2020).
The appraisal style is used to solve complex legal
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problems. The four elements of appraisal style are
briefly explained in Table 1 and supplemented by
an example in Figure 2.

Corpora in the Legal Field Although law is
a promising discipline for annotating the compo-
nents of legal writing and arguments due to its
fixed logical structure (Moens et al., 2007; Urchs
et al., 2020), evaluated open-access corpora for law
are rare (Reed, 2006; Mochales and Moens, 2011;
Urchs et al., 2020). There are, however, some pub-
licly accessible corpora. Hachey and Grover (2005)
present a corpus of 188 annotated English court
opinions. To construct a system for automatic sum-
marizing of court judgments, they annotated rhetor-
ical status, significance, and linguistic markup.
Other annotated corpora deal explicitly with the
annotation of argumentation structures in court de-
cisions (Houy et al., 2013) or legal cases (Mochales-
Palau and Moens, 2007). Mochales-Palau and
Moens (2007) present a corpus of English-language
judicial cases gathered from the European Court
of Human Rights (ECHR). They chose 55 papers
at random, which included 25 court decisions and
29 admissibility reports. The texts were annotated
and studied systematically in two layers (argumen-
tative and non-argumentative sentences). A fol-
lowing study showed that the detection of argu-
mentative sentences in court decisions is possible.
Work such as that of Walker et al. (2014) has fo-
cused on identifying successful and failed patterns
of reasoning in U.S. Court decisions. Patterns of
reasoning are identified and used to illustrate the
difficulty of developing a type or annotation sys-
tem for characterizing these patterns. The corpus
is based on legal cases of vaccine-injury compen-
sations. There are several German corpora in ad-
dition to the largely English-language corpora for
recognizing decisions and legal cases. Urchs et al.
(2020) created a corpus based on Bavarian Court
of Justice decisions. They discover argumentation
structures in judgments using 200 court decisions.
Other research groups focused on the identification
of arguments in the German Federal Constitutional
Court’s Decision Corpus (Houy et al., 2013) and
the development of a German referent corpus com-
prised of articles from legal journals, decision texts,
and norm texts (Gauer et al., 2016).

A number of corpora have previously been pro-
posed in research to enhance students’ structured
and persuasive writing in real-world applications,
including Stab and Gurevych (2017a) and Stab and

Gurevych (2014). Stab and Gurevych (2014) pro-
duced a corpus based on student essays for building
and implementing systems to promote persuasive
writing for adaptive feedback using argumentation
mining (AM) approaches. Further research uses
the corpus as a model to annotate persuasive writ-
ings (Carlile et al., 2018) or construct a model for
assessing persuasive essays (Ke et al., 2018). How-
ever, the existing literature does not adequately
transfer corpora for structured writing or reasoning
to other educational domains, like law or to other
languages.

To summarize, we see that literature falls short
of annotated corpora, which can be used to model
components in student-written legal case solutions.
Without the availability of these corpora, the de-
sign of adaptive NLP-based applications for lawful
writing is naturally hindered. To the best of our
knowledge, there is only one approach by Urchs
et al. (2020) that aims to detect the components
of legal writing, but the approach focuses on court
decisions and the judgment style. Therefore, we
aim to address this literature gap by presenting and
evaluating an annotation scheme as well as an an-
notated corpus built on student-written texts with
the objective of developing an intelligent writing
support system for students in law courses.

3 Construction of the Corpus

3.1 Data Source

The data for our corpus were collected in a law
courses at a German university. We compiled the
corpus with the case solutions of law students who
have written solutions to different legal problems
(four different case studies) from different areas
of law. In total, we collected 413 legal case solu-
tions, with a typical length of 55.07 sentences and
331.35 tokens per document.1 The case studies are
mainly based on example cases from civil law and
are oriented towards basic cases of Musielak and
Hau (2005). Students solved the cases as a compo-
nent of a comprehensive law lecture, utilizing them
as a means of exam preparation. It is important
to note that the quality of the 413 student-written
case solutions may vary, as the students are not all
at the same level of proficiency or understanding.
The data were collected in the mentioned lecture
between 2020 and 2022. The course deals with the
teaching of the basics of legal writing and the funda-

1The data collection was conducted according to the ethical
guidelines of our university.
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mental knowledge of business law were introduced.
Accordingly, the course has dealt with essential
basics that are also important for non-law students,
such as business students. The data collected are
thus relevant not only in the context of foundational
legal education but also for many other German-
language legal studies programs (e.g., law courses
in the education of business students).

3.2 Annotation Scheme

The correct application of structured legal writing
in the appraisal style is the basis for a persuasive
legal opinion. In the following, the components
of the legal writing structure, as well as its annota-
tion, are explained. The structure consists of four
components: major claim, definition, subsumption
(premise and legal claim), and conclusion (Sieck-
mann, 2020; Backer, 2009) (see Table 1).

Components Definition
Major claim The major claim explains the ele-

ments of the offense (fact) that are
to be fulfilled. It raises a question or
possible consequence. The question
is discussed in the following steps
and is finally answered in the con-
clusion.

Definition The definition determines the con-
stituent elements that must occur in
the legal problem so that the case
solution can come to a conclusion.
The elements always depend on the
question raised in the major claim.

Subsumption
(premise and
legal claim):

In the subsumption, it is exam-
ined to what extent the condi-
tions (elements) of the definition
are given. Here, the facts of
the case are weighed against the
preconditions from the definitions
and the premises (facts). Legal
consequences are drawn from the
premises, so-called legal claims.

Conclusion The conclusion is the answer to the
major claim. Thus, the case solution
reaches a final result here.

Table 1: Core components of the legal writing structure
in the appraisal style according to our guidelines.

Structural Components in Legal Case Solutions
A persuasive case solution in the appraisal style
consists of four main components (see Table 1).
The appraisal style always starts with a major claim.
The major claim raises a question, explains the ele-
ments of the offense that are to be fulfilled, and is
to be written in the subjunctive. Definitions define
the elements to be fulfilled. The elements always
depend on the question raised in the major claim.

Only essential passages of the law should be men-
tioned here; therefore, irrelevant passages should
not be annotated. In the subsumption, we exam-
ine to what extent the conditions (elements) of the
definition are given. Here, the facts of the case
are weighed argumentatively. This weighing fol-
lows established models in argumentation theory
(Toulmin et al., 1984; Freeman, 2001). Thus, an
argument comprises various elements, including a
legal claim and at least one premise that either sup-
ports or challenges it. The purpose of the premise
is to support the validity of a claim within the con-
text of law by presenting factual statements, legal
judgments, or the prevailing opinions of legal ex-
perts. It serves as a justification that makes the
legal claim understandable. The conclusion is the
answer to the question that was raised in the major
claim. Thus, the case solution here comes to a final
conclusion. The question formulated in the major
claim is answered. A conclusion is always written
in the indicative. Reasons are out of place here;
they only belong in the definition or subsumption.

Relations in Legal Case Solutions Apart from
the various components that make up the struc-
ture of a legal argument, there exist two essential
connections between these components. The first
pivotal link revolves around the dependence on the
major claim and the subsequent conclusion. Every
question or issue presented within the major claim
must be addressed and resolved in the conclusion.
This connection ensures that the arguments pre-
sented in support or refutation of the major claim
ultimately lead to a clear and definitive conclusion.
In other words, the conclusion should provide a res-
olution to the questions raised in the major claim,
tying together the various premises and evidence
presented throughout the argument. These relation
is illustrated in Figure 2. The subsumption contains
the second crucial connection. Here the argumenta-
tive elements legal claim and premise are weighed
argumentatively. Premises are facts that lead to
certain conclusions by the previously attached defi-
nition. As a result, the premises back up the legal
claims made. More complex combinations of con-
clusions and premises are feasible. Several differ-
ent premises can support a legal claim. Equally, a
legal claim can be supported by only one premise
(see Figure 4 in the Appendix A). A premise might
be formed from the facts of the case, past decisions,
or the so-called majority view (the majority of legal
scholars support a certain interpretation of a fact).
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V has made an offer, but it is 
unclear whether he has 

accepted it.

An offer is a declaration of intent that 
must be received by another entity and 

by which the conclusion of the 
contract is proposed to the other 

entity, clarifying the essential 
elements of the contract (purchase 

price, object of purchase, contracting 
parties), also known as essentialia 

negotii, in such a way that the 
contract's conclusion is dependent 

solely on the other entity's agreement.

V declares that if the 
offer is accepted by the 
date 10.3, he would like 
to sell the computer to K 

for 1.000€.

As a consequence, V has 
revealed both the 

contractual parties (K 
and V), as well as the 

object of purchase 
(machine) and the 

purchase price (1.000€ ), 
and thus all necessary 
aspects of the contract 
have been mentioned.

As a result, it is a restricted offer by 
the V in compliance with 145-149 

BGB.

Closes the 
major 
claim

therefore

D
efinition

Subsum
ption

C
onclusion

Prem
ise

L
egal claim

M
ajor 

claim

Figure 2: An example of an annotated section from a
case solution. We translated the example from German
to English for the sake of this paper.

Since it is necessary, especially in jurisprudence,
to support the findings obtained in subsumption
in a comprehensible way, arguments are used in
case solutions in the subsumption to convincingly
support the legal conclusion drawn.

3.3 Annotation Process

Two native German speakers independently an-
notated the legal case solutions according to the
components - major claim, definition, subsump-
tion (premise and legal claim) and conclusion - ,
as well as for the argumentative relations accord-
ing to the annotation guidelines we provided. The
annotators were trained and educated in the legal
domain. Our guidelines consist of thirteen pages.
In the guideline2, we precisely explain and de-
fine the components of legal argumentation, which
scheme to use for annotation, and how to annotate

2The annotation guidelines as well as the entire corpus
can be accessed at https://github.com/FlorianRKF-Weber/-
structured-and-persuasive-case-solutions-from-law-students.

the subsumption and its argumentative structures
(Tettinger, 1982; Backer, 2009; Sieckmann, 2020).
In addition, the guideline specifies that sentences
failing to meet the criteria of expert opinion style
should not be annotated. This decision is based
on quality assurance considerations, considering
that there may be variations in the texts within
the dataset, and not all sentences are expected to
align with the requirements of legal writing. Six
team workshops were conducted with the anno-
tators as well as a senior researcher to develop a
common understanding of the annotation guide-
lines and to resolve potential disagreements. The
senior researcher also has a background in law edu-
cation, so he was able to assist with legal problems
and issues as well. For annotation, we used the tool
tagtog3. The tool offers the advantages of a graphi-
cal interface for marking up units of text and allows
monitoring of Inter-Annotator Agreements (IAA)
through a dashboard of metrics. Furthermore, the
tool has already been used successfully in similar
projects (Wambsganss and Niklaus, 2022; Wamb-
sganss et al., 2021). In three workshops, we ana-
lyzed the metrics inform of IAAs (e. g., percentage
agreement, Kripp. α, Fleiss’ Kappa see in Section
4) at 10, 30, and 70 case milestones and highlighted
potential difficulties and errors in the guidelines.
After annotating the first 100 texts (these texts were
each individually edited by both annotators), the
two annotators individually annotated the remain-
ing 313 texts. Accordingly, each annotator still
annotated 157 texts (or 156 texts) individually. All
conflicts in the annotation process were discussed
and resolved with three senior researcher. The an-
notation process was continued on the basis of the
agreement; if the agreement was too weak, it was
discussed how annotation could be improved. In
order to achieve consistency in the annotation pro-
cess, certain annotation steps needed to be repeated
based on this foundation. This was necessary to en-
sure that the dataset received uniform and accurate
annotations throughout. By revisiting these annota-
tion steps, any inconsistencies or discrepancies in
the data set could be identified and addressed, al-
lowing for a more reliable and cohesive annotation
process. This iterative approach aimed to enhance
the overall quality and reliability of the annotations,
ultimately leading to a more consistent dataset. Fig-
ure 2 shows an example of an annotated part of a
case solution with the corresponding components.

3https://tagtog.net
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4 Corpus Analysis

4.1 Inter-Annotator Agreement

To evaluate the reliability of our annotated compo-
nents and their relationships to each other, we fol-
lowed the approaches of Stab and Gurevych (2014)
as well as Wambsganss and Niklaus (2022) to cal-
culate three different Inter-Annotator Agreements
(IAA).

Components Percentage Kripp.
α

Fleiss’ Kappa

Major claim 0.9845 0.9292 0.9292
Definition 0.9720 0.7878 0.7878

Subsumption 0.9622 0.6260 0.6259
Premise 0.9341 0.5590 0.5589

Legal claim 0.9560 0.4502 0.4502
Conclusion 0.9752 0.8836 0.8836

None 0.9026 0.8052 0.8432

Table 2: Inter-annotator agreement of legal component
annotations.

Structural Components in Legal Case Solutions
To annotate the components of a legal case solution,
the annotators determined the individual compo-
nents in sentences. If a sentence contains a com-
ponent, it receives one of the labels. Otherwise, it
receives the label none. Basically, a label can only
be assigned to one sentence at a time. An excep-
tion is the label of the subsumption. The subsump-
tion is the superior component of the legal claim
and premise components. Accordingly, claims and
premises must always be subsumptions, but not
every subsumption must be a claim or a premise.
To represent this circumstance, we have decided
to use three models (see Table 5). To evaluate the
agreement between the annotators, we compute the
percentage agreement p as well as the measures
Krippendorff’s α (Krippendorff, 1980) and Fleiss‘
Kappa (Fleiss, 1971). Table 2 illustrates the final
resulting IAA values after 100 annotated case solu-
tions. The percentage agreement divides the num-
ber of agreements by the label count (Meyer et al.,
2014). In order to evaluate the accuracy and reli-
ability of the annotation, a thorough analysis was
conducted on the individual values. The results re-
vealed a high level of agreement for the major claim
component, with a score of 0.9292, indicating a
perfect agreement among the annotators. Similarly,
the conclusion component demonstrated a perfect
agreement level of 0.8836. However, when exam-
ining the premise, legal claim, and subsumption
components, the agreement levels were relatively

lower, falling below 0.67. Although these com-
ponents exhibited moderate agreement, they still
provided valuable insights for further refinement
and clarification. On the other hand, the component
related to definition displayed a substantial level of
agreement, with a score of 0.7878 according to the
(Landis and Koch, 1977). This signifies a signifi-
cant level of consistency and concurrence among
the annotators regarding the definitions within the
annotation process. By thoroughly analyzing these
individual values, the assessment provided a com-
prehensive understanding of the effectiveness and
reliability of the annotation, highlighting areas of
strong agreement as well as identifying aspects
that may require further attention and improvement.
The evaluation of Fleiss’ Kappa comes to similar
results. With a total agreement of 0.7751 (Krip-
pendorff’s α) and 0.7751 (Fleiss’ Kappa), we draw
the conclusion that it is consistently possible to
annotate argumentative elements in student case
solutions. The total agreements show, according to
Landis and Koch (1977), a substantial agreement
for Fleiss’ Kappa and an acceptable agreement for
Krippendorff’s α (Batanović et al., 2020).

Relations in Legal Case Solutions To assess the
reliability of relations, we examined all relations
that were annotated in the dataset, i.e., all pairs
of a major claim and a conclusion, as well as all
pairs of a legal claim and a premise. In total, the
markable elements include 3276 pairs, of which
1430 are annotated as legal claims and premises
relations, while 2890 of the pairs are annotated
as major claims and conclusion relations. We ob-
tained an percentage IAA of 79.7% for the relations
between the major claims and the conclusions. The
percentage IAA between the claims and premises
is 56% (Meyer et al., 2014). Due to this, we cal-
culate the values for Krippendorff’s α and Fleiss’
Kappa (see Table 6 in the Appendix A). For the
relation of major claims and conclusion, we ob-
tained a substantial agreement (0.7750) for Fleiss’
kappa (Landis and Koch, 1977) and an acceptable
agreement (0.7813) for Krippendorff’s α (Krippen-
dorff, 2011; Batanović et al., 2020; Krippendorff,
1980). The relationship between the legal claims
and premises shows a fair agreement (0.3979) for
Fleiss’ kappa (Landis and Koch, 1977). We con-
clude that component relations and argumentative
relations can be reliably annotated in legal case
solutions. Nevertheless, it should be noted that
the relational agreement between legal claims and
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premises according to Krippendorff (2011, 1980) is
not acceptable. For the legal claim premise agree-
ment, Fleis’ kappa and the percentage agreement,
however, indicate acceptable values.

4.1.1 Corpus Statistics

The final corpus comprises 413 case solutions writ-
ten by students, covering four distinct case studies
from the field of civil law. The case solutions are
made up of 22,743 sentences totaling and 328,543
tokens (see Table 3). On average, each document
has 55.07 sentences and 331.35 tokens. The distri-
bution of the components can be taken from Table 4.
Other text fragments were detected as a component
with no parameters ("None").

total mean SD min max
Sentences 22,743 56.96 27.90 3 133

Tokens 328,543 676.16 331.35 32 1790

Table 3: Overview of the distribution of sentences and
tokens in the final corpus. Mean, standard deviation
(SD), min and max of sentences and tokens are indicated
per document.

total mean SD min max
Major claim 3514 8.51 4.76 1 24

Definition 2288 5.54 2.96 1 17
Subsumption 2837 6.87 3.55 1 17

Premise 3304 8.00 4.77 1 27
Legal claim 1949 4.72 2.79 1 17
Conclusion 3531 8.55 4.37 1 23

Table 4: Overview of the distribution of components in
the final corpus. Mean, standard deviation (SD), min
and max of the annotated components are indicated per
document.

5 Application of the Corpus

Modelling Components and Relations of Legal
Case Solutions After constructing and analyzing
our corpus, we leveraged the novel data to train
different ML-models. The detection of the compo-
nents and relations of legal case solutions is a multi-
class classification task. The first task is to classify
the single components of the appraisal style. Each
sentence can be either a major claim, a definition, a
subsumption, a conclusion or non-component. The
second task is the classification of sentences that
refer to the component subsumption. Each sen-
tence that is a subsumption can be a legal claim, a
premise, or a none within the subsumption. The
third task is to classify the relations between the

legal claims and the premises in a subsumption4.
To perform the classifications, we trained three
different text models, we used BERT, RoBERTa,
DistilBERT and DistilRoBERTa (see Table 7 in the
Appendix A). 20% of the original dataset was used
for evaluation, and the remaining 80% for train-
ing all the models. The BERT models performed
with the highest accuracy, according to our anal-
ysis of the models (see Table 7). Therefore, we
decided to use three BERT models for the classifi-
cation. More information about the three models
classifier can be found in Table 5 and more infor-
mation about the performance per class (precision,
recall and F1 score) can be found in Table 7. The
pre-trained BERT model was acquired from Hug-
gingFace (Wolf et al., 2020) and was subsequently
trained using the training dataset. BERT can apply
the knowledge it has gained from the initial dataset
to the field of legal texts. To make the corpus suit-
able for sentence-based inputs, it was preprocessed
using Spacy5. To train the model, we employed
8-piece batches with a maximum sequence length
of 128. The BERT models used a warm-up ratio
of 0.06, a learning rate of 4e5, and an Adam ep-
silon of 1e-8. For consistency and effectiveness, we
adopted the hyperparameters from the pre-trained
bert-base-german-cased model and the default pa-
rameters of the widely used SimpleTransformers
Python library, which have proven successful in
similar NLP tasks (Reimers and Gurevych, 2019).
Through extensive experiments, we determined that
our models performed adequately with the default
parameters. We acknowledge the significance of
hyperparameter selection and firmly believe that
our approach was effective for our specific task
and dataset, as demonstrated by competitive results
when compared to state-of-the-art models (Wambs-
ganss and Niklaus, 2022).

Extension of the Models by Syntactic Rules To
better meet the prediction requirements of a legal
case solution, we have extended the model with
syntactic rules. In the first step, we have added the
identification of headings to the model. Thus, all
sentences that begin with a Roman or Arabic nu-
meral, e.g., 1, II, or with a letter (a., a), A), etc.) are
marked as headings. This is important because the

4The model does not incorporate the relations between
the major claim and the conclusion, as we determined that
simple heuristics offered a superior approach to providing
feedback to students regarding the connection between these
two components.

5https://spacy.io
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Figure 3: Screenshot of our writing support system with the integration of the three BERT-models. To facilitate
understanding we translated the user interface to English.

Model Description
1. Main model
(BERT) - multi-
class prediction
model

Identifying the fundamental ele-
ments of the appraisal style (ma-
jor claim, definition, subsump-
tion and conclusion).

2. Secondary
model (BERT) -
multi-class predic-
tion model

Identifying the components of
an argument in the subsumption
(legal claims and premises).

3. Tertiary model
(BERT) - binary
classification
model

Identifying relationships be-
tween the components in
the subsumption (claims and
premises).

Table 5: Overview and description of the three BERT
models and its classifier. We show the main model, the
secondary model and the tertiary model.

headings have nothing to do with the specified com-
ponents but are often used by students to structure
their case solutions (see Figure 3). In the second
step, we have defined a collection of abbreviations
typically used in legal case solutions (see Table 8
in the Appendix A). These abbreviations played a
vital role in our sentence-based models by ensuring
that sentences would not be inappropriately seg-
mented due to the presence of punctuation marks
immediately following the abbreviations. By incor-
porating these abbreviations into the models, we
maintained the integrity and coherence of the text,

enabling more accurate and effective analysis of
the legal case solutions.

Writing Support System for Persuasive Legal
Case Solutions We have designed a writing sup-
port system in which we have implemented the
three BERT models as feedback algorithms. The
system is based on a user-centered design and fun-
damentally follows the theory of learning from er-
rors (Metcalfe, 2017) and supports learners through
scaffolding (Wong and Lim, 2019; Cagiltay, 2006).
Based on our three models, the system can pro-
vide individual feedback to students in German law
courses during their writing process (Hattie and
Timperley, 2007). Our writing support system is
presented in Figure 3.

Evaluation in a Writing Task We evaluated our
writing support system in an online experiment
with 34 students who were enrolled in a law or
business law program. We selected Prolific6 as the
experimental platform due to its consistent track
record of delivering high response quality and a
diverse range of samples, making it one of the
most reliable platforms for conducting behavioral
research (Peer et al., 2017). In the online exper-

6https://www.prolific.co
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iment, students were asked to solve a legal prob-
lem with the assistance of our writing support sys-
tem. The students were randomly divided into two
groups. The control group solved the problem with
a reduced version of our system, receiving only
static feedback on persuasive writing of case so-
lutions. The treatment group solved the task with
feedback based on the three BERT models. Apart
from the feedback, the two versions of the system
were identical in design to maintain consistency.
Both systems use a case study, useful paragraphs,
and a checklist (see Figure 3). Before the students
started the writing task, we conducted a pre-test to
make sure that they had the same knowledge about
legal writing. In the pre-test, students received two
predefined case solutions and were required to rate
them on a scale of 1–5. The scale indicates how
qualitatively well the case solutions were written
(see Table 9 in the Appendix A).

After the interaction with the system, the par-
ticipants were asked to complete a post-survey to
measure the learning outcome between the two
versions of the systems. In the post-test, students
were again asked to rate two predefined cases (scale
of 1–5) and explain why they rated the cases ac-
cordingly (assessment task). After the post-test,
students were asked questions regarding their per-
ception of the system (post-survey) (see Table 10 in
the Appendix A). To evaluate the perception of the
system, the students were asked questions about the
technology acceptances of the system (Venkatesh
and Bala, 2008) and the feedback accuracy of the
system (Podsakoff and Farh, 1989). To test whether
participants conscientiously completed the surveys,
we included two control questions.

Results After analyzing that all participants were
either law students or had already attended a law
lecture in the course of their study program, had
sufficient knowledge of German, and could answer
both control questions, we obtained 29 valid re-
sponses (14 treatment group, 15 control group).
The participants had an average age of 25.83 (SD
= 5.66). Among them, there were 9 females, 16
males, and four individuals who identified as non-
binary. The participants spent between 30 and 55
minutes writing the case solution. The post-test
required approximately 20 minutes to complete.
To assess participant responses, we employed a
standardized 7-point Likert Scale commonly used
in psychology. In this scale, the value of 4 rep-
resents neutrality. Values higher than 4 indicate

positive outcomes and provide evidence of the sys-
tem’s effective design. The perceived usefulness
has a value of 5.07 (SD = 1.14). Perceived useful-
ness (PU) shows if the users believe in an increased
value by using the system (Davis, 1989). Perceived
ease of use (PEOU) was also rated by participants
above the neutral value of 4 (mean = 5.5, SD =
1.08). PEOU promotes intrinsic learner motivation
and can lead to increased learning success (Barto
et al., 2004). Finally, the participants also rated the
intention to use (ITU) with a mean value of 5.43
(SD = 0.99), which is above the neutral value. The
ITU indicates that the participants would use the
corresponding system in a law course (Agarwal and
Karahanna, 2000). We also analyzed feedback ac-
curacy to determine whether participants perceive
the feedback algorithm to be accurate (Podsakoff
and Farh, 1989). The results show that participants
rate the feedback with a mean value of 4.95 (SD =
0.74) hence 0.95 higher than the neutral value 4.

In addition to participants’ perceptions of the
system, we also measured the learning success of
the system in a post-test. In the post-survey, we in-
dicated that the participants performed significantly
better than the control group at the assessment task
(p-value = 0.0404, W = 146.5)7. At the same time,
we could show that there were no significant differ-
ences between the two groups in the pre-test, which
excludes a bias by a control group with possibly
more knowledge (see Table 11 in the Appendix A).

6 Conclusion

In this research, we offer a novel scheme for
annotating structured elements and arguments in
student-written case solutions. We used the scheme
to create a corpus of 413 students’ written legal
case solutions, which consists of 25,103 sentences
and 310,363 words. Furthermore, we present an
annotation study based on 100 case solutions and
show that the annotation of student-written case
solutions is possible. Finally, we integrated and
evaluated three trained BERT-models based on our
corpus in a writing support system. In order to
improve teaching in large-scale learning settings,
we expect that integrating the provided annotation
scheme and our argumentation corpus would en-
courage the creation of writing support systems.

7We performed a two-tailed Wilcoxon rank-sum test.
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Limitations

Regarding our work, a few limitations should be
mentioned. During the annotation process, con-
flicts between annotations occurred. All conflicts
were discussed with a senior researcher and re-
solved in this way. Thus, we reached the best possi-
ble agreements, but still some agreements are lower
than others (see Table 2). For example, legal claims
and premises have a relatively large room for in-
terpretation. Perfect results can only be expected
by over-anchoring the annotators and weakening
the guideline, which we have consciously avoided
in our research. The comparison of the IAA with
other works in the field of NLP from legal science is
not possible, because the works either do not exam-
ine the components of the appraisal style or identify
the components of the judgment style without the
indication of the IAAs (Urchs et al., 2020). Com-
pared to works that also annotated premises (Kripp.
α = 51.08%) and claims (Kripp. α = 55.49%) in
business pitches (Wambsganss and Niklaus, 2022),
our work provides comparable results with respect
to the agreement of the Krippendorff α (premise
= 55.89%, legal claim = 45.02%). Further work
shows similar results α = 44.1% (Park and Cardie,
2018). All in all, we can assume that both our com-
ponents and our mounted relationships, achieve
comparable or better results than comparable works
(e.g., Park and Cardie (2018)).

Although our model shows accurate values be-
tween 78% and 92% for predicting the components
of the appraisal style, the values for determining
legal claims and premises are lower (62% and 78%)
compared to the other values. However, they dis-
play reasonable values when compared to previous
NLP studies. We can only compare our work to
other related work in another domain because val-
ues for detecting legal claims and premises are
not available in the NLP literature. For instance
Wambsganss and Niklaus (2022), present an accu-
racy of 54.12% for their Long Short-Term Memory
(LSTM) model which detects claims and premises.
With the mentioned model the authors shows pos-
itive outcomes in supporting students’ argumen-
tative skills. Our models show similar or higher
precision in comparison to the works of Poudyal
et al. (2020) or Wambsganss and Niklaus (2022)
(see Table 7 in the Appendix A) and our post-test re-
sults also show significant learning outcomes (see
Table 11 in the Appendix A). Although we can
show a significant learning output, it must be noted

that this is only short term. As a result, we intend
to carry out additional field experiments in the fu-
ture to establish the system’s effectiveness over a
more extended period and demonstrate long-term
success.

As a third possible limitation, our models are
limited to applying the appraisal style in German
only. In the future, further efforts have to be made
to investigate the transfer-ability or adaptation of
our models to other countries with other legal sys-
tems and other languages. However, we assume
that this is possible in principle, since some coun-
tries such as China now use the appraisal style in
law teaching (Man, 2022) and countries such as
the U.S. use at least similar approaches such as
learning with case studies using the IRAC formula
(Metzler, 2002). Nevertheless, some adaptation of
the models is needed, since the language and the
legal form in each country have their own specifici-
ties.

Ethics consideration

It is important to acknowledge that this research
was conducted by a diverse team of authors and an-
notators with backgrounds encompassing Western
European, Asian, female, and male perspectives.

All data collection procedures strictly adhered to
the ethical and privacy policies outlined by our uni-
versity and the respective platforms involved. Prior
to participation in surveys or interviews, all partici-
pants were duly informed about the data processing
procedures and provided their explicit consent. To
ensure privacy, all data were anonymized during
analysis and could be deleted upon the request of
participants.

In collaboration with our university, we con-
ducted a comprehensive risk assessment and ethics
review for this project. The findings from both in-
vestigations affirm that the project does not pose
any risks to the students. Our models and the sys-
tem utilizing them do not present any potential
dependencies or hazards that could negatively im-
pact students. It is worth noting that similar models
have been trained in the past, aimed at enhancing
students’ argumentation skills among other objec-
tives. Based on our current knowledge, no risks
have been identified associated with the utilization
of these models.

We are committed to upholding the highest ethi-
cal standards throughout our research, prioritizing
the well-being of all participants involved.
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A Appendix

Relations Percentage Kripp.
α

Fleiss’
Kappa

Major claim
and conclu-
sion

0.7970 0.7813 0.7750

Legal claim
and premise

0.5600 0.4147 0.3979

Table 6: Inter-annotator agreement of relations annota-
tions.

Premise Legal claim

Premise Legal claim

Premise

Premise Legal claim

Premise

Premise

Figure 4: The figure demonstrate various support link-
ages between premises and legal claims. One or more
premises can be used to support any legal claim.
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Classifier Model Name Model Type Precision Recall F1 Score Class

Lawful Components

BERT

0.92 0.95 0.93 MC
0.87 0.92 0.89 C
0.78 0.86 0.82 D
0.69 0.73 0.71 S
0.91 0.86 0.88 N

RoBERTa

0.93 0.96 0.94 MC
0.90 0.90 0.90 C
0.79 0.89 0.84 D
0.60 0.80 0.69 S
0.93 0.84 0.88 N

DistilBERT

0.95 0.95 0.95 MC
0.87 0.91 0.89 C
0.82 0.86 0.84 D
0.62 0.71 0.66 S
0.92 0.87 0.89 N

DistilRoBERTa

0.91 0.93 0.92 MC
0.81 0.88 0.84 C
0.80 0.77 0.78 D
0.53 0.67 0.59 S
0.89 0.82 0.86 N

Subsumption Types

BERT
0.78 0.58 0.66 LC
0.62 0.79 0.69 P
0.83 0.74 0.78 N

RoBERTa
0.76 0.51 0.61 LC
0.58 0.68 0.63 P
0.77 0.76 0.76 N

DistilBERT
0.67 0.57 0.62 LC
0.61 0.72 0.66 P
0.79 0.73 0.76 N

DistilRoBERTa
0.56 0.51 0.53 LC
0.52 0.66 0.58 P
0.77 0.63 0.69 N

Claim-Premise Relation

BERT 0.90 0.90 0.90 -
RoBERTa 0.89 0.60 0.72 -

DistilBERT 0.88 0.87 0.88 -
DistilRoBERTa 0.74 0.98 0.85 -

Table 7: Comparison of the different types of models. Each model type was applied to the different classifiers. MC
= Major Claim, C = Conclusion, D = Definition, S = Subsumption, LC = Legal Claim, P = Premise, and N = None.
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Abbreviation (German) ff. abs. art. gem. nr. ggf.
Translation et seqq. para. art. acc. to no. -
Meaning Refers to fur-

ther paragraphs.
paragraph article according to number if applicable

Abbreviation (German) abl. abschn. abschl. allg. anm. ausf.
Translation - sec. - - - -
Meaning deprecating section markdown in general comment in detail

Abbreviation (German) vgl. i.S.d. insbes. grds. ggü. bzw.
Translation - - - - - resp.
Meaning see in the sense of notably in principle vis-à-vis respectively

Abbreviation (German) bzgl. bspw. bsp. betr. begr. Beschl.
Translation - e.g. - - - -
Meaning regarding for example example concerning justifying resolution

Table 8: Overview of abbreviations with which the models were extended. The models understand the appropriate
abbreviations as such and do not break up sentences. The list will be extended in the future.

Section Variables Items Scale
Pre-
Survey

Previous experi-
ence with legal
writing

Have you already taken or completed a law class?
(This also includes courses such as introduction
to law or similar courses that are offered, for ex-
ample, as part of a business administration degree
program.)

Yes / No

Pre-
Survey

Previous experi-
ence with legal
writing

In which field are you studying or have you stud-
ied ?

Law, Business
Law, Business
Administration,
Business Sciences

Pre-
Survey

Demographics 1. Age
2. Gender
3. Language

Open

Pre-
Test

Checking the level
of knowledge
before interacting
with the system

Evaluation case solution 1.1 (civil law - rather
good solution)
Evaluation case solution 1.2 (civil law - weak
solution)

Scale 1-5 (good,
rather good, aver-
age, rather weak,
weak) + Open
(Open question for
the explanation of
the evaluation)

Writing
Task

Online assignment "In the following, you can solve the civil law
case. Use the appraisal style. The writing support
system will help you write your case solution
and will also provide you with the exact facts
of the case in the form of a case study. Your
case solution should be about 350-450 words (the
system will show you your word count)."

Open question

Table 9: Overview of the pre-survey, pre-test and the writing task.
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Section Variables Items Scale
Post-
Test

Checking the level
of knowledge after
interacting with the
system (assessment
task)

Evaluation case solution 2.1 (civil law - weak
solution)
Evaluation case solution 2.2 (civil law - good so-
lution)

Scale 1-5 (good,
rather good, aver-
age, rather weak,
weak) + Open
(Open question for
the explanation of
the evaluation)

Post-
Survey

Intention to use
(Agarwal and
Karahanna, 2000)

"Assuming the system would be available for a
law course, I would use it again."
"Assuming the system would be available at a law
course, I would plan to use it."

1- 7 Likert scale (7:
highest)

Post-
Survey

Perceived useful-
ness (Agarwal and
Karahanna, 2000)

"Using the writing support system helps me more
effectively write persuasive case solutions using
the appraisal style."
"I find the interaction with the system useful in
writing persuasive case solutions using the ap-
praisal style."

1- 7 Likert scale (7:
highest)

Post-
Survey

Perceived ease of
use (Venkatesh and
Bala, 2008)

"Learning how to use the system would be easy
for me."
"I perceived the interaction with the system as
easy."
"I think it would be easy for me to become skillful
in using the system."

1- 7 Likert scale (7:
highest)

Post-
Survey

Feedback accuracy
(Podsakoff and
Farh, 1989)

"The systems evaluation of my case solution re-
flects my actual performance."
"The systems has accurately evaluated my perfor-
mance."
"The recommendations I received from the system
was an accurate assessment of my performance."
"I assume that the system will help me improve
my ability to write persuasive case solutions in
the appraisal style."

1- 7 Likert scale (7:
highest)

Post-
survey

Control questions "Please check "Strongly agree."
"A certain word was mentioned in the system
tutorial video. Please write this word in the text
box below."

Open question

Table 10: Overview of the post-survey and the post-test.

Group p-value W Mean (TG) Mean (CG) SD (TG) SD (CG)
Pre-Test 0.638 115 0.286 0.233 0.323 0.319
Post-Test 0.0404 146.5 0.357* 0.133 0.305 0.229

Table 11: Results of the analysis of the learning outcome. We show the mean, the standard derivation, Wilcoxon
statistic (W), middle rank of the control group and the treatment group, as well as the results of a Wilcoxon rank-sum
test. We set the significance level at alpha 0.05: p<=0.05*.
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