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Abstract

Along with the performance improvement in
NLP domain, the sizes of transformer-based
language models (TLM) are also dramatically
increased. Some prior works intend to com-
press TLM models into more compact forms,
but do not fully consider the hardware charac-
ters may not support the efficient execution for
these forms, leading to the deployment of TLM
on hardware with noticeable acceleration is still
challenging. This paper thoroughly designs a
compression scheme named GPUSQ-TLM to
maximally utilize the GPU-friendly 2:4 fine-
grained structured sparsity and quantization
characters. Especially, a dense TLM model is
first pruned to meet the GPU’s acceleration con-
straint of sparse patterns with FP16 type, then
it is further quantized into a fixed-point one by
quantization-aware training, to provide an extra
speedup for integer tensors on GPU. A mixed-
strategy knowledge distillation of labels, logits
and feature maps is used for best accuracy com-
pensation during pruning and quantization pro-
cess. Experiment results show GPUSQ-TLM
scheme achieves state-of-the-art compression
on TLM model of various encoder and de-
coder blocks with negligible accuracy degra-
dation on SQuAD, GLUE, CNN-DM & XSum
and WikiText benchmarking tasks. Moreover,
GPUSQ-TLM can boost actual deployment
performance by up to 4.08-4.25× times latency
and 6.18-6.79× throughput on A100 GPU.

1 Introduction

Equipped with the attention mechanism and ar-
chitecture (Vaswani et al., 2017), the transformer-
based language models (TLM) are proficient
in handling long-range dependencies of the se-
quence inputs. The subsequent studies showed
that transformer-based pre-trained language mod-
els (Devlin et al., 2019; Radford et al., 2018)
could achieve state-of-the-art performances on var-
ious natural language processing (NLP) (Wolf

∗ Tao Chen and Zhongxue Gan are corresponding authors.

et al., 2019) benchmarks, including question an-
swering (Rajpurkar et al., 2016), paraphrase detec-
tion (Dolan and Brockett, 2005), sentiment anal-
ysis (Socher et al., 2013), natural language in-
ference (Bowman et al., 2015), and text classi-
fication (Howard and Ruder, 2018), etc. Mean-
while, the transformer-based structure also ex-
panded its success to other disciplines like com-
puter vision (Carion et al., 2020; Dosovitskiy
et al., 2020), music (Huang et al., 2018), chem-
istry (Schwaller et al., 2019), life sciences (Rives
et al., 2021), and pharmaceutics (Yang et al., 2021).

Figure 1: State-of-the-art NLP models size comparison.

Along with the performance improvement,
transformer-based language models’ scales are also
dramatically increased. BERT model (Devlin et al.,
2019) sets the milestone for pre-trained language
models with transformer encoder as its backbone.
It has 340 million parameters for the large version.
Generative Pre-trained Transformer (GPT) series
are dedicated to scaling pre-trained transformer de-
coder architecture and proved that a large-scale pre-
trained language model could achieve impressive
few-shot performance with diverse downstream
tasks. The parameters scale increases from 110
million of GPT-1 (Radford et al., 2018) to 1.5 bil-
lion of GPT-2 (Radford et al., 2019) and finally
boosts to 175 billion of GPT-3 (Brown et al., 2020).
Megatron-LM model (Narayanan et al., 2021) is
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with 1 trillion parameters trained on 3072 GPUs.
Switch Transformers (Fedus et al., 2022) further
increase the scale of pre-trained language models
to 1.6 trillion parameters with a Mixture of Experts
(MoE) style. A detailed comparison of state-of-the-
art transformer-based models can refer to Figure 1.

Model compression techniques by transferring
the large-scale TLM models to a lightweight ver-
sion can benefit more efficient computation with
less memory and energy consumption. There are
some previous studies to compress the TLM mod-
els to compact forms. However, there are some
main drawbacks in these prior arts:

• Prior arts aim to reduce the theoretical model
size, which is not directly leading to better
efficiency on deployed hardware. (Chen et al.,
2020; Xu et al., 2021; Kurtic et al., 2022) can
prune 50%-97% of BERT weights. However
the left weights have irregular sparse pattern
do not match hardware supported acceleration
characteristics, leading to only 2%-8% latency
speedup on GPU hardware.

• How to keep the best accuracy with mul-
tiple compression methods and generalize
on various TLMs lack systematical investiga-
tion. (Sanh et al., 2019; Sun et al., 2019; Jiao
et al., 2020) compress by pruning several en-
tire transformer blocks in BERT models, lead-
ing to apparent accuracy drop. (Frantar and
Alistarh, 2023) can prune 50% weights for
GPT models. But the accuracy drop is even
larger. Moreover, these compression methods
are specifically designed according to each
model structure. So they cannot directly apply
to other model types.

Because the 2:4 fine-grained structured sparse
pattern (See section 3.1 for more details) is well
supported on NVIDIA GPUs and corresponding
libraries for math acceleration and memory sav-
ing, so we are motivated to design the compres-
sion strategy for TLM models to meet such sparse
pattern. Moreover, the 2:4 sparse GEMM sup-
ports low-precision formats like INT8. So it is
natural to design the compression scheme GPUSQ-
TLM, by combining the GPU-friendly Sparsity
and Quantization to boost deployment efficacy for
Transformer-based Language models, especially
on GPU platforms. GPUSQ-TLM method con-
sists of three stages. First, an original TLM model
is pruned to meet the GPU’s acceleration constraint
of structured sparse patterns with FP16 type. Then

the floating-point sparse model is quantized into
a fixed-point one by quantization-aware training
(QAT), which can provide an extra speedup for
GPU integer tensors. Finally, a mixed strategy
knowledge distillation of labels, logits and feature
maps is developed for best accuracy compensation
during the above pruning and quantization process.

Our main contributions include:
• Unlike prior arts aiming at reducing theo-

retical metrics, GPUSQ-TLM utilizes GPU-
friendly 2:4 sparsity with low-precision quan-
tization, achieving better GPU acceleration.

• GPUSQ-TLM combines mixed knowl-
edge distillation with sparse pruning and
quantization-aware training, which can best
compensate for compressed models’ accuracy.

• GPUSQ-TLM can apply to various TLM
structures and tasks, boosting up to 4.08-
4.25× times latency and 6.18-6.79× through-
put on A100 GPU.

• GPUSQ-TLM can work as plug-in to further
accelerate compressed models generated by
other methods (See section 4.5 for details).

2 Related Work

2.1 Pruning for TLM Compression

Sparsity is a standard technology (Han et al., 2015)
for deep learning model compression, which can
save computational power and reduce the memory
bandwidth with storage burden. Pruning the ele-
ments with less influence on the model’s output is
a common way to compress a neural model into
a sparse form. (Xu et al., 2021) and (Chen et al.,
2020) are the typical works to prune 50%-95%
of model weights and finetune to recover most of
the accuracy. (Kurtic et al., 2022) further improves
the pruning effect with second-order Hessian ap-
proximation. However, the pruned sparse format
is irregular and difficult to accelerate with algebra
libraries and hardware (Mishra et al., 2021).

Some studies have started to prune the entire
transformer blocks to improve the real hardware
deployment efficiency. For accuracy compensation,
knowledge distillation (KD) (Hinton et al., 2015)
technology is applied with the principle of using
a teacher model with better accuracy as the super-
visor for the compressed model to mimic. With
KD, (Sanh et al., 2019; Sun et al., 2019; Jiao et al.,
2020; Sun et al., 2020) succeed in compressing the
BERT model with various tiny versions. We prove
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the proposed GPUSQ-TLM method in section 4.5
can help such coarse-grained pruning methods to
compress inside each transformer block with fur-
ther acceleration on GPU.

2.2 Quantization for TLM Compression

Quantization is another orthogonal model compres-
sion technique (Wu et al., 2020) by applying lower-
precision formats other than the standard 32-bit
floating-point (FP32) data type for weight parame-
ters, inputs, and activations when executing a neu-
ral model. Quantization can speed up deployment
efficiency because the low-precision formats have
higher computational throughput support in several
processors (NVIDIA, 2020; Jouppi et al., 2017;
Arafa et al., 2019), with the extra benefit of reduc-
ing the memory pressure.

(Shen et al., 2020) quantizes BERT models to
ultra-low precision using second-order Hessian in-
formation. But ultra-low precision like 3-bit is not
supported on hardware. To facilitate the deploy-
ment, (Kim et al., 2021) makes an integer-only
approximation for all operations in BERT to avoid
floating point calculation. But it also increases the
difficulty of maintaining accuracy. Our method
combines distillation strategies in calibration and
uses quantization-aware training (QAT) for improv-
ing accuracy compensation effect.

3 Boost TLM on GPU

GPUSQ-TLM mainly contains structured sparse
pruning and sparse-distillation-combined QAT
workflows. We explain the structured sparse pattern
on GPU in section 3.1 and Appendix A.1, and how
to compress each part of a transformer-based lan-
guage model according to the GPU-friendly sparse
pattern in sections 3.2 and 3.3. Section 3.4 de-
scribes the GPUSQ-TLM design as a whole.

3.1 Fine-grained Structured Sparsity on GPU

General Matrix Multiplication (GEMM) is the
fundamental operation inside the common parts
of TLM models, such as convolution, linear pro-
jection, and multi-head attention blocks. A spe-
cific unit called sparse Tensor Core (NVIDIA,
2017a) was introduced in NVIDIA Ampere archi-
tecture (NVIDIA, 2020) for hardware acceleration.
Accordingly, a constraint named 2:4 fine-grained
structured sparsity (Mishra et al., 2021) is im-
posed on the allowed sparsity pattern, i.e., two val-
ues from every four contiguous elements on rows

must be zero. Due to the 2:4 sparsity support on
GPU Tensor Core hardware, sparse GEMM can
reduce memory storage and bandwidth by almost
2× and provide 2× math throughput compared to
dense GEMM by skipping the redundant zero-value
computation. NVIDIA Ampere GPU architecture
supports various numeric precision for 2:4 spar-
sity, including FP32, FP16, INT8, and INT4, etc.
More details on structured sparsity can refer to Ap-
pendix A.1.

3.2 Apply 2:4 Sparsity in Transformer Block

The transformer block (Vaswani et al., 2017) is
the fundamental building structure in various TLM
models. The majority of the weight parameters and
the execution time are taken in stacked transformer
blocks. For example, about 90.2% of the weight pa-
rameters and 99.3% of the inference time are from
the transformer blocks in BERT-large model, and
about 77.7% of the weight parameters and 97.5% of
the inference time are from the transformer blocks
in BERT-base model (Devlin et al., 2019). For the
GPT-3-6.7B and GPT-3-175B models (Brown et al.,
2020), about 96.8% & 99.6% of the weight param-
eters and 97.3% & 99.7% of the inference time
are from the transformer blocks. So in this subsec-
tion, we focus on how to apply the 2:4 fine-grained
structured sparsity in the transformer block.

Transformer blocks used in TLM models are
directly borrowed from or made tiny changes on
the standard transformer block introduced in the
naive attention mechanism (Vaswani et al., 2017).
Usually, the TLM models can be divided into three
main categories, i.e., only use the encoder trans-
former blocks (Devlin et al., 2019), only use the
decoder transformer blocks (Brown et al., 2020),
and use both the encoder and decoder transformer
blocks (Lewis et al., 2020). The essential compo-
nents, like feed forward, residual add, and layer
norm, are almost identical in an encoder and a
decoder transformer block. The main difference
is an encoder transformer block usually uses a
multi-head self-attention; in contrast, a decoder
transformer block usually uses a masked multi-
head self-attention and a multi-head cross-attention.
However, the basic GEMM operations inside the
multi-head self-attention, masked multi-head self-
attention, and multi-head cross-attention are almost
identical. Without losing the generalization of the
proposed method, we illustrate the utilization of
2:4 sparsity with a language model with standard
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Figure 2: Illustration about applying the 2:4 fine-grained structured sparsity in transformer-based language model.
The above part of the figure shows a TLM model structure, with hierarchical zoom-in details of transformer block
and multi-head attention module. The below part in the orange dashed box shows how to compress a dense matrix
with the sparse Tensor Core. The sparse target layers include the final linear projection, as well as the feed forward
and linear projection inside each transformer block. To facilitate the quantization-aware training, we also insert the
quantization simulation and de-quantization simulation operation pairs before and after the sparse target layers.

encoder transformer blocks. 2:4 fine-grained struc-
tured sparsity mainly targets accelerating GEMM
operations. So the Q, K, and V projection layers,
the linear projection layer in the multi-head atten-
tion module, and the linear projection layers in the
feed-forward module are the proper targets to ap-
ply, as shown in the zoomed-in parts (marked with
green blocks) in Figure 2.

The input of a TLM is often a input tensor with
shape RB×L, where B is the batch size, L is the
sequence length. The input tensor will firstly pass
through an input embedding layer that converts
each one-hot token representation into a d dimen-
sional embedding vector, where d is the embedding
size. The output tensor of input embedding layer

with shape RB×L×d additively composed with the
output of position embedding layer to generate the
input tensor X of N series of transformer blocks.

The input tensor X transfers to query Q, key K
and value V with separate linear projection layers
in a multi-head self-attention module with head
number as H . For each head with head index h:

Qh = XWq
h, Kh = XWk

h, Vh = XWv
h, (1)

where Wq
h, Wk

h, Wv
h ∈ Rd× d

H are the weight pa-
rameters of query, key and value linear projection
layers in head h. Then the query, key and value
tensors in each head go into a scaled dot-product
attention to get the attention output tensor Ah:

Ah = softmax

(
QhKT

h√
d

)
Vh, (2)
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where the softmax is a row-wise operation, and
the dot-product of query and key is divided by

√
d

as a form of normalization to alleviate gradient
vanishing problem of the softmax function. The
outputs of all heads A1, · · · , AH are concatenated
together and go through an output linear projection
layer with weight tensor Wo. So the final output
tensor MHA of a multi-head self-attention module
can be calculated as follows:

MHA = Concat(A1, · · · ,AH)Wo (3)

MHA tensor will add the input tensor X in a resid-
ual way, and go through the layer-normalization
layer to get the output tensor Y, followed by a
fully connected feed-forward layer with weight ten-
sor Wff as well as another residual add and layer-
normalization pair to get the final output tensor Z
for one transformer block, i.e.,

Y = LayerNorm (MHA + X)

Z = LayerNorm
(

YWff + Y
) (4)

The output of the last transformer block will
go through the final linear projection layer with
weight tensor Wfp to get the output tensor
for the entire language model. So the over-
all size of trainable parameters1 in a dense
transformer-based language model is SD

TLM =
16 × N

[
H

(
Wq

h + Wk
h + Wv

h

)
+ Wo + Wff

]
+

16 × Wfp bits. If we applying the 2:4 structured
sparsity as shown in Figure 2 with FP16 format, the
overall size of trainable parameters can be reduced
to 0.5625× SD

TLM .
In Figure 2, we also insert the quantization

simulation and de-quantization simulation oper-
ation pairs before and after the 2:4 sparse target
layers. With these operation pairs, we can trans-
fer the sparse target layers as INT format during
the quantization-aware training. And the final 2:4
sparse INT8 model can further reduce the overall
size of trainable parameters to 0.3125× SD

TLM .

3.3 Apply Sparsity in Multi-head Attention

Based on the analysis of the scaled dot-product
attention in equation 2, Qh, kh, Vh are output acti-
vation tensors from the query, key and value linear
projection layers in head h, so it does not have any
trainable parameters. However, its computational
cost is non-zero due to the softmax and the two

1We do not count the weight parameters of the input embed-
ding and position embedding layers into the overall trainable
parameters of the model. Because the embedding operation
may implement as a given lookup table which is not learnable.

dot-product operations, i.e., Qh with KT
h and the

output of softmax with Vh.
The row-wise softmax has a specific effect of

normalizing each row of the softmax output tensor
as only several elements have large magnitudes.
In contrast, the other majority have very close-to-
zero magnitudes. Inspired by this phenomenon, we
can apply row-wise sparsity to the output of soft-
max to help further improve the efficiency of the
scaled dot-product attention. Inspired by the 2:4
sparse pattern in sparse Tensor Core, we explore
the general N:M structured sparsity, i.e., N values
from every M contiguous elements in a row must
be zero2. The sparse Tensor Core has the hard-
ware components to accelerate the compression
and decompression, while the general N:M sparsity
implements the compression and decompression
with software. So 2:4 sparsity is more efficient than
general N:M sparsity implementation with N = 2
and M = 4. However, if N ≪ M , i.e., N

M < 0.5,
the general N:M sparsity can compress the tensor
as a more compact form, which helps to save more
memory traffic and load-store cost. As the output
of softmax usually has a higher sparse ratio than
0.5, it is more suitable to apply the N:M sparsity.
Then the scaled dot-product attention for getting
the attention output tensor Ah with N:M sparsity
enabled can be expressed as follows:

Ah = spN :M

[
softmax

(
QhKT

h√
d

)]
Vh, (5)

3.4 Overall GPUSQ-TLM Compression

Our method utilizes the GPU-friendly structured
Sparsity and Quantization characters to compress
the Transformer-based Language Model, so we
name the compression scheme GPUSQ-TLM.
GPUSQ-TLM mainly contains structured sparse
pruning and sparse-distillation-combined QAT
workflows, as shown in Figure 3. Featured-based
and logits distillations are applied in each workflow
as auxiliary accuracy compensation.
Structured Sparse Pruning aims to compress
the dense floating-point model MDF as the sparse
floating-point model MSF . Based on the discus-
sion in subsections 3.2 and 3.3, we can compress
GEMM-intensive parts of a transformer-based lan-
guage model according to the GPU-friendly 2:4
fine-grained structured sparse pattern, and further
compress the dot-production in multi-head atten-
tion modules with N:M sparsity. To best compen-

2M is a power of 2, and M <= 256, N < M
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Figure 3: GPUSQ-TLM scheme with two sub-workflows. For the structured sparse pruning workflow, the
dense floating-point model MDF is compressed as the sparse floating-point model MSF . Hard label, soft logits and
feature-based distillation losses are accumulated as the overall sparse pruning loss. The sparse floating-point model
MSF is quantized as the sparse quantized model MSQ for the sparse-distillation-combined QAT workflow. Hard
label, soft logits and feature-based calibration losses are accumulated as the overall quantization calibration loss.

sate for the accuracy of MSF , we apply knowledge
distillation (KD) (Hinton et al., 2015), which can
effectively transfer the predicted hard label of the
one-hot representation or soft logits of probabilities
over several classes from a teacher model with ap-
pealing performance to a student model. If the stu-
dent model wants more supervision, feature-based
KD is applied to mimic the teacher model’s feature
maps. Because we compress the feature maps with
N:M sparsity in the multi-head attention, in struc-
tured sparse pruning workflow, three KD strategies
are jointly used.

Denoting distillation losses for the hard label,
soft logits and feature maps are Lp

hard, Lp
soft,

Lp
feature, respectively, and their weight factors are:

α, β, γ, then the overall sparse pruning loss Lp is
calculated as follows:

Lp = α ∗ Lp
hard + β ∗ Lp

soft + γ ∗ Lp
feature (6)

Structured sparse pruning workflow minimizes the
Lp loss w.r.t weight parameters of MSF model.
Sparse-distillation-combined QAT aims to fur-
ther compress the sparse floating-point model MSF

as the sparse quantized model MSQ on data for-
mat, i.e., quantize from the floating-point formats
to INT8. We mainly discuss the quantization-
aware training (QAT) strategy for the following

reasons. From the performance perspective, QAT
can achieve the same deployment efficiency with
the toolkit (NVIDIA, 2022). From the accuracy
perspective, QAT learns the scale factor adjust-
ment during training, so the learned scale factor
leads to less quantization noise and a better ac-
curacy compensation effect. Moreover, compres-
sion by GPU-friendly structured sparsity needs the
premise (Mishra et al., 2021) to access the training
set and undergo a fine-tuning process. So we can
fully utilize the training set and fine-tuning process
to calibrate the quantization scale factor and boost
the accuracy of quantized sparse model.

We borrow the KD idea and jointly learn to cali-
brate the quantization scale factor from the teacher
model’s hard label prediction, soft logits, and fea-
ture maps from critical layers. Unlike the sparse
pruning workflow in which MDF model serves as
the teacher and MSF model serves as the student, in
the QAT process, MSF model serves as the teacher,
and MSQ model serves as the student.3

3Using the dense floating-point model serves as the teacher
in the QAT process is not recommended, even though it usu-
ally has better accuracy than the sparse floating-point model.
Because based on the previous study (Mirzadeh et al., 2020;
Yu, 2021), the distillation effectiveness will drop if the teacher
and student models have a noticeable gap in scale or data
format.
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Denoting calibration losses for the hard label,
soft logits and feature maps are Lc

hard, Lc
soft,

Lc
feature, respectively, and their weight factors are

still: α, β, γ, then the overall quantization calibra-
tion loss Lc is calculated as follows:

Lc = α ∗ Lc
hard + β ∗ Lc

soft + γ ∗ Lc
feature (7)

Sparse-distillation-combined QAT minimizes
the Lc loss w.r.t weight parameters of MSQ model.
The details about each loss item in GPUSQ-TLM
are provided in Algorithm 1 in Appendix A.2.

4 Experiments

For the experiments in this paper, we choose Py-
Torch (Paszke et al., 2017) with version 1.12.0 as
the framework to implement all algorithms. The
results of the dense model training, sparse and QAT
compression experiments, and the acceleration per-
formance are obtained with A100 (NVIDIA, 2020)
GPU clusters. All the reference algorithms use the
default data type provided in public repositories.

4.1 Compression Efficacy for Encoder-Only
Transformer-based Language Model

To evaluate the compression efficacy of GPUSQ-
TLM and make the comparison with prior arts on
the TLM only use the encoder transformer blocks,
BERT-large and BERT-base (Devlin et al., 2019)4

are chosen as the target models. For the prior
compression arts, we choose DistilBERT (Sanh
et al., 2019), TinyBERT (Jiao et al., 2020), PKD-
BERT (Sun et al., 2019), MobileBERT (Sun et al.,
2020), BERT-of-Theseus (Xu et al., 2020), Sparse-
BERT (Xu et al., 2021), BERT-Tickets (Chen
et al., 2020) and BERT-Surgeon (Kurtic et al.,
2022) as the reference sparse pruning methods,
and we choose Q-BERT (Shen et al., 2020) and
I-BERT (Kim et al., 2021) as the reference quanti-
zation methods. For GPUSQ-TLM, the loss adjust-
ment factors for hard label, soft logits and feature-
based losses apply α = 1, β = 10, and γ = 1. The
comparison results are shown in Table 1.

All models are evaluated on Stanford Ques-
tion Answering Dataset (SQuAD) for question an-
swering with Exact Match (EM) and F1 metrics,
and General Language Understanding Evaluation
(GLUE) (Wang et al., 2018) benchmark, which con-
sists of single-sentence tasks, i.e., CoLA (Warstadt
et al., 2019) and SST-2 (Socher et al., 2013),
sentence similarity tasks, i.e., MRPC (Dolan

4
https://github.com/NVIDIA/DeepLearningExamples/tree/

master/PyTorch/LanguageModeling/BERT

and Brockett, 2005), STS-B (Cer et al., 2017),
QQP, and natural language inference tasks, i.e.,
MNLI (Williams et al., 2018), QNLI (Rajpurkar
et al., 2016) and RTE (Bentivogli et al., 2009) with
corresponding accuracy metrics.

We can apply GPUSQ-TLM to compress the
model as sparse GEMM and sparse GEMM-MHA5

versions. For both versions, the accuracy on
SQuAD and GLUE benchmarks is almost equal to
or even better than the naive BERT-base and BERT-
large and better than other models compressed with
prior arts. Moreover, GPUSQ-TLM compression
can significantly boost the deployment efficiency
on A100 GPU with the toolkit (NVIDIA, 2022)
support of structured sparsity and quantization, i.e.,
4.08-4.25× and 6.18-6.79× improvement of la-
tency and throughput, apparently better than the
other models compressed with prior arts.

4.2 Compression Efficacy for Decoder-Only
Transformer-based Language Model

To evaluate the compression efficacy of GPUSQ-
TLM and prior arts on the TLM only use the
decoder transformer blocks, OPT (Zhang et al.,
2022)6 and GPT (Brown et al., 2020)7 are cho-
sen as the target models. For the prior arts, we
choose SparseGPT (Frantar and Alistarh, 2023)
as the sparse pruning reference method, and
we choose ZeroQuant (Yao et al., 2022) and
LLM.int8 (Dettmers et al., 2022) as the quanti-
zation reference methods. For GPUSQ-TLM, the
loss factors for hard label, soft logits and feature-
based losses apply α = 1, β = 10, and γ = 1).
We evaluate perplexity (ppl) for all the models on
WikiText-103 (Merity et al., 2016) test dataset. The
comparison results are shown in Table 2.

For both GPUSQ-TLMGEMM and GPUSQ-
TLMGEMM−MHA compressed models, the per-
plexity on WikiText-103 benchmarks is equal to
or with small drop than the naive OPT and GPT
models and better than other models compressed
with prior arts. Moreover, GPUSQ-TLM can sig-
nificantly boost the deployment efficiency on A100
GPU, i.e., 2.46-2.48× and 3.24-3.29× improve-
ment of latency and throughput, apparently better
than the other models compressed with prior arts.

5Because N:M sparsity is not officially support on A100
GPU, so we need to write the kernel as the software imple-
mentation for acceleration.

6
https://github.com/facebookresearch/metaseq

7
https://github.com/NVIDIA/Megatron-LM
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Model Name with
Compression Methods

SQuAD 1.1 GLUE Speedup
EM (%) F1 (%) CoLA SST-2 MRPC STS-B QQP MNLI-(m/mm) QNLI RTE BS=1 BS=32

BERT-base 80.8 88.5 52.1 93.5 88.9 85.8 71.2 84.6/83.4 90.5 66.4 1x 1x
GPUSQ-TLMGEMM 82.1 89.3 52.2 95.3 89.1 86.4 72.4 85.5/84.5 92.1 66.9 3.73x 4.92x
GPUSQ-TLMGEMM−MHA 81.9 88.9 51.8 93.2 88.5 85.4 70.9 84.1/83.2 90.2 66.1 4.08x 6.18x
DistilBERT 79.1 86.9 51.3 91.3 87.5 83.6 69.6 81.6/81.3 88.8 59.9 1.75x 1.93x
TinyBERT 79.2 86.8 51.1 93.1 87.3 83.7 71.6 84.6/83.2 90.4 66.1 1.75x 1.93x
PKD-BERT 79.5 87.1 51.3 92.0 85.0 85.2 70.7 81.5/81.0 89.0 65.5 1.75x 1.94x
BERT-of-Theseus 79.6 87.2 47.8 92.2 87.6 84.1 71.6 82.4/82.1 89.6 66.2 1.73x 1.90x
SparseBERT 78.2 85.6 48.2 90.4 88.5 82.9 68.9 81.8/80.6 87.4 66.0 1.08x 1.21x
BERT-Tickets 80.1 87.7 51.3 91.9 88.5 85.4 70.8 84.3/83.2 88.9 66.0 1.02x 1.07x
BERT-Surgeon 80.7 88.5 51.4 92.2 87.9 83.7 71.1 83.4/82.5 89.2 65.5 1.05x 1.15x
Q-BERT 80.3 88.3 51.7 92.9 88.4 85.4 70.8 83.9/82.8 90.0 65.9 3.01x 3.38x
I-BERT 80.5 88.2 52.0 94.1 89.0 85.3 70.8 84.2/83.3 90.3 67.7 3.01x 3.38x
BERT-large 84.1 90.9 60.5 94.9 89.3 86.5 72.1 86.7/85.9 92.7 70.1 1x 1x
GPUSQ-TLMGEMM 85.6 91.9 60.9 95.5 89.9 87.1 72.6 87.3/86.5 93.3 70.6 3.85x 5.33x
GPUSQ-TLMGEMM−MHA 85.8 92.1 60.7 95.1 89.5 86.5 72.1 86.9/86.1 92.9 70.2 4.25x 6.79x
BERT-Surgeon 84.2 90.7 59.9 93.9 88.4 85.6 71.4 85.8/85.0 91.7 69.4 1.06x 1.16x
I-BERT 83.9 90.6 60.4 94.9 89.4 86.2 72.0 86.5/85.6 92.5 70.0 3.09x 3.61x

Table 1: Compression efficacy of GPUSQ-TLM on encoder-only transformer-based language models. GPUSQ-
TLMGEMM represents the GEMMs operations in models compressed by GPUSQ-TLM method with structured
sparsity. GPUSQ-TLMGEMM−MHA represents both the GEMMs and the MHA are compressed with structured
sparsity. The speedup is measured on single A100 GPU (NVIDIA, 2020) with sequence length 384 for each
model. We use the performance of BERT-base and BERT-large as the baselines, and measure the speedup of other
compressed models against BERT-base and BERT-large with batch size (BS) equals to 1 & 32, respectively.

Models
WikiText-103 (ppl. Lower the ppl num means better)

Baseline GPUSQ GPUSQ SparseGPT ZeroQuant LLM.int8-TLMGEMM -TLMGEMM−MHA

OPT-125M 15.09 15.17 15.25 20.13 15.40 15.21
OPT-1.3B 12.76 12.81 12.85 15.22 13.19 12.87
OPT-2.7B 11.03 11.07 11.15 11.90 11.25 11.13
OPT-6.7B 10.31 10.32 10.35 10.97 10.52 10.36
OPT-13B 9.75 9.74 9.80 10.71 9.95 9.79
GPT3-125M 19.01 19.15 19.26 25.35 19.35 19.25
GPT3-1.3B 10.19 10.28 10.37 12.15 10.56 10.40
GPT-2.7B 9.41 9.48 9.55 10.49 9.93 9.60
GPT3-6.7B 8.51 8.56 8.62 9.06 8.68 8.57
GPT-13B 8.02 8.04 8.12 8.80 8.18 8.08

Speedup

OPT-13B, BS=1 1x 2.12x 2.46x 1.07x 1.66x 1.66x
OPT-13B, BS=1K 1x 3.07x 3.24x 1.25x 1.83x 1.83x
GPT-13B, BS=1 1x 2.12x 2.48x 1.07x 1.68x 1.68x
GPT-13B, BS=1k 1x 3.11x 3.29x 1.27x 1.85x 1.85x

Table 2: Compression efficacy of GPUSQ-TLM on
decoder-only TLM. The speedup is measured on the
A100 GPU with sequence length 2048 for each model.
We use the performance of OPT-13B and GPT-13B as
the baselines, and measure the speedup of other com-
pressed models against OPT-13B and GPT-13B with
batch size (BS) equals to 1 & 1024, respectively.

4.3 Compression Efficacy for Language
Model with Encoder and Decoder

To evaluate the compression efficacy of GPUSQ-
TLM on the TLM uses both of encoder and decoder
transformer blocks, BART (Lewis et al., 2020)8 is
chosen as the target model. We evaluate rogue
scores on the CNN-DM (Nallapati et al., 2016) and
XSum (Narayan et al., 2018) datasets. The results
are shown in Table 3.

4.4 Different N:M Sparse Ratio for MHA
We use the BERT-base an BERT-large as examples
to make an ablation study for different compression

8
https://github.com/NVIDIA/DeepLearningExamples/tree/

master/PyTorch/LanguageModeling/BART

Models
CNN-DM XSum Speedup
rogueLSum rogueLSum BS=1 BS=32

BART 40.99 36.61 1x 1x
GPUSQ-TLM_GEMM 41.14 36.73 1.55x 1.72x
GPUSQ-TLM_GEMM_MHA 40.98 36.56 1.79x 2.06x

Table 3: Compression efficacy of GPUSQ-TLM on
encoder-decoder TLM models. The speedup is mea-
sured for XSum test set on the A100 GPU with source
length 1024, target length 60 and beam search 6.

ratios of the multi-head attention (MHA) module.
Comparison results are shown in Figure 4.

From Figure 4, we can find the relative accuracy
gap between the compressed and dense models en-
larges with the increased sparse ratio, i.e., 50%
(2:4) is the best, followed by 25% (2:8 & 1:4),
and 12.5% (2:16 & 1:8). Moreover, with the same
sparse ratio, larger N and M leads to smaller accu-
racy drop, e.g., with the same 25% sparse ratio, the
model with 2:8 sparsity in multi-head attention has
better accuracy than 1:4, though both sparse pat-
terns are able to match the dense model’s baseline
with the proposed distillation.

Another finding is distillation is very helpful for
the accuracy maintenance. Without distillation, just
applying the sparsity and quantization during the
pure finetune stage or both pretrain and finetune
stages will lead to the accuracy drop from the dense
model. However, with distillation, even if we apply
2:4 sparsity on GEMMs and N:M sparsity on multi-
head attentions, the accuracy can be recovered and
even slightly better than the dense models.
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Figure 4: Different N:M sparsity for multi-head attention module in BERT-Base and BERT-large for SQuAD task.
The delta accuracy metric means the accuracy gap between the compressed model and the dense model divides the
original dense model accuracy.

4.5 Plug-In Compression Efficacy
Some prior arts (Sanh et al., 2019; Jiao et al., 2020;
Sun et al., 2019) mainly prune the entire trans-
former blocks for TLM without considering the
operations inside each block. So for these coarse-
grained compressed models, GPUSQ-TLM can
help to compress the weights of layers inside each
transformer block into the GPU-friendly sparse
pattern and low precision format. The results are
shown in Table 4. We can find GPUSQ-TLM
method can further accelerate these coarse-grained
compressed BERT models on GPU without losing
accuracy from their coarse-grained forms.

5 Conclusion

GPUSQ-TLM is a comprehensive scheme to keep
the accuracy to the best with multiple compres-
sion strategies. The compressed model satisfies
the GPU-friendly structured sparsity and quantiza-

Models with
Compression Methods

SQuAD 1.1 GLUE Speedup
EM (%) F1 (%) SST-2 MRPC BS=1 BS=32

BERT-base 80.8 88.5 93.5 88.9 1x 1x
DistilBERT 79.1 86.9 91.3 87.5 1.75x 1.93x
DistilBERTGPUSQ 80.1 87.4 91.5 87.7 6.13x 8.34x
TinyBERT 79.2 86.8 93.1 87.3 1.75x 1.93x
TinyBERTGPUSQ 80.1 87.3 93.3 87.5 6.13x 8.34x
PKD-BERT 79.5 87.1 92.0 85.0 1.75x 1.94x
PKD-BERTGPUSQ 80.5 87.6 92.2 85.2 6.13x 8.34x

Table 4: Compression efficacy of plug-in GPUSQ-
TLM on models compressed by other methods.

tion characters. With the acceleration of GEMMs
and MHA modules, GPUSQ-TLM can boost de-
ployment efficiency for TLM models with various
encoder and decoder structures on GPU with negli-
gible accuracy degradation on benchmarking tasks.

Limitations

We should point out that the GPUSQ-TLM com-
pression scheme is highly related to the NVIDIA
GPU’s features to support GPU-friendly 2:4 fine-
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grained structured sparsity with various data for-
mats. So if the GPUSQ-TLM compressed mod-
els are deployed on the different GPU types
without such support, the deployment efficiency
may not be as high as expected. For example,
the last-generation V100 (NVIDIA, 2017b) and
T4 (NVIDIA, 2018) GPUs have no support for
structured sparsity, so the deployment efficiency is
lower than A100 (NVIDIA, 2020) GPU.

We should also point out NVIDIA AGX Orin
chip also support GPU-friendly 2:4 fine-grained
structured sparsity as A100 GPU and mainly sup-
port edge device use scenarios like autonomous
driving. So, in theory, we can also deploy the
transformer-based language models on the AGX
Orin chip. However, the large language models
need to consume large on-chip memory, so they
usually cannot be held by a single AGX Orin chip.
For A100 to represent the server use scenarios, we
can use multiple A100 GPUs for parallel execution,
but for AGX Orin, we usually only have one chip
for the deployment device. That’s why we do not
test the GPUSQ-TLM compressed model on the
AGX Orin chip.

Ethics Statement

GPUSQ-TLM compression scheme is proven ef-
fective for various transformer-based language
models with encoder and decoder structures. It
will have a broad impact to encourage the study to
model compression and deployment improvement
in the NLP community.

We should also point out that the GPUSQ-TLM
compression scheme uses knowledge distillation.
So GPUSQ-TLM needs more on-chip memory
consumption during the compression process be-
cause we need a teacher model for distillation. For
compressing a huge transformer-based language
model, we may need more GPUs to work in parallel
to hold both the teacher model and the target model.
So GPUSQ-TLM may cost more power consump-
tion during the compression process, which is not
environment-friendly. But the compressed models
are more efficient than the original dense model,
leading to less power consumption during the in-
ference process. Moreover, the time and resources
spent in model deployment will far outweigh the re-
sources spent in training over the model’s life. This
point turns the time and resource increase from a
simple trade-off between training and inference to
a net positive, as overall resource consumption is

reduced over the whole life of the model.
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A Appendix

In this Appendix, we will provide some supplemen-
tary materials and more experimental results for the
proposed GPUSQ-TLM compression scheme be-
yond the tight page limitation in manuscript. The
detailed outline is as follows.

• Section A.1 provides the details of fine-
grained structured sparsity on GPU. It aims to
further support the contents in Section 3.1 of
the manuscript.

• Section A.2 provides the details and whole
workflow of the GPUSQ-TLM algorithm. It
aims to further support the contents in Sec-
tion 3.4 of the manuscript.

• Section A.3 provides the details about the
hyper-parameters settings in experiments. It
aims to further support the contents in Sec-
tion 4 of the manuscript.

• Section A.4 provides an ablation study to
measure the influence of the different adjust-
ment factors for the hard label, soft logits, and
feature-based losses (α, β, γ) on GPUSQ-
TLM compressed model accuracy. It aims to
further support the contents in Section 4 of
the manuscript.

A.1 Fine-grained Structured Sparsity on GPU
In this subsection, we first introduce the 2:4 fine-
grained structured sparse feature on GPU. Then we
illustrate its benefit on math efficiency by compar-
ing the same matrix multiplication with and without
this sparse feature. And finally, we illustrate how
to encode to meet the 2:4 fine-grained structured
sparse pattern and its benefit on memory saving.

General Matrix Multiplication (GEMM) is the
fundamental operation inside the common parts
of TLM models, such as convolution, linear pro-
jection, and multi-head attention blocks. A spe-
cific acceleration unit called Tensor Core (NVIDIA,
2017a) was first introduced in NVIDIA Volta
GPU (NVIDIA, 2017b) to accelerate these GEMM
operations and further enhanced to support sparse
GEMM in NVIDIA Ampere GPU architec-
ture (NVIDIA, 2020). To improve the GPU hard-
ware efficiency for sparse GEMM operation, a con-
straint named 2:4 fine-grained structured spar-
sity (Mishra et al., 2021) is imposed on the allowed
sparsity pattern, i.e., two values from every four
contiguous elements on rows must be zero. Due to
the 2:4 sparsity support on GPU Tensor Core hard-
ware, sparse GEMM can reduce memory storage

and bandwidth by almost 2× and provide 2× math
throughput compared to dense GEMM by skipping
the redundant zero-value computation, as shown
in Figure 5. NVIDIA Ampere GPU architecture
supports various numeric precision for 2:4 sparsity,
including FP32, FP16, INT8, and INT4, etc.
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Figure 5: Comparison of computing a M × N × K
GEMM onto a GPU Tensor Core. Dense matrix A of
size M×K in left side becomes M× K

2 in right side af-
ter compressing with 2:4 fine-grained structured sparse
pattern. GPU sparse Tensor Core automatically picks
only the elements from B according to the nonzero el-
ements in A. Comparing the dense and sparse GEMM
operations, B and C are the same dense K × N and
M×N matrices, respectively. By skipping the unneces-
sary multiplications of redundant zeros, sparse GEMM
accelerate the dense GEMM with 2×.

The sparse GEMM performs the sparse matrix ×
dense matrix = dense matrix operation by skipping
the redundant zero-value computation with sparse
Tensor Core acceleration. For example, matrix A of
size M×K follows the 2:4 fine-grained structured
sparse pattern, and the dense matrix B is of size
K ×N . If we use the dense GEMM operation to
calculate between matrices A and B, the zero values
in A would not be skipped during computation.
Assuming that the entire M×N×K dense GEMM
will calculate the result matrix C with M ×N size
in T GPU cycles. If we use the sparse GEMM
operation, only the non-zero elements in each row
of matrix A and the corresponding elements from
matrix B, which sparse Tensor Core automatically
picks out without run-time overhead, are calculated.
So the entire M ×N ×K sparse GEMM will also
calculate the same result matrix C with M × N
size but only needs T/2 GPU cycles, i.e. leading to
2× math throughput speedup.

To encode the matrix to meet the 2:4 fine-grained
structured sparse pattern, GPU uses 2-bit metadata
per non-zero element to indicate the position of
two non-zero elements in every four-wide chunk
of elements in a row. We use an example to il-
lustrate the storage scenario. For a matrix of only
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Figure 6: Storage formats for 2:4 fine-grained struc-
tured sparse pattern and metadata with FP16 and INT8
operators. (x,y denote the non-zero elements.)

four elements with FP16 data format, storing as a
dense pattern requires 4× 16bits = 64bits, while
storing as a 2:4 sparse pattern requires 2×16bits+
2 × 2bits = 36bits, leading to 43.75% memory
savings in storage. For a matrix of only four ele-
ments with INT8 data format, storing as dense and
2:4 sparse pattern requires 4× 8bits = 32bits and
2× 8bits+ 2× 2bits = 20bits, respectively, and
leading to 37.5% memory savings in storage. The
real matrices used in GEMM operations usually
contain elements with a multiple of four. So the
storage of these matrices duplicates the aforemen-
tioned simple example multiple times. Without loss
of generality, the conclusion is the 2:4 structured
sparse pattern with FP16 and INT8 format lead to
43.75% and 37.5% savings in storage.

Because the 2:4 fine-grained structured sparse
pattern is well supported on NVIDIA GPUs and
corresponding libraries for math acceleration and
memory saving, so we are motivated to design the
compression strategy for TLM models to meet
such sparse pattern. Moreover, the 2:4 sparse
GEMM supports low-precision formats like INT8.
So it is natural to combine the sparsity and quanti-
zation in the proposed strategy jointly. GPUSQ-
TLM will firstly compress the language models as
a 2:4 sparse pattern with FP16 format, then further
quantize to a 2:4 sparse INT8 format for boosting
best actual deployment efficiency on GPUs.

A.2 Overall GPUSQ-TLM Compression
In GPUSQ-TLM, structured sparse pruning
aims to compress the dense floating-point model
MDF as the sparse floating-point model MSF .
Sparse-distillation-combined QAT aims to fur-
ther compress the sparse floating-point model MSF

as the sparse quantized model MSQ on data format,
i.e., quantize from float-point data type to integer
data type. The details about GPUSQ-TLM are
provided in Algorithm 1.

Models Factor alpha Factor beta Factor gamma SQuAD 1.1 GLUE
EM (%) F1 (%) SST-2 MRPC

BERT-base % % % 80.8 88.5 93.5 88.9

GPUSQ-TLMGEMM

1 10 1 82.1 89.3 95.3 89.1
1 0 1 81.3 88.7 94.0 88.7
1 10 0 80.6 88.3 93.1 88.5
1 5 1 82.0 89.1 95.1 89.0
1 20 1 82.1 89.4 95.4 89.1
1 10 0.8 81.9 89.0 95.0 89.0
1 10 1.2 82.2 89.4 95.4 89.1

BERT-large % % % 84.1 90.9 94.9 89.3

GPUSQ-TLMGEMM

1 10 1 85.6 91.9 95.5 89.9
1 0 1 84.3 91.0 95.1 89.5
1 10 0 83.7 90.5 94.6 88.7
1 5 1 85.5 91.7 95.3 89.8
1 20 1 85.6 92.0 95.6 89.9
1 10 0.8 85.5 91.6 95.3 89.8
1 10 1.2 85.6 92.0 95.6 90.0

Table 5: Ablation study of the loss adjustment factors
of GPUSQ-TLM method.

A.3 Hyper-Parameters in Experiments
For BERT-large and BERT-base (Devlin et al.,
2019)9, OPT (Zhang et al., 2022)10 and GPT
(Brown et al., 2020)11, and BART (Lewis et al.,
2020)12 models, we follow the hyper-parameters
settings in public repositories marked by the foot-
notes and detailed list in Table 6. Multiple A100
GPUs are used for data-parallel and pipeline-
parallel in training or fine-tuning experiments.

A.4 Ablation study of GPUSQ-TLM
The ablation study to measure the influence of
the different adjustment factors for the hard la-
bel, soft logits, and feature-based losses (α, β, γ)
on GPUSQ-TLM compressed model accuracy is
shown in Table 5.

By comparing the ablation results of row 2, row
3 and row 4 for each model, we find disabling no
matter soft logits distillation or feature-based dis-
tillation will lead to the accuracy degradation. We
can also find disabling the feature-based distillation
will lead to a more severe influence than disabling
the soft logits distillation. It indicates that mim-
icking feature maps is very helpful for accuracy
compensation in GPUSQ-TLM compression.

Finally, by comparing the ablation results of row
2, row 5 and row 6 for each model we can find
GPUSQ-TLM is relatively robust to the soft logits
loss adjustment factor. By comparing the ablation
results of row 2, row 7 and row 8 for each model
we can find GPUSQ-TLM is also robust to the
feature-based loss adjustment factor, i.e., within
the close range of β = 10 and γ = 1 the accuracy
of compressed models are stable.

9
https://github.com/NVIDIA/DeepLearningExamples/tree/

master/PyTorch/LanguageModeling/BERT
10
https://github.com/facebookresearch/metaseq

11
https://github.com/NVIDIA/Megatron-LM

12
https://github.com/NVIDIA/DeepLearningExamples/tree/

master/PyTorch/LanguageModeling/BART
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Algorithm 1: GPUSQ-TLM: transformer-based language model joint compression with 2:4 and
N:M structured sparsity and sparse-distillation-combined QAT

Input: Dense floating-point model MDF contains K transformer blocks, Input tokens x
Data: Distillation temperature t, Loss adjustment factors for hard label, soft logits and feature: α, β, γ, Overall pruning

loss threshold δprune, Overall calibration loss threshold δcalibrate
Output: Sparse quantized model MSQ

1 /* 2:4 and N:M structured sparse pruning compression workflow */
2 Initialize sparse floating-point model MSF with the weight parameters from dense floating-point model MDF

3 while Overall sparse pruning loss: Lp is larger than threshold δprune do
4 Get feature maps of critical layers from MDF and MSF , e.g., multi-head attention and output of transformer block

i: FMDF
tfblocki

and FMSF
tfblocki

, and the final projection layer: FMDF
fproj and FMSF

fproj

5 // Calculate feature-based distillation loss with mean-squared-error (MSE) criterion

6 Lp
feature =

∑K
i=1

[
LMSE

(
FMDF
tfblocki

, FMSF
tfblocki

)]
+ LMSE

(
FMDF
fproj , F

MSF
fproj

)

7 // Calculate hard label distillation loss with cross entropy (CSE) criterion
8 if Ground truth labels: labelGround of input images x exists then
9 Lp

hard = LCSE (labelGround,MSF (x;T = 1))
10 else
11 Lp

hard = LCSE (MDF (x;T = 1) ,MSF (x;T = 1))
12 end
13 // Calculate soft logits distillation loss with Kullback Leibler divergence (KLD) criterion
14 Lp

soft = LKLD (MDF (x;T = t) ,MSF (x;T = t))

15 Calculate the overall sparse pruning loss: Lp = α ∗ Lp
hard + β ∗ Lp

soft + γ ∗ Lp
feature

16 Minimize the overall sparse pruning loss w.r.t weight parameters of sparse floating-point model MSF

17 end
18 /* sparse-distillation-combined QAT compression workflow */
19 Initialize sparse quantized model MSQ by PTQ the weight parameters from trained sparse floating-point model MSF

20 while Overall quantization calibration loss: Lc is larger than threshold δcalibrate do
21 Get feature maps of critical layers from MSF and MSQ, e.g., multi-head attention and output of transformer block i:

FMSF
tfblocki

and F
MSQ

tfblocki
, and the final projection layer: FMSF

fproj and F
MSQ

fproj

22 // Calculate feature-based calibration loss with mean-squared-error (MSE) criterion

23 Lcalibrate
feature =

∑K
i=1

[
LMSE

(
FMSF
tfblocki

, F
MSQ

tfblocki

)]
+ LMSE

(
FMSF
fproj , F

MSQ

fproj

)

24 // Calculate hard label calibration loss with cross entropy (CSE) criterion
25 if Ground truth labels: labelGround of input images x exists then
26 Lc

hard = LCSE (labelGround,MSQ (x;T = 1))
27 else
28 Lc

hard = LCSE (MSF (x;T = 1) ,MSQ (x;T = 1))
29 end
30 // Calculate soft logits calibration loss with Kullback Leibler divergence (KLD) criterion
31 Lc

soft = LKLD (MSF (x;T = t) ,MSQ (x;T = t))
32 Calculate the overall quantization calibration loss: Lc = α ∗ Lc

hard + β ∗ Lc
soft + γ ∗ Lc

feature

33 Minimize the overall quantization calibration loss w.r.t weight and scale factor parameters of sparse quantized
model MSQ

34 end

Models Task Optimizer Initial LR LR schedule Weight Decay Epochs Batch Size GPU Num

BERT-base9 SQuAD Adam 3.0e-5 Linear with WarmUp 0.01 4 3 8
BERT-base9 GELU Adam 2.4e-5 Linear with WarmUp 0.01 6 16 8
BERT-large9 SQuAD Adam 3.0e-5 Linear with WarmUp 0.01 4 3 8
BERT-large9 GELU Adam 2.4e-5 Linear with WarmUp 0.01 6 16 8
OPT-125M10 WikiText-103 AdamW 6.0e-4 Linear with WarmUp 0.01 15 16 32
OPT-1.3B10 WikiText-103 AdamW 2.0e-4 Linear with WarmUp 0.01 15 16 64
OPT-2.7B10 WikiText-103 AdamW 1.6e-4 Linear with WarmUp 0.01 15 16 64
OPT-6.7B10 WikiText-103 AdamW 1.2e-4 Linear with WarmUp 0.01 15 16 128
OPT-13B10 WikiText-103 AdamW 1.0e-4 Linear with WarmUp 0.01 15 16 256
GPT-125M11 WikiText-103 AdamW 6.0e-4 Linear with WarmUp 0.01 15 16 32
GPT-1.3B11 WikiText-103 AdamW 2.0e-4 Linear with WarmUp 0.01 15 16 64
GPT-2.7B11 WikiText-103 AdamW 1.6e-4 Linear with WarmUp 0.01 15 16 64
GPT-6.7B11 WikiText-103 AdamW 1.2e-4 Linear with WarmUp 0.01 15 16 128
GPT-13B11 WikiText-103 AdamW 1.0e-4 Linear with WarmUp 0.01 15 16 256
BART12 CNN-DM Adam 5.5e-5 Linear with WarmUp 0.01 3 16 8
BART12 XSum Adam 7.0e-5 Linear with WarmUp 0.01 3 16 8

Table 6: Experiments hyper-parameters for the transformer-based language models tested in this paper.
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