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Abstract

Twitter user profile inference utilizes informa-
tion from Twitter to predict user attributes (e.g.,
occupation, location), which is controversial
because of its usefulness for downstream ap-
plications and its potential to reveal users’ pri-
vacy. Therefore, it is important for researchers
to determine the extent of profiling in a safe
environment to facilitate proper use and make
the public aware of the potential risks. Contrary
to existing approaches on limited attributes, we
explore open-domain Twitter user profile in-
ference. We conduct a case study where we
collect publicly available WikiData public fig-
ure profiles and use diverse WikiData predi-
cates for profile inference. After removing sen-
sitive attributes, our data contains over 150K
public figure profiles from WikiData, over 50
different attribute predicates, and over 700K
attribute values. We further propose a prompt-
based generation method, which can infer val-
ues that are implicitly mentioned in the Twit-
ter information. Experimental results show
that the generation-based approach can infer
more comprehensive user profiles than baseline
extraction-based methods, but limitations still
remain to be applied for real-world use. We
also enclose a detailed ethical statement for our
data, potential benefits and risks from this work,
and our efforts to mitigate the risks. 1

1 Introduction

Users’ profile information provides invaluable user
features. Accurate automatic user profile inference
is helpful for downstream applications such as per-
sonalized search (Shen et al., 2005; Teevan et al.,
2009; Zhu et al., 2008; Yao et al., 2020) and rec-
ommendations (Lu et al., 2015; Balog et al., 2019;

∗Equal contribution.
1To prevent potential misuse of our resources, we will

only release our resources for research purposes based on
individual requests. Please see our ethics statement section
for details and contact us directly for resource access.

Guy, 2015), and computational social media analy-
sis (Arunachalam and Sarkar, 2013; Bamman et al.,
2014; Tang et al., 2015; Amplayo, 2019). However,
there are increasing privacy concerns that conduct-
ing profiling without appropriate regulations may
reveal people’s private information. Therefore, it
is essential to investigate the extent of profiling to
promote proper use and make the potential risks
clear to public and policy makers.

Previous work on user profile inference has fo-
cused on a very limited set of attributes, and models
for different attributes employ different strategies.
One line of research has formulated it as a classifi-
cation problem for attributes such as gender (Rao
et al., 2011; Liu et al., 2012; Liu and Ruths, 2013;
Sakaki et al., 2014), age (Rosenthal and McKeown,
2011; Sap et al., 2014; Chen et al., 2015; Fang et al.,
2015; Kim et al., 2017), and political polarity (Rao
et al., 2010; Al Zamal et al., 2012; Demszky et al.,
2019). In such classification settings, each attribute
has it own ontology or label set, which is difficult
to generalize to other attributes, especially for at-
tributes that have many possible candidate values
(e.g. geo-location, occupation). In addition, some
work involves human annotation, which is expen-
sive to be acquired and may raise fairness questions
for labeled individuals (Larson, 2017).

Another line of research uses an extraction-based
method, such as graph-based (Qian et al., 2017)
and unsupervised inference (Huang et al., 2016)
for geolocation, distant supervision-based extrac-
tion (Li et al., 2014; Qian et al., 2019). However,
they still only cover limited attributes that cannot
produce comprehensive profiles. Besides, many
attribute values are only implicitly mentioned in
Twitter context, which cannot be directly extracted.

In this paper, instead of limited attributes, we
explore whether open-domain profiles can be ef-
fectively inferred. Taking WikiData (Vrandečić
and Krötzsch, 2014) as the source of profile in-
formation, which provides a much more diverse
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Predicate Value
Entity ID Q76
Name Barack Obama
Country of citi-
zenship

United States of
America

Occupation Politician
Position held President of the

United States
Work location Washington, D.C.
Spouse Michelle Obama
... ...

(a) WikiData information.

Barack Obama
Dad, husband, President, citizen. Washington, DC

Across the country, Americans are standing up for abortion rights—and I’m
proud of everyone making their voices heard. Join a march near you:
...
Happy Mother’s Day! I hope you all let the moms and mother-figures in your
life know how much they mean to you. @MichelleObama, thank you for being a
wonderful mother and role model to our daughters and to so many others around
the world.
...

(b) Twitter information.

Figure 1: An example of paired WikiData and Twitter information. Relevant text spans with corresponding attribute
values are highlighted with the same color.

predicate set, we find WikiData profiles that have
Twitter accounts. We further collect Twitter in-
formation for each account, including their recent
tweets and Twitter metadata, and build models to
infer profiles from collected Twitter information,
which is solely based on publicly available infor-
mation and does not involve any additional human
annotation efforts.

We first follow Li et al. (2014) to use profile in-
formation to generate distant supervised instances
and build a sequence labeling-based profile extrac-
tion model, similar to Qian et al. (2019). In order
to allow open-domain inference, we propose to use
attribute names as prompts (Lester et al., 2021)
for input sequences to capture the semantics for
attribute predicates instead of involving attribute
names into the tag set. However, the extraction
approach requires that answers must appear in the
Twitter context, which ignores some implicit text
clues. Therefore, we further propose a prompt-
based generation method (Raffel et al., 2020) to
infer user profiles, which can additionally produce
values that are not straightforwardly mentioned in
the Twitter information.

Our statistics show that only a limited number
of WikiData attribute values can be directly ex-
tracted from Twitter information. Our experiments
demonstrate a significant improvement when us-
ing the generation-based approach compared to
the extraction-based approach, indicating that per-
forming inference instead of pure extraction will be
able to obtain more information from tweets. Fur-
ther analysis shows that the improvement comes
mainly from the power of combining extraction
and inference on information not explicitly men-

tioned. However, we still find several challenges
and limitations for the model to be applied for real-
world use, including performances of low-resource
attributes, distributional variances between celebri-
ties and normal people, and spurious generation.

Our contributions are summarized as follows:

• To the best of our knowledge, this is the first work
to explore open-domain Twitter user profiles.

• We create a new dataset for user profile inference
from WikiData, providing with rich and accurate
off-the-shelf profile information that can facili-
tate future social analysis research.

• We propose a prompt-based generation-based
method for user profile inference that provides a
unified view to infer different attributes.

2 Problem Definition and Dataset

In this section, we first define the open-domain
user profile inference and then describe the dataset
collection in detail.

2.1 Problem Formulation
The ultimate goal of user profile inference is to
infer certain attribute value given the Twitter in-
formation of a user. In Twitter, as shown in Fig-
ure 1b, we mainly use the collection of recent Twit-
ter tweets from a user u to represent Twitter infor-
mation, which we denote as

X tweet, u =
[
xtweet,u,1, . . . ,xtweet,u,ntweet,u

]
,

where each xtweet,u,i represents a sequence from
a single tweet. In addition, we also concatenate
the user’s publicly available Twitter metadata (user-
name, display name, bio and location) into a sin-
gle sequence as complementary user information
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Category #

# predicates 58
# average examples / predicate 12,238
# average candidates / predicate 1,179
# average tokens / answer 1.99
# tweets 13,570,664
# average words per tweet 15.3
# users (train) 106,699
# users (dev) 15,243
# users (test) 30,486

Table 1: Statistics of our collected data from WikiData
and Twitter.

xuser,u. The final input from Twitter is the combi-
nation of user metadata and recent tweets

Xu = [X tweet,u; [xuser,u]] .

We then assume that user profiles follow the key-
value representation

Ru =
{
(pu,1, vu,1), . . . , (pu,nr,u , vu,nr,u)

}
,

where each pair (pu,i, vu,i) represents the predicate
and value of an attribute. Figure 1a shows an ex-
ample key-value profile obtained from WikiData.

The model for open-domain user profile infer-
ence is to infer the value v of an attribute p from
an user u given their Twitter information and a
specific attribute predicate with parameter θ

f(Xu, p; θ) = v.

2.2 Dataset Creation

Our dataset consists of WikiData public figure pro-
files and corresponding Twitter information. An
example of paired WikiData profile and Twitter in-
formation is shown in Figure 1. We first discuss the
collection of WikiData profiles and then discuss
the collection of Twitter information.

WikiData processing. WikiData is a structural
knowledge base, which can be easily queried with
database such as MongoDB2 using its dump3. It
contains rich encyclopedia information, including
information for public figures. Each WikiData en-
tity consists of multiple properties and correspond-

2https://www.mongodb.com/
3https://dumps.wikimedia.org/wikidata

wiki/entities/

ing claims, which can be considered as the predi-
cate value pairs as shown in Figure 1a4.

First, we use WikiData to filter entities that are
persons with Twitter accounts. This can be done by
checking whether each entity contains the property-
claim pair “instance of” (P31) “human” (Q5) and
then checking whether the entity includes the prop-
erty “Twitter username” (P2002). Then we extract
the account of those filtered persons using the claim
(value) of property “Twitter username” (P2002). If
there are multiple claims, we use the first only.

Next, for each entity we check all its properties
to build the person’s profile. In Figure 1a, as an
example, we can see that the property “occupation”
is “politician”. For each property and claim, we
only consider their text information, and we use
English information only. If there are multiple
claims for a property, we use the first one. We drop
all properties that do not have an English name for
either predicate or value, or properties that do not
contain any claims.

Since WikiData profiles usually contain many
noisy properties that are not suitable (e.g., blood
type) for Twitter user profile inference, we clean
the data by 1) filtering extremely low-frequency
properties; 2) manually selecting some meaning-
ful and discriminative properties and 3) removing
sensitive personal information listed in the Twitter
Developer Agreement and Policy, such as political
affiliation, ethnic group, religion, and sex or gen-
der5. Please refer to Appendix B for the complete
list of properties that we use.

Twitter processing. We collect publicly avail-
able Twitter information for users that we gather
from WikiData, as shown in Figure 1b. The Twit-
ter information consists of the user’s at most 100
recent publicly available tweets, as well as their
metadata that includes username, display name,
bio (a short description that a user can edit in their
profile) and location. We remove all web links and
hashtags from those tweets.

Statistics. We collect more than 168k public fig-
ures from Wikidata and filter out users whose Twit-
ter accounts are no longer accessible. We obtain
about 152K users with 13 million tweets in total.
We randomly split the users into train, development

4Please refer to https://www.mediawiki.org/
wiki/Wikibase/DataModel for further details of Wik-
ibase DataModel.

5https://developer.twitter.com/en/dev
eloper-terms/agreement-and-policy
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Category Our Li et al. Fang et al.
Data (2014) (2015)

# predicates 58 3 6
# users 152K 10.6K 2.5K
# values 709K 10.6K 15K
# tweets 13M 39M 846K

Table 2: Comparison between datasets. Our data con-
tains a diverse set of attributes, with more users and
values obtained from WikiData.

occupation

country of citizenship

place of birth

educated at

employer
work location

professorship

Figure 2: The long tail distribution of different predi-
cates. A few predicates have many examples while most
other predicates only have limited examples.

and test sets by 7:1:2. The detailed statistics are
shown in Table 1. We compare it with previous
work such as Li et al. (2014) and Fang et al. (2015),
demonstrated in Table 2. We find that our dataset
contains much more diverse predicates compared
to Li et al. (2014) and Fang et al. (2015). We also
have a much larger number of users and attribute
values compared to the previous work. Although Li
et al. (2014) contains more tweets than ours, they
only consider the extraction setting, and most of
the tweets in their datasets are negative samples.

Long tail distribution of predicates. As shown
in Figure 2, the number of examples per predicate
follows a long tail distribution. Only a few pred-
icates have many training examples, while most
appear only partially in the user’s entity list. This
raises a huge challenge for us to develop a good
model to utilize and transfer the knowledge from
rich-resource predicates to low-resource predicates.
We discuss the details in the following section.

. . . On behalf of the United
O O O O O B

Nations , Secretary - General . . .
I O O O O O

Figure 3: An example tweet and tag sequence for at-
tribute employer and value United Nations.

3 Methods

In this section, we discuss our methods for open-
domain Twitter user profile inference. First, we
introduce an extraction-based method that largely
follows the principle from Li et al. (2014) and
Qian et al. (2019). Then we discuss our proposed
prompt-based generation approach that provides a
unified view to infer different attribute values, and
can further infer values that do not appear in the
Twitter context.

3.1 Extraction-based Method

We follow Li et al. (2014) and Qian et al. (2019) to
generate distantly supervised training instances for
user profile extraction. Since our problem is open
domain, we propose using attribute predicates as
prompts in input sequences and perform sequence
labeling over them. This method can be divided
into three steps: label generation, modeling, and
result aggregation.

Label generation. Distant supervised labeling
assumes that if a user u’s profile contains attribute
value v, we can find mentions in their Twitter infor-
mation expressing the value.

Specifically, we consider each sequence xi in
Xu independently. For each attribute predicate-
value pair (pj , vj) in u’s profile, we construct a tag
sequence ti,pj for xi and the predicate pj . For a
span [xb, . . . , xe] that matches vj , we make

ti,pj ,b = B,

ti,pj ,b+1 = . . . = ti,pj ,e = I.

If a position k does not match the value, then
ti,pj ,k = O. For simplicity, we use exact string
matching between vj and spans in the sequence.
An example tag sequence is shown in Figure 3.

Modeling. Sequence labeling tasks usually in-
clude the label name in the tag set (e.g. B-PER for
the beginning of a mention representing a person;
Lample et al.,2016). In the open-domain profile
inference setting, we have numerous attributes and
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Prompt Predicate: Occupation

Twitter  
Metadata

Name: Obama
Bio: Dad, husband, ....
Location: Washington, DC

Tweets Sliding Window [1]

Recent Tweets: On World Refugee ...

Output 

T5 Model

Sliding Window [2]
Sliding Window [n]... ...

Bidirectional
Encoder

Autoregressive
DecoderOutput [n]

... ...
Output [2]

Output [1]

Politician
Vote

Filter

Figure 4: The workflow of the generation-based method,
which takes the combination of predicate, Twitter meta-
data and a window of tweets as input for a T5-based
model, and aggregate the window-level results into user
level using majority vote.

many of them have only a few instances as shown
in Figure 2, which are not sufficient to be consid-
ered as separate tag labels.

Therefore, we propose to use prompt-guided se-
quence labeling, where we append the attribute
predicate p to the front of the sequence as the
prompt as follows:

[CLS] p [SEP] xi

Then we perform sequence labeling on the second
part of the input xi using the generated labels. We
use RoBERTa (Liu et al., 2019) as the backbone
encoder, and we denote the last hidden states of
xi by H = [h1, . . . ,hn] where n represents the
length of xi. The probability of predicted labels is

P (ti,p,k | xi, p) = softmax (W hhk + bh) ∈ R3,

where k represent the position in xi.
During training, we randomly drop negative in-

stances that do not contain any B labels to keep the
positive-negative sample ratio steady.

Result aggregation. During inference, for each
user, we first perform sequence labeling on every
sequence predicate pair exhaustively. Then we ag-
gregate sequence-level labeling results into user-
level results. For each attribute predicate, we select
the span that has the largest averaged logit as the
final answer.

3.2 Generation-based Method

Extraction-based methods suffer from the fact that
attribute values must appear in the Twitter context.

Instead with user profile inference, it is very likely
that we cannot directly find those values in the con-
text and therefore need to infer them using implicit
evidence. To address this issue, we propose to
use the conditional generation method, which has
been shown to be effective in both extracting input
information (Raffel et al., 2020; Li et al., 2021)
and performing inference and summarization (See
et al., 2017; Alshomary et al., 2020). The overall
framework is illustrated in Figure 4.

Modeling. We use T5 (Raffel et al., 2020), a gen-
erative transformer based model, to directly gen-
erate the answer given the predicate. Similar to
the extraction-based method, to address the long-
tail distribution problem we use the attribute pred-
icate as prompt at the beginning of the input se-
quence, which can capture rich semantics of those
open-domain attribute predicates, especially when
the attribute predicate lacks examples in the data.
Specifically, the input is the concatenation of pre-
fix predicate (e.g. predicate:occupation),
user’s Twitter metadata, and the sequence of tweets
that the user has recently published. We train the
model to generate the attribute value (y1, . . . , yn)
by minimizing the cross-entropy loss:

LCE = − 1

n

n∑

i=1

log p(yi|y<i,x),

where x is the input to the model and n represents
the length of the output sequence.

Since we have at most 100 recent tweets of each
user whose total length normally exceeds the limit
of the model, we use sliding window and divide
recent tweets organized in chronological order into
different windows where each window can repre-
sent information within a time range. Then we train
the model on these divided examples separately.
Each example contains the same prefix predicate
and Twitter metadata but uses different parts of the
tweets to infer the attribute value.

Result aggregation. During inference, we use
the same sliding window strategy and divide the in-
put into different examples to make predictions in-
dependently. Then, similar to the extraction-based
method, we aggregate those window-level predic-
tions into a user-level prediction. We count the
occurrences of each predicted text for a predicate
and then use majority vote to find the aggregated
result of that predicate.
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Development Set Test Set

Model Precision Recall F1 Precision Recall F1

Random 0.22 0.22 0.22 0.23 0.23 0.23
Majority 14.56 14.56 14.56 14.19 14.19 14.19

Extraction 18.36 9.69 12.69 18.39 9.80 12.79
Generation 59.05 43.71 50.23 58.73 43.40 49.92

Table 3: System performance (%) on our constructed open-domain Twitter user profile inference dataset.

Result filtering. The generation-based method
aggressively generates output without estimating
whether the generated output is spurious. There-
fore, it is important to filter those incorrect predic-
tions during inference.

After result aggregation, we first take the prod-
uct of probability for each generated token as the
score for each aggregated prediction, and then use
the averaged score over all aggregated predictions
as the confidence score for the aggregated result.
A low confidence score indicates that the model
cannot determine whether the prediction is valid.

For each predicate, we search the best threshold
and set predictions with confidence scores lower
than threshold as “no prediction”. We consider
all predicted confidence scores from the develop-
ment set as candidate thresholds and choose the
threshold that yields the best performance on the
development set. The best searched threshold is
then directly applied to filter results on the test set.

4 Experiments

In this section, we conduct experiments on our
constructed dataset and user profile extraction
dataset (Li et al., 2014). Then we provide a qualita-
tive analysis and discuss the remaining challenges.

4.1 Experimental Setup

We use roberta-base6 as the base model for
the extraction-based model, as it demonstrates its
effectiveness on multiple sequence labeling tasks.
We use t5-small7 for the generation-based
model, which has much fewer parameters than
roberta-base. Please refer to Appendix A
for a detailed hyperparameter setup and estimated
training and inference time.

Evaluation metric. We choose user-level F1 as
our evaluation metric. Specifically, we suppose

6https://huggingface.co/roberta-base
7https://huggingface.co/t5-small

Model Precision Recall F1

Random 0.26 0.26 0.26
Majority 4.77 4.77 4.77

Extraction 72.14 71.47 71.80
Generation 77.64 68.60 72.84

Table 4: System performance (%) on the subset of the
test set that we can find occurrences of attribute values
in Twitter context.

a user profile consists n different attributes. We
use C(·) to represent the count of different types
of output. C(no prediction) refers to the count of
“no predictions” and C(correct prediction) refers
to the count of predictions that match the WikiData
profile. Then we obtain the user-level F1 as follow:

precision =
C(correct prediction)
n− C(no prediction)

recall =
C(correct prediction)

n

F1 = 2
precision · recall
precision + recall

We consider the prediction go be valid when
it identically matches the ground truth. We do
not use entity-level or tag-level F1 as Qian et al.
(2019) because it is not applicable to the genera-
tion model. We do not use generation-based met-
rics (e.g., BLEU) because we observe that most
predictions are very short. In addition, compared
to no prediction, we want to penalize wrong predic-
tions more. In F1, the basis of precision does not
include “no prediction” results from models while
it still has a penalty for wrong predictions.

4.2 Results

4.2.1 Results on User Profile Inference
The main results are shown in Table 3. The ran-
dom result means that predictions are uniformly
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Category EDUCATION JOB

Precision Recall F1 Precision Recall F1

GraphIE 92.87 79.74 85.77 76.03 61.01 67.66
Generation 94.28 91.40 92.82 78.97 65.78 71.76

Table 5: Results on Li et al. (2014) following the preprocessing as Qian et al. (2019). We re-evaluate the results
based on user-level F1. p < 0.01 for both F1 comparisons.

randomly selected and the majority means that pre-
dictions are selected with the values that occur most
frequently in the training set. We find that both sim-
ple methods perform poorly. Overall, we find that
our generation-based method significantly outper-
forms other methods by a large margin. We also
find that the extraction-based method cannot even
outperform the majority baseline. The reason is
that the majority vote can achieve relatively high
accuracy on attributes that have a relatively small
number of candidates, or one specific candidate
takes a large portion of the data, while we cannot
find corresponding occurrences of some of those
attributes in the Twitter context.

To verify the above claim, we perform another
test on a subset of the test set data, for which we can
find corresponding occurrences of attribute values
in the Twitter context. We find that only 13.56%
of the test data can find those value occurrences,
which indicates that the majority of the data can-
not be directly extracted from Twitter context. The
results are shown in Table 4. By comparing the
results with overall results, we can find that both
extraction and generation systems can get better
performance on the subset that we can find oc-
currences of attribute values. We find that the
extraction method performs quite closely to the
generation-based method in this setting, though
the generation-based method performs better on
precision and F1 and the extraction-based method
better on recall. This result indicates that when
attribute values occur in Twitter context, the ex-
traction model can effectively extract them, while
the generation-based method can additionally infer
values that are not included in the Twitter content.

4.2.2 Results on User Profile Extraction

We conduct additional experiments on the profile
extraction dataset from Li et al. (2014), where
we can provide a direct comparison between our
generation-based model and previous work. We
follow the same preprocessing as Qian et al. (2019)

Model Precision Recall F1

Our model 59.05 43.71 50.23
-threshold 45.95 45.95 45.95
-aggregation 57.39 43.35 49.39
-metadata 53.59 40.45 46.10

Table 6: Effects (%) of result filtering (-threshold), re-
sult aggregation (-aggregation) and Twitter metadata on
development set. p < 0.01 for F1 comparisons.

on EDUCATION and JOB. We make two changes
to our generation-based model for this dataset. 1)
This dataset does not contain a timestamp for each
tweet, so we use each tweet as an independent sam-
ple instead of the sliding window strategy. 2) This
dataset is designed for extraction, so for tweets
from which the answers cannot be extracted we
train the generation model to output “no predic-
tion”.

The experiment results are shown in Table 5. We
compare with GraphIE (Qian et al., 2019), one of
the state-of-the-art model on this dataset. We repro-
duce the results from their script8 and re-evaluate
on user-level with majority vote. We use the aver-
aged results over 5-fold cross validation as Qian
et al. (2019). The results show that our model can
significantly outperform GraphIE on both EDUCA-
TION and JOB attributes, which indicates that even
if the attributes are limited, the generation-based
method can still achieve promising performance.

4.3 Ablation study

We conduct an ablation study on two of our com-
ponents, result filtering and result aggregation, on
our profile inference data, as shown in Table 6. We
find that result filtering can successfully filter spu-
rious results by improving over 13% on precision,
while only dropping about 2% on recall. We also
find that result aggregation improves both preci-
sion and recall, indicating that we can obtain better

8https://github.com/thomas0809/GraphIE
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... One of the proudest moments of my career being the
flag bearer at the Olympics for my home country of Den-
mark! ...
Attribute Value

✔country of citizenship Denmark
... It is going to be February 9, 2022 in Royal Arena
against my great friend! ... Beach bod/Mom bod Mommy
daughter pool time 2 months with our little angel she
clearly enjoyed her first tennis lesson ...
Attribute Value

✔occupation tennis player
... bio: Member of the European Parliament ... Still
unclear about strategic autonomy. We can’t flip a coin
when deciding about 2% GDP for Need a clear mechanism
for EU intervention. My view in on needs to get a chance
to win 5G race...
Attribute Value

✔occupation politician
... Can’t wait this match vs Brock! Wow...Amazing match
Undertaker def 21-0 ... Thanks for a great show. And I
CAN WRESTLE ...
Attribute Value ✘
occupation professional wrestler actor

Figure 5: Example window-level predictions from
generation-based model with their context.

inference by using a larger Twitter context. Twitter
metadata also provides rich information about the
user’s background. We train and evaluate another
model without Twitter metadata, and find that we
see a significant performance drop. But we still
find that many attributes inferred by the model are
not dependent on those metadata.

4.4 Qualitative Analysis
Figure 5 demonstrates four window-level predic-
tions from generation-based model with relevant
input context. The first case shows that the model
can directly copy relevant information from context.
The second and third cases show that the model can
infer the information based on the context. The last
case shows an error that the model does not fully
utilize the information provided by “wrestle” and
generates incorrect information, possibly affected
by the other word “show”. This case indicates the
importantce of background information for a spe-
cific attribute value.

4.5 Remaining Challenges
Although achieving improvement on open-domain
attribute inference, we still find that the model’s
performance on attributes with low training sam-
ples is generally much lower than on attributes with
rich samples. It is still under investigation for better
generalization on these low-resource attributes.

WikiData provides rich profiles for many Twitter
users. However, the distribution of these Twitter

users with WikiData profiles may not align with
the need for downstream tasks. For example, most
people with WikiData profiles are celebrities, such
as politicians and athletes, which lacks information
for general occupations such as farm worker.

The granularity of prediction results is also an-
other important directions to investigate. We ob-
serve some cases that the prediction and the groun-
truth are in different levels of granularity. For ex-
ample, the groundtruth can be "Tokyo” while the
prediction may be "Japan”. Therefore, it is also
important to address this issue with both better
modeling as well as evaluation.

We consider that the model can predict all col-
lected attribute values because we have manually
selected meaningful and discriminative properties
from WikiData during dataset construction. How-
ever, it is still possible that a specific property value
cannot be detected well based on Twitter content,
leading to spurious generation output. For exam-
ple, if a user is a medical doctor but did not discuss
any medical information on Twitter, the occupation
is very hard to predict. It is still important to fur-
ther investigate this “cannot predict” cases in both
dataset construction and model design.

5 Related Work

User Profile Inference. One line of user mod-
eling research focuses on profile inference or ex-
traction. Previous work on user profile inference
focuses on some specific attributes such as gen-
der (Rao et al., 2011; Liu et al., 2012; Liu and
Ruths, 2013; Sakaki et al., 2014), age (Rosenthal
and McKeown, 2011; Sap et al., 2014; Chen et al.,
2015; Fang et al., 2015; Kim et al., 2017), and po-
litical polarity (Rao et al., 2010; Al Zamal et al.,
2012; Demszky et al., 2019). They often consider
them as multi-class classification problems. Most
of these methods use the context of those social me-
dia posts. Alternatively, user name and profile in
social media (Liu et al., 2012; Liu and Ruths, 2013),
part-of-speech and dependency features (Rosenthal
and McKeown, 2011), users’ social circles (Chen
et al., 2015) and photos (Fang et al., 2015) have
been explored as additional important features for
different attribute inference. But those classifica-
tion settings have a pre-defined ontology or label
set, which is difficult to extend to other attributes.

In addition to classification-based methods, there
are also graph-based (Qian et al., 2017), dis-
tant supervision-based and unsupervised extrac-
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tion (Huang et al., 2016). Compared to the clas-
sification method, extraction-based methods are
capable of identifying attributes with a large ontol-
ogy. But they rely on entities from the context as
candidates, which limits the scope of the attributes
that occur frequently in the social media context.

Our open-domain Twitter user profile inference
uses a larger predicate set and data than previous
work. We further propose the generation-based
approach, which addresses the limited scope.

Another line of user modeling research focuses
on leveraging behavior signals (Kobsa, 2001; Abel
et al., 2013) or building implicit user representa-
tions (Islam and Goldwasser, 2021, 2022), which
is more distantly related to our problem.

Sociolinguistic variation. The intuition of infer-
ring user attributes from their posts aligns with so-
ciolinguistic variation in which people investigate
whether a linguistic variation can be attributed to
different social variables (Labov, 1963). Computa-
tional efforts to discover these relationships include
demographic dialectal variation (Blodgett et al.,
2016), geographical variation (Eisenstein et al.,
2010; Nguyen and Eisenstein, 2017), syntactic or
stylistic variation over age and gender (Johannsen
et al., 2015), socio-economic status (Flekova et al.,
2016; Basile et al., 2019).

6 Conclusion

In this paper, we first explore open-domain Twitter
user profile inference. We use the combination of
WikiData and Twitter information to create a large-
scale dataset. We propose to use a generation-based
method with attributes as prompts and compare it
with the extraction-based method. The result shows
that the generation-based method can significantly
outperform the extraction-based method on open-
domain profile inference, with the ability to per-
form both direct extraction and indirect inference.
Our further analysis still finds some of the errors
and remaining challenges of the generation-based
method, such as degraded performances for low-
resource attributes and spurious generation, which
reveals the limits of our current generation-based
user profile inference model.

Limitations

Besides the technical challenges discussed in Sec-
tion 4.4-4.5, limitations of this work also include
the issue of data imbalances that some attributes

may have imbalance distributions. For example,
we may find significantly more profiles with the
country of citizenship as United States than any
other countries, which may have a negative impact
on generalization, especially when the distributions
of training and inference diverge. Similarly, the
distributional variances discussed in Section 4.5
indicate that the prediction results for non-celebrity
distributions should be carefully adjudicated. The
degraded performances on low-resource attributes
also indicate that the prediction results may be un-
reliable when performing inference on attributes
without enough training data.

In this paper, we assume that the attributes are
already given. However, many WikiData attributes
are not applicable to everyone. For example, at-
tributes such as “position played on team” may be
specific to athletes. Therefore, it is also important
to investigate how to automatically detect applica-
ble attributes for certain users.

In this work, we use at most 100 recent tweets
and aggressively create training and inference ex-
amples between each attribute and those tweets.
Since we use sliding window on the collected
tweets, involving more tweets in training or infer-
ence may significantly increase the time cost.

Ethics Statement

The goal of this paper is to extend Twitter user pro-
file inference from limited attributes to the open do-
main. We hope that this work will help to illustrate
how people express their attributes both explicitly
but especially also implicitly through their social
media posts. We also believe that the NLP commu-
nity has to produce detailed information about the
potential, pitfalls, and basic limitations of profile
inference methods so that we can establish stan-
dards to facilitate proper use of these technologies,
as well as be vigilant and effective at combating
nefarious applications.

Data and model biases. To mitigate potential
distributional biases, we exhaustively collect enti-
ties from WikiData without selecting certain groups
of users. However, we acknowledge that the col-
lective information may still contain unintentional
social biases. As an example, one of the potential
issues is that people who have WikiData profiles
are public figures, which may not reflect the actual
distribution over general populations (e.g., occu-
pation). Besides, as in Abid et al. (2021), large
language models themselves may contain biases.
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WikiData is constantly edited by a large number of
WikiData contributors and maintainers. Although
we try to make our study as representative as possi-
ble, it is possible that a statement from WikiData
may not reflect the preception from certain groups
or individual (Shenoy et al., 2022). We would like
stakeholders to be aware of these issues and we
urge stakeholders to first investigate the effect of
potential issues before drawing any conclusions for
any individual or social group using this work.

Proper use v.s. improper use. The major dif-
ference between proper use and improper use is
whether the use case follows necessary legal and
ethical regulations or framework. For example,
Williams et al. (2017) propose an ethical framework
based on users’ consent to conduct Twitter social
research. If the information is not publicly avail-
able, one must obtain consent. Opt-out consent can
be used when the information is not sensitive, oth-
erwise opt-in consent is required. With proper regu-
lations, this work can be used to enhance personal-
ized user experience, investigate what stakeholders
to know to effectively protect personal information.

Sensitivity of personal information. In this
work we follow Twitter Developer Agreement
and Policy and remove sensitive personal infor-
mation. But it is still possible to infer sensitive
information indirectly. For example, “candidacy
in election” may be possibly used to infer politi-
cal affiliation although the affiliations are gener-
ally public for those people. Similarly, personal
pronouns, widely present in tweets, may also be
used to infer gender. Furthermore, combinations
of various sources might allow personal identifi-
cation (Sweeney, 2000a,b). Even though we do
not use private information in our work, based on
our results, we speculate that there are unobserved
risks of privacy loss for using Twitter. Therefore,
We ask that future work should fully comply with
regulations and any non-public or private results
should be properly protected (Kreuter et al., 2022).

We have set up the following protocol to ensure
the proper use and to prevent adverse impact:

• We believe that increasing the transparency of the
pipeline can help prevent potential social harm.
We plan to release all necessary resources for
research reproduction purposes so that others can
audit and verify it and prevent overestimation of
the model. We also provide a complete list of
attributes in Table 7 to increase the transparency.

We are open to all further explorations that can
prevent unintended impacts.

• Our constructed dataset for profile inference re-
search is drawn solely from publicly available
WikiData and Twitter, where the ethical consider-
ation should be similar to other work using ency-
clopedia resources such as (Sun and Peng, 2021).
Furthermore, according to WikiData: Oversight,
non-public personal information are monitored
and removed by Wikidata. According to Wiki-
Data Term of Use, we can freely reuse and build
upon on WikiData. According to the Twitter
Developer Agreement and Policy, we will only
release IDs instead of actual content for non-
commercial research purposes from academic
institutions.

• To ensure the proper use of this work, we will not
release the data via a publicly available access
point. Instead, we will release the data based on
individual request and we will ask for consent
that 1) requesters are from research institutions
2) they will follow all the regulations when using
our work 3) they will not use the model to infer
non-public users unless obtained proper consent
from those users.
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A Detailed Experiment Setup

We use two Nvidia GeForce RTX 3090 GPUs as
our computing infrastructure.

Extraction-based method setup. We finetune
the model with 10 epochs using AdamW. The learn-
ing rate is 5e-5 using the linear scheduler without
warmup. The batch size is 128. The hidden size
for classification is 768. The positive-negative sam-
ple ratio is 1:5. We use tag-level F1 as Qian et al.
(2019) to select the best results on the development
set efficiently for a single run. The training time is
about 16 hours and inference on test set is about 5
hours.

Generation-based method setup. We fine-tune
the model on all sliding window examples for 5
epochs using AdamW. The learning rate is 1e-4
using linear scheduler with no warmup. The batch
size is 96. We use gradient clipping with max
norm 3 to increase stability during training. We use
sliding windows with size 512 and stride 128. We
use greedy search during inference. We use exact
match to select the best results on development set
efficiently for a single run. The training time is
about 40 hours and inference on test set is about 3
hours.

B Attribute Descriptions

We provide the descriptions of each attribute from
Wikidata in Table 7 to facilitate the understanding
of attributes and mitigate the potential impact from
dataset biases.
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ID Attribute Description

P106 occupation occupation of a person; see also "field of work" (Property:P101), "position held" (Prop-
erty:P39)

P27 country of citizen-
ship

the object is a country that recognizes the subject as its citizen

P19 place of birth most specific known (e.g. city instead of country, or hospital instead of city) birth location
of a person, animal or fictional character

P69 educated at educational institution attended by subject
P1412 languages spoken,

written or signed
language(s) that a person or a people speaks, writes or signs, including the native lan-
guage(s)

P641 sport sport that the subject participates or participated in or is associated with
P108 employer person or organization for which the subject works or worked
P39 position held subject currently or formerly holds the object position or public office
P1303 instrument musical instrument that a person plays or teaches or used in a music occupation
P54 member of sports

team
sports teams or clubs that the subject represents or represented

P166 award received award or recognition received by a person, organisation or creative work
P413 position played on

team / speciality
position or specialism of a player on a team

P551 residence the place where the person is or has been, resident
P1344 participant in event in which a person or organization was/is a participant; inverse of P710 or P1923
P103 native language language or languages a person has learned from early childhood
P937 work location location where persons or organisations were actively participating in employment, busi-

ness or other work
P3602 candidacy in elec-

tion
election where the subject is a candidate

P463 member of organization, club or musical group to which the subject belongs. Do not use for member-
ship in ethnic or social groups, nor for holding a political position, such as a member of
parliament (use P39 for that).

P101 field of work specialization of a person, organization, or of the work created by such a specialist; see
P106 for the occupation

P118 league league in which team or player plays or has played in
P2094 competition class official classification by a regulating body under which the subject (events, teams, partici-

pants, or equipment) qualifies for inclusion
P512 academic degree academic degree that the person holds
P2416 sports discipline

competed in
discipline an athlete competed in within a sport

P1411 nominated for award nomination received by a person, organisation or creative work (inspired from
"award received" (Property:P166))

P361 part of object of which the subject is a part (if this subject is already part of object A which is a
part of object B, then please only make the subject part of object A). Inverse property of
"has part" (P527, see also "has parts of the class" (P2670)).

P6886 writing language language in which the writer has written their work
P6553 personal pronoun personal pronoun(s) this person goes by
P241 military branch branch to which this military unit, award, office, or person belongs, e.g. Royal Navy
P410 military rank military rank achieved by a person (should usually have a "start time" qualifier), or military

rank associated with a position
Continue on the next page

Table 7: Attribute Description
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ID Attribute Description

P2348 time period time period (historic period or era, sports season, theatre season, legislative period etc.) in
which the subject occurred

P710 participant person, group of people or organization (object) that actively takes/took part in an event
or process (subject). Preferably qualify with "object has role" (P3831). Use P1923 for
participants that are teams.

P1576 lifestyle typical way of life of an individual, group, or culture
P2650 interested in item of special or vested interest to this person or organisation
P740 location of forma-

tion
location where a group or organization was formed

P859 sponsor organization or individual that sponsors this item
P812 academic major major someone studied at college/university
P8413 academic appoint-

ment
this person has been appointed to a role within the given higher education institution or
department; distinct from employment or affiliation

P5096 member of the
crew of

person who has been a member of a crew associated with the vessel or spacecraft. For
spacecraft, inverse of crew member (P1029), backup or reserve team or crew (P3015)

P803 professorship professorship position held by this academic person
P66 ancestral home place of origin for ancestors of subject
P112 founded by founder or co-founder of this organization, religion or place
P3828 wears clothing or accessory worn on subject’s body
P1321 place of origin

(Switzerland)
lieu d’origine/Heimatort/luogo d’origine of a Swiss national. Not be confused with place
of birth or place of residence

P495 country of origin country of origin of this item (creative work, food, phrase, product, etc.)
P276 location location of the object, structure or event. In the case of an administrative entity as

containing item use P131. For statistical entities use P8138. In the case of a geographic
entity use P706. Use P7153 for locations associated with the object.

P5389 permanent resident
of

country or region where a person has the legal status of permanent resident

P1429 has pet pet that a person owns
P263 official residence the residence at which heads of government and other senior figures officially reside
P1268 represents organization, individual, or concept that an entity represents
P3716 social classifica-

tion
social class as recognized in traditional or state law

P17 country sovereign state of this item (not to be used for human beings)
P488 chairperson presiding member of an organization, group or body
P7779 military unit smallest military unit that a person is/was in
P1716 brand commercial brand associated with the item
P6 head of govern-

ment
head of the executive power of this town, city, municipality, state, country, or other
governmental body

P159 headquarters loca-
tion

city, where an organization’s headquarters is or has been situated. Use P276 qualifier for
specific building

P8047 country of registry country where a ship is or has been registered

Table 7: Attribute Description
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