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Abstract

Zero-resource cross-lingual named entity
recognition (ZRCL-NER) aims to leverage
rich labeled source language data to address
the NER problem in the zero-resource target
language. Existing methods are built either
based on data transfer or representation trans-
fer. However, the former usually leads to ad-
ditional computation costs, and the latter lacks
explicit optimization specific to the NER task.
To overcome the above limitations, we pro-
pose a novel prototype-based representation
alignment model (PRAM) for the challenging
ZRCL-NER task. PRAM models the cross-
lingual (CL) NER task and transfers knowledge
from source languages to target languages in
a unified neural network, and performs end-to-
end training, avoiding additional computation
costs. Moreover, PRAM borrows the CL infer-
ence ability of multilingual language models
and enhances it with a novel training objective—
attribution-prediction consistency (APC)—for
explicitly enforcing the entity-level alignment
between entity representations and predictions,
as well as that across languages using proto-
types as bridges. The experimental results show
that PRAM significantly outperforms existing
state-of-the-art methods, especially in some
challenging scenarios.

1 Introduction

Named Entity Recognition (NER) aims to iden-
tify the boundaries and categories of entities in a
chunk of text (Tjong Kim Sang, 2002). Automatic
NER is useful for various downstream applications,
such as search engines (Cowan et al., 2015), dia-
logue systems (Bowden et al., 2018), and knowl-
edge graphs (Al-Moslmi et al., 2020). Most of the
recent advances in NER are achieved by deep neu-
ral networks that are trained on a large amount of
labeled data (Lample et al., 2016; Chiu and Nichols,
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2016; Li et al., 2020; Yu et al., 2020). However, it
is not universal that every kind of language has suf-
ficient labeled data for training a deep NER model.
This motivates research on a new challenging task
named zero-resource cross-lingual NER (ZRCL-
NER), which aims to leverage a rich labeled source
language to address the NER problem in an unla-
beled target language.

Most advanced methods for the challenging
task have concentrated on transferring knowledge
from the rich-resource language (RRL) to the zero-
resource language (ZRL). According to the type
of transferred knowledge, these methods can be
divided into two categories, i.e., data transfer based
methods and representation transfer based meth-
ods. The data transfer based methods transfer the
knowledge from RRL to the ZRL by generating
pseudo-labeled data (Mayhew et al., 2017; Jain
et al., 2019; Zhou et al., 2022) or soft labels for
unlabeled data (Chen et al., 2021; Liang et al.,
2021; Li et al., 2022) in the ZRL via translation
or teacher models, respectively. However, they
follow a two-separated training setup that needs
extra translation or teacher models, introducing
additional computation costs. In contrast, the repre-
sentation transfer based methods directly model the
cross-lingual NER in a unified model, borrowing
the cross-lingual inference ability of the multilin-
gual pre-trained language models (mPLMs) (De-
vlin et al., 2019; Conneau and Lample, 2019; Con-
neau et al., 2020). To further enhance the cross-
lingual inference ability, they enforce the mPLMs
to learn language-independent features via repre-
sentation alignment w.r.t. token (Kulshreshtha et al.,
2020; Muller et al., 2021) or cross-lingual antago-
nistic training w.r.t. language (Keung et al., 2019).
These optimizations are implicit for the NER task
and thus show limited improvements on the ZRCL-
NER.

To overcome the above limitations, we propose
a novel Prototype-based Representation Alignment
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Model (PRAM) for ZRCL-NER. Our PRAM builds
upon the mPLM that falls into the representation
transfer based framework, and performs end-to-end
training that avoids tedious training stages. This
prevents excess computational costs that is not nec-
essary for improving a model’s performance on the
target language. We explicitly enforce entity-level
alignment between representations and predictions
in both source and target languages by a new train-
ing objective called Attribution-Prediction Consis-
tency (APC). By treating prototypes as category
anchors, we can enforce the alignment of similar
entity representations across languages by guid-
ing similarity distributions of entity representations
relative to prototypes through predictions. Specifi-
cally, we treat the centroid of entity representations
belonging to the same class in the source language
as a prototype. The APC minimizes JS divergence
between predicted probability distribution (model
output for each entity mention) and similarity dis-
tribution (similarities between each mention repre-
sentation and all prototypes). In this way, with the
predicted probability distribution becoming more
discriminative in the training, the APC can impose
the alignment between the entity representation
and its corresponding prototype. The alignment
property in the representation space, in turn, can
regularize the deviation of model predictions. Prob-
ability distribution changes in source languages
lead to similar changes in target languages due to
mPLM’s cross-lingual inference ability. Thus, the
similar entity representations of the source and tar-
get languages are clustered with prototypes and this
alignment can enhance cross-lingual inference.

To explore the performance of PRAM, we con-
duct experiments on three NER datasets under
both single- and multi-source settings. The exper-
imental results show that PRAM outperforms all
state-of-the-arts (SOTAs), especially in some more
challenging scenarios. Specifically, in the setting
of single source transfer on the WikiAnn dataset,
PRAM achieves 3.92% absolute improvements on
F1-score compared with SOTA. On the other hand,
PRAM achieves an average improvement of 3.88%
on the F1 score compared with SOTA in the multi-
source setting. Moreover, we demonstrate the APC
is able to impose entity-level alignment across lan-
guages by visualizing entity representations of the
same class from different languages.

The contribution of this work is three-fold:

• We propose PRAM, a novel prototype-based

representation alignment model for the chal-
lenging ZRCL-NER task. The PRAM model
transfers knowledge from RRL to ZRL and
models the cross-lingual NER task in a uni-
fied model without tedious training steps and
additional computation costs.

• To enforce the entity-level alignment between
entity representations and predictions, as well
as that across languages, we propose a new
training objective named APC. The APC bor-
rows the cross-lingual inference ability of
mPLM and enhances it dynamically in the
training process, which benefits the ZRCL-
NER task.

• We conduct exhaustive experiments on three
datasets under single- and multi-source set-
tings. The experimental results show that
PRAM outperforms a wide range of SOTAs
by a significant margin. Moreover, we show
the entity-level cross-lingual alignment prop-
erty induced by APC by representation dimen-
sional reduction visualization.

2 Related Work

2.1 Cross-lingual Named Entity Recognition
Cross-lingual NER can be roughly categorized
into data transfer based and representation transfer
based. The former aims to train a target-language
NER model with pseudo labeled data constructed
from the labeled source-language data. Specifically,
translation-based data transfer constructs pseudo-
labeled data by translating texts and projecting la-
bels from the source to the target language (Jain
et al., 2019; Qin et al., 2021; Zhou et al., 2022).
Knowledge-distillation-based data transfer gener-
ates soft labels for unlabeled target data with the
trained teacher model on the source language (Wu
et al., 2020a; Gou et al., 2021; Li et al., 2022).
Such methods typically follow a two-separate train-
ing setup and need additional computing costs
for the training of the translation models or the
teacher models. The latter aims to model the cross-
lingual NER in a unified model with the help of
mPLMs (Pires et al., 2019). To further exploit the
language-independent features, some cross-lingual
representation transfer techniques are introduced,
including word-word alignment (Wang et al., 2020),
adversarial training (Keung et al., 2019), and meta
learning (Wu et al., 2020b), etc. These optimiza-
tions are implicit for the NER task and fail to learn
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Figure 1: (a) The illustration of PRAM based on a prototype-based representation alignment in an end-to-end
manner; (b) The process of Attribution-Prediction Consistency (APC).

the task-specific information, limiting their appli-
cability on the ZRCL-NER.

2.2 Multilingual Representation Learning

Multilingual representation learning aims to create
multilingual representations of different languages
in a unified semantic space that can be used for
various tasks across languages. With pre-trained
from monolingual corpora in 104 languages, Mul-
tilingual BERT (M-BERT) (Devlin et al., 2019)
can encode multilingual representations and works
well on zero-resource cross-lingual transfer tasks,
which motivates more work on multilingual pre-
trained language models (Conneau and Lample,
2019; Conneau et al., 2020; Ouyang et al., 2021).
Cao et al. (2020) demonstrate that the cross-lingual
transfer ability of M-BERT is mainly due to the par-
tial alignment of its cross-lingual representations,
and such transfer ability can be further enhanced by
introducing effective alignment procedures. Mo-
tivated by this, several representation alignment
approaches have been proposed to improve the
cross-lingual transfer in downstream tasks. Wang
et al. (2019) introduce a bilingual projection of
the contextual representations based on word align-
ment trained on parallel data for cross-lingual de-
pendency parsing. Wang et al. (2021) align the
token representations from different languages via
adversarial domain adaptation to efficiently apply
M-BERT in cross-lingual information retrieval. Ro-
tational alignment (Wang et al., 2020; Kulshreshtha
et al., 2020) and adversarial training (Keung et al.,
2019; Bari et al., 2020) are applied in the ZRCL-
NER for representation alignment. Still, these tech-
niques need to construct parallel corpus or train

additional discriminators, which require expensive
labor or computing costs.

3 Methodology

This section introduces our prototype-based repre-
sentation alignment model (PRAM), as illustrated
in Figure 1. First, the ZRCL-NER task is de-
scribed formally. Then, we introduce the basic
cross-lingual NER model, which we need to re-
mold. Subsequently, our APC module is elaborated.
Finally, we describe how to train PRAM in single-
and multi-source settings.

3.1 Problem Definition
The zero-resource cross-lingual NER can be for-
mulated as a sequence labeling problem. Given a
sentence x = {xi}Li=1 with L tokens, a NER model
aims to produce a label sequence y = {yi}Li=1,
where yi is the inferred label of the corresponding
token xi. In the source language, the annotated
training data is denoted by Ds

train = {(x,y)}. In
the target language, only the unlabeled data de-
noted by Dt

u = {x} is available in the training
process and a small set of labeled data denoted by
Dt

test = {(x,y)} is left for evaluation. Formally,
ZRCL-NER aims to learn a model based on Ds

train

and Dt
u that can perform well on Dt

test.

3.2 The Basic Cross-lingual NER Model
The basic cross-lingual NER model is built by
adding a linear classification layer upon a mPLM,
which can be formulated as:

h = mPLM(x), (1)

pi = softmax(Whi + b), (2)
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where x = {xi}Li=1 is a chunk of text with a length
of L, h = {hi}Li=1 is the list of token representa-
tions, and pi is the predicted probability distribu-
tion for token xi.

For all samples in Ds
train, the loss function of

the supervised learning is:

Lsup(θ) = − 1

NL

N∑

i=1

L∑

j=1

yi,j log pi,j , (3)

where N is the training data size. It is worth noting
that only the source language is annotated with
ground-truth labels in the training process.

3.3 The Attribution-Prediction Consistency
Constraint

Without additional constraints, the basic cross-
lingual NER model may be dominated by the
source language, which may hinder its generaliza-
tion in the target language. Such an issue is caused
by the different entity representation distribution
between the source and the target language (Li-
bovickỳ et al., 2019). And during the training, the
distribution difference may become even more sig-
nificant. To alleviate this issue, we propose a new
optimizing objective named attribution-prediction-
consistency (APC) that can enforce entity-level
alignment across languages. The APC is equipped
for both source and target languages, which aims
to optimize the consistency between the predicted
probability distribution and the similarity distribu-
tion between each representation and all source pro-
totypes. Cooperated with the initial cross-lingual
inference ability of mPLM, the APC can progres-
sively enforce entity-level alignment across lan-
guages as the training goes on.

Firstly, we feed both the labeled data of the
source language and the unlabeled data of the target
language into the mPLM encoder within each batch.
For each entity class, its prototype is obtained by
averaging all its inclusion entity representations on
the source language, where the representations are
extracted according to Eq.(1). This process can be
formulated as follow:

Ck =
1

nk

∑

(x,y)∈DS
train

L∑

i=0

1[yi = k]hi, (4)

where 1[·] is an indicator function, k represents
an entity class label, and nk denotes the number
of tokens belonging to class k in the source lan-
guage. In practice, the prototypes are generated

from mini-batch instead of all samples to reduce
computational costs. To further ensure the stability
of updates, the moving average method (Xie et al.,
2018) is adopted to update the prototypes:

Ck = λ ∗ Ck + (1− λ) ∗ C′
k, (5)

where C′
k denotes the prototype of class k calcu-

lated from the previous moment, and λ ∈ (0, 1) is
the moving average coefficient.

Subsequently, we can obtain the similarity distri-
bution between each token and all prototypes. For
each token xi, we calculate the cosine similarity
between its representation hi and prototype Ck:

s(hi, Ck) = cos(hi, Ck) =
hi · Ck

||hi|| · ||Ck||
. (6)

The similarity distribution qi = {q(i,k)}Kk=1 is pro-
duced by applying a softmax function with a tem-
perature coefficient τ (Chen et al., 2020) on the
cosine similarity score distribution:

q(i,k) =
exp(s(hi, Ck))/τ∑K
i exp(s(hi, Ci))/τ

. (7)

Finally, the APC improves the consistency be-
tween the similarity distribution qi and the pre-
dicted probability distribution pi by minimizing
their Jensen-Shannon divergence. Mathematically,
this process can be formulated as:

Lc(θ) =
1

NL

N∑

i=0

L∑

j=0

JsDiv(qi,j ||pi,j),

JsDiv(q||p) =1

2

∑
p log(

2p

p+ q
)

+
1

2

∑
q log(

2q

p+ q
).

(8)

3.4 The Prototype-based Representation
Alignment Model for Single-source Setting

Our PRAM is built by combining the basic cross-
lingual NER model and the APC module. The total
loss of the PRAM is

L(θ) = Lsup(θ) + αLs
c(θ) + βLt

c(θ), (9)

where α and β are the balancing weights for the
source and target language, respectively.

Discussion: The first term Lsup in Eq.(9) lever-
ages the supervision signals in the source language
to learn the task-specific semantics. As the train-
ing goes on, the predicted probability distribution
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Algorithm 1 Overall training process of PRAM
Require: Ds

train: training data in the source language; Dt
u:

unlabeled data in the target language; θenc: parameters
of the multilingual word encoder; θcls: parameters of the
classifier; Tsteps: the maximum steps for training.

1: Initialize θenc and θcls
2: iter=0
3: while iter < Tsteps do
4: Sample a mini-batch B with (x,y) ∈ Ds

train and
(x) ∈ Dt

u

5: for all samples in B do
6: hi ← f(θenc,xi)
7: pi ← f(θcls,hi)
8: end for
9: # supervised learning

10: Calculate Lsup(θ) on (x,y) ∈ Ds
train as in Eq.(3)

11: # attribution-prediction consistency (APC)
12: Obtain the class prototypes C as in Eq.(4) and (5)
13: for all samples in B do
14: Produce qi as in Eq.(6) and (7)
15: end for
16: Calculate Ls

c(θ) and Lt
c(θ) as in Eq.(8)

17: # the total loss for training
18: L(θ)← Lsup(θ) + Ls

c(θ) + Lt
c(θ)

19: Update θenc and θcls via gradient back-propagation
20: iter += 1
21: end while

becomes more discriminative in both the source
and target languages. This is further leveraged by
the APC, i.e., Ls

c and Lt
c, to impose the similarity

distribution to be consistent with the probability
distribution. Because the similarity distribution (in
both source and target languages) measures the sim-
ilarity between each entity representation and all
prototypes (produced based on source language),
the APC indirectly enforces the entity-level align-
ment between the source and target languages. The
alignment property in the representation space, in
turn, can revise the deviation of model predictions.

Algorithm 1 shows the pseudocode for the over-
all training process of PRAM.

3.5 Extend PRAM to Multi-source Setting

PRAM can be easily extended to meet the multi-
source scenario. Assuming that there are n source
languages, we can construct n sets of prototypes,
i.e., one set for one source language according to
Eq.(4) and Eq.(5). For each sample in the source
languages, we obtain its similarity distribution ac-
cording to the prototypes of the corresponding
language. While, for each sample in the target
languages, we obtain n similarity distributions ac-
cording to different sets of prototypes of different
source languages. Figure 2 provides a visual illus-
tration of how to derive the similarity distributions
in the multi-source setting. The total loss in Eq.(9)

…

Source 1
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Source n

Target

𝐪!
",$!

𝐪!
(",$")

𝐪!
(",$#)

𝐪!
$#

𝐪!
$"

𝐪!
$!

Figure 2: The similarity distributions produced in the
multi-source cross-lingual transfer.

for training PRAM can be rewritten as

L(θ) = Lsup(θ)+α
n∑

i=1

Lsi
c (θ)+β

n∑

i=1

L(t,si)
c (θ),

(10)
where Lsi

c (θ) denotes the consistency loss of the
i-th source language, and L(t,si)

c (θ) denotes the
consistency loss of samples in the target language
w.r.t. the prototypes in i-th source language.

4 Experiment

We evaluate PRAM in both single-source and multi-
source transfer settings, and compare it with state-
of-the-art models. Moreover, an ablation study
and several analytical experiments are conducted
to demonstrate the effectiveness of our model.

4.1 Datasets and Experiment Settings

There are three benchmark datasets included in
our experiments, which are CoNLL-2002 (Tjong
Kim Sang, 2002), CoNLL-2003 (Tjong Kim Sang
and De Meulder, 2003) and WikiAnn (Pan et al.,
2017; Rahimi et al., 2019). All datasets are labeled
using the BIO scheme with four entity types, which
are persons (PER), locations (LOC), organizations
(ORG), and miscellaneous (MISC). Each dataset is
split into training/development/test sets the same as
initially published. The dataset statistics are listed
in Table 1.

In the single-source transfer, we treat English as
the source language and the others as the target lan-
guages for both CoNLL-2002/2003 and WikiAnn.
In the multi-source transfer, we follow the previous
work (Wu et al., 2020a) that selects source lan-
guages in a leave-one-out manner, which means all
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(a) CoNLL statistics

Language Type Train Dev Test

English-en Sentence 14987 3466 3684
(CoNLL-2003) Entity 23499 5942 5648

German-de Sentence 8323 1915 1517
(CoNLL-2003) Entity 18798 4315 3558

Spanish-es Sentence 15806 2895 5195
(CoNLL-2002) Entity 13344 2616 3941

Dutch-nl Sentence 12705 3068 3160
(CoNLL-2002) Entity 11851 4833 3673

(b) WikiAnn statistics

Language Type Train Dev Test

English-en
Sentence 20000 10000 10000
Entity 27931 14146 13958

Arabic-ar
Sentence 20000 10000 10000
Entity 22500 11266 11925

Hindi-hi
Sentence 5000 1000 1000
Entity 6124 1226 1228

Chinese-zh
Sentence 20000 10000 10000
Entity 25031 12493 12532

Table 1: Statistics of the datasets

languages are treated as source ones except for the
target one. Following previous works, the training
set in the target language of CoNLL-2002/2003 is
used as unlabeled target data Dt

u after removing
labels. For WikiAnn, the training set and extra set 1

with removed labels are selected as the unlabeled
target data.

4.2 Implementation Details

The cross-lingual encoder is initialized with the
parameters of the cased M-BERTbase released by
HuggingFace Transformers 2. Following the pre-
vious work (Wu et al., 2020b), the parameters of
the embedding layer and the bottom three layers
of M-BERT are frozen. We only consider the first
subword in the loss function if a word is tokenized
into several subwords by word piece. To avoid
the adverse effect on the cross-lingual transfer per-
formance led by excessive non-entity, we adopt a
non-entity down-sampling strategy (Li et al., 2021)
as described in Appendix A. And the balancing rate
γ is set with {1.0, 1.5, 2.0} in different cases.

For all experiments, we use the AdamW opti-

1https://github.com/afshinrahimi/mmner
2https://github.com/huggingface/transformers

mizer with a learning rate of 1e-5 for training. The
batch size and the maximum sequence length are
both set to 128 empirically. The early stopping
strategy is adopted and the maximum training step
is set to 20000. Additionally, we use the grid search
technique for other hyper-parameters to obtain the
optimal ones, including the temperature coefficient
τ selected from 0.15 to 0.25, the moving average
coefficient λ selected from 0.8 to 0.99, the loss
weight α and β selected from 0.5 to 1.5 for CoNLL
and from 1.0 to 3.0 for WikiANN.

We implement our approach with PyTorch 1.11.0
and all calculations are done on NVIDIA Tesla
V100 GPU. The entity-level micro-F1 score is used
as the evaluation metric. For all experiments, we
report the average F1 scores over 5 runs with dif-
ferent random seeds.

4.3 Baselines

We compare our proposed method with the follow-
ing SOTAs, including data transfer based methods
and representation transfer based methods:
TMP (Jain et al., 2019) proposes a system that
improves the entity-projection annotation by lever-
aging machine translation.
BERT-f (Wu and Dredze, 2019) fine-tunes the mul-
tilingual BERT in the source language and directly
performs prediction in the target languages.
AdvCE (Keung et al., 2019) introduces language-
adversarial training on the contextual representa-
tions for cross-lingual NER.
BERT-RA (Kulshreshtha et al., 2020) utilizes par-
allel corpora to supervise the rotation alignment of
representations across different languages.
TSL (Wu et al., 2020a) proposes teacher-student
learning to transfer task-specific knowledge from
the source to the target language.
Unitrans (Wu et al., 2021) devises a pipeline to
unify both model and data transfer for ZRCL-NER.
AdvPicker (Chen et al., 2021) designs an adver-
sarial learning framework to select less language-
dependent data in the target language to improve
the ZRCL-NER performance.
RIKD (Liang et al., 2021) proposes a cross-lingual
NER approach combining knowledge distillation
and reinforcement learning.
MTMT (Li et al., 2022) introduces a similarity
metric model based on knowledge distillation and
multi-task learning for cross-lingual NER.
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Method de es nl Avg.

TMP 57.33 57.16 49.46 49.39
BERT-f 69.56 74.96 77.57 74.03
AdvCE 71.90 74.30 77.60 74.60
BERT-RA 70.48 75.84 79.52 75.28
TSL 73.16 76.75 80.44 76.78
Unitrans 73.61 81.20 77.30 77.37
AdvPicker 75.01 79.00 82.90 78.97
RIKD 75.48 77.84 82.46 78.59
MTMT 76.80 81.82 83.41 80.68

PRAM 77.64 82.06 83.15 80.95

Table 2: F1 Scores (%) on the CoNLL-2002/2003
dataset in the single-source setting. We bold the best per-
formance and underline the second-best performance.

Method ar hi zh Avg.

BERT-f 42.30 67.60 52.90 54.27
TSL 43.12 69.54 48.12 53.59
RIKD 45.96 70.28 50.40 55.55
MTMT 52.77 70.76 52.26 58.60

PRAM 57.44 74.67 55.46 62.52

Table 3: F1 Scores (%) on the WikiAnn dataset in the
single-source setting. We bold the best performance and
underline the second-best performance.

4.4 Performance Comparison

Single-source Transfer: As shown in Table 2 and
3, PRAM convincingly outperforms previous SO-
TAs in most cases. Specifically, on the CoNLL-
2002/2003 dataset (Table 2), PRAM achieves the
best performance on German and Spanish and the
second best on Dutch. Compared with the previous
SOTA, PRAM improves the F1 score by 0.27%
on average. On the WikiAnn dataset (Table 3),
PRAM outperforms the previous SOTA by a large
margin, with average F1-score improvements of
3.92% compared to MTMT (ranging from 3.20%
for Chinese to 4.67% for Arabic). We can observe
that PRAM achieves a more significant boost on
the WikiAnn dataset, where the source (English)
and the target languages (Arabic, Hindi, and Chi-
nese) come from distinct language families. The
huge difference between the source and target lan-
guages largely limits the transfer ability of previous
methods, but PRAM still performs well in such
challenging settings. Moreover, compared with the
latest models, MTMT, RIKD, and AdvPicker, our

Method de es nl Avg.

BERT-f 73.86 76.93 80.12 76.97
TSL-avg 74.97 77.75 80.39 77.70

PRAM 78.41 82.79 83.53 81.58

Table 4: F1 Scores (%) on the CoNLL dataset in the
multi-source setting. We bold the best performance.

(a) CoNLL datasets

Method de es nl Avg.

PRAM 77.64 82.06 83.15 80.95
PRAMw/o S-C 76.62 80.63 81.57 79.61
PRAMw/o T-C 72.38 75.91 78.56 75.62
PRAMw/o C 70.93 74.72 77.74 74.46

(b) WikiAnn dataset

Method ar hi zh Avg.

PRAM 57.44 74.67 55.46 62.52
PRAMw/o S-C 54.36 73.01 53.29 60.22
PRAMw/o T-C 46.67 68.14 51.46 55.43
PRAMw/o C 44.13 67.68 52.37 54.72

Table 5: Ablation Study

method performs end-to-end, saving computational
costs for training teacher models.

Multi-source Transfer: To in-line with the pre-
vious work (Wu et al., 2020a), on the CoNLL-
2002/2003 dataset, we take German, Spanish, and
Dutch as target languages. As shown in Table
4, PRAM obtains significant and consistent im-
provements on three target languages. Specifically,
PRAM improves the F1 score by 4.61% on aver-
age compared to BERT-f and 3.88% compared to
TSL-avg (TSL with averaging teacher models) (Wu
et al., 2020a). Moreover, compared to the single-
source setting, the cross-lingual performance of
PRAM in the multi-source setting is consistently
improved due to aligning target representations
with the prototypes of multiple source languages.

4.5 Ablation Study
To investigate the contributions of different mod-
ules in PRAM, we conduct ablation experiments
with three variants: 1) PRAMw/o S-C removes the
APC on the source language; 2) PRAMw/o T-C
removes the APC on the target language; 3)
PRAMw/o C does not use any consistency strat-
egy. As shown in Table 5, the performance of
the three variants drops significantly. Compared
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Figure 3: The performance (F1 score, bar charts) and
the prediction deviations (MSE score, line charts) of
different training objectives on the WikiAnn dataset.

to PRAMw/o S-C, PRAMw/o T-C yields a more sig-
nificant drop in the F1 scores. This indicates that
the APC on the target language is more critical for
improving the cross-lingual transfer ability because
it helps to align the target representations with the
prototypes produced in the source language. With-
out the APC constraints, the average F1 score of
PRAMw/o C decreases by 6.49% on CoNLL and
7.80% on WikiAnn compared to PRAM due to
lacking explicit representation optimization.

4.6 Effectiveness of Attribution-Prediction
Consistency

To validate the effectiveness of the APC, we con-
duct experiments with two variants of this train-
ing objective: Prediction Guiding (PG) employs
the predicted probability distributions to supervise
the similarity distributions, stopping gradient back-
propagation from the prediction path. Conversely,
Similarity Guiding (SG) prevents gradient back-
propagation from the similarity-metric path. As
shown in Figure 3, the performance of the two
variants shows a significant drop compared to the
APC. The performance degradation of the SG is
more significant than that of the PG, suggesting
that the guidance from the predictions to the rep-
resentation distributions plays a more important
role. We also report the prediction deviation of the
model with different strategies, which is defined
as the mean square error between the predicted
probability distributions and the one-hot labels:
e = 1

n

∑
(yi−pi)

2. The APC achieves a lower pre-
diction deviation than the PG. This demonstrates
that the APC effectively improves model perfor-
mance through the combined effect of aligning
cross-lingual representations and using alignment
properties to revise prediction deviation.

Languages CoNLL Languages WikiAnn

en 91.45 en 85.21
en-de 91.55 en-ar 85.71
en-es 91.72 en-hi 85.83
en-nl 92.21 en-zh 85.56

Table 6: F1 Scores (%) on the test set of the source
language in the single-source settings.

4.7 Representation Visualization

To demonstrate that PRAM can align similar en-
tity representations across languages, we randomly
select 150 samples per class from the source and
the target languages and employ t-SNE (Van der
Maaten and Hinton, 2008) to project their represen-
tations encoded by mPLM into a two-dimensional
space. As shown in Figure 4, PRAM results in
greater alignment of similar representations across
languages compared to the baseline, i.e., the ba-
sic cross-lingual NER model introduced in Section
3.2. When there is a huge difference between the
source and the target language (from English to
Arabic), many target representations from the base-
line are mixed together and distributed differently
from the similar source representations, which hin-
ders the cross-lingual transfer. In contrast, PRAM
significantly enhances the representation alignment
across languages, especially in those classes where
the baseline struggles (B-ORG, I-ORG, I-LOC,
etc.). When the target language is similar to the
source language (from English to German), PRAM
can further optimize and align similar representa-
tions compared to the baseline, making the entities
belonging to the same class more clustered.

4.8 Effect on the Source Language

To investigate the impact of cross-lingual trans-
fer on the source language, we have undertaken a
deeper evaluation of the performance delivered by
PRAM in the single-source transfer setting. The
results of our evaluation can be found in Table
6, which reveals that PRAM is indeed capable of
boosting the performance on the source language
(English or ’en’) for both CoNLL and WikiAnn
datasets. This demonstrates that PRAM can ef-
fectively handle both the source and target lan-
guages with a single end-to-end training. Obvi-
ously, PRAM is clearly more efficient than previ-
ous SOTAs, which required separate models to be
trained in two stages for each language.
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Figure 4: Two-dimensional t-SNE visualizations of the
samples:  denotes the tokens from the source language,
and ▲ denotes the tokens from the target language.

5 Conclusion

This paper proposes a novel and effective prototype-
based representation alignment model (PRAM) for
ZRCL-NER. A novel training objective named
APC is proposed to cooperate with the cross-
lingual inference ability of mPLM, which can en-
hance the alignment of entity representations and
predictions, as well as the representations of ho-
mogeneous entities across languages. The experi-
mental results show that PRAM achieves excellent
performance in both single-source and multi-source
transfer settings. Last but not least, the training of
PRAM is performed end-to-end and only addition-
ally utilizes unlabeled target data.

6 Limitations

PRAM effectively handles the ZRCL-NER task but
has certain limitations. Firstly, since PRAM relies
on the cross-lingual inference ability of mPLM, its
transfer ability may be restricted if the target lan-
guage is not among the pre-trained languages of
mPLM. Secondly, the high memory requirements
of PRAM may occurs when the task is the multi-
source transfer, where we need to set a large batch
size to ensure the stable update of prototypes on dif-
ferent source languages. This drives us to enhance
the space efficiency of our method in the future.
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A Non-entity Down-sampling Strategy

Since non-entity (O-class) samples constitute the
bulk of the overall samples, it is crucial to al-
leviate the class imbalance caused by excessive
non-entity samples. We adopt a non-entity down-
sampling strategy to address this. All tokens in
the input sentence participate in forward propaga-
tion, but only the entity tokens and part of the non-
entity tokens are considered in the loss functions.
Since the target data is unlabeled, we assign the
class with the highest predicted probability output
by the classifier as the label of the current token:
ŷti = argmax(pti). With the help of the labels of
the source language samples and the pseudo labels
ŷt of the target language samples, we randomly
downsample the non-entity tokens to balance the
number of non-entity tokens and entity tokens:

nds
o =

{
γ ∗ ne, if no

ne
> γ;

no, else,
(11)

where no and ne are the numbers of non-entity to-
kens and entity tokens, respectively, nds

o denotes
the number of the downsampled non-entity tokens,
and γ is a balancing rate. When calculating the su-
pervised loss Lsup and the consistency loss Lconsis,
only the entity tokens and the sampled non-entity
tokens participate.
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�3 C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?
Section 4.2

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on AI writing
assistance.
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�3 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
Section 4.1 and Section 4.2

�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
Section 4.2

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
Section 4.2

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
No response.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
No response.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.
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