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Abstract

Summarization quality evaluation is a non-
trivial task in text summarization. Contempo-
rary methods can be mainly categorized into
two scenarios: (1) reference-based: evaluating
with human-labeled reference summary; (2)
reference-free: evaluating the summary consis-
tency of the document. Recent studies mainly
focus on one of these scenarios and explore
training neural models built on pre-trained lan-
guage models (PLMs) to align with human
criteria. However, the models from different
scenarios are optimized individually, which
may result in sub-optimal performance since
they neglect the shared knowledge across dif-
ferent scenarios. Besides, designing individ-
ual models for each scenario caused inconve-
nience to the user. Inspired by this, we pro-
pose Unified Multi-scenario Summarization
Evaluation Model (UMSE). More specifically,
we propose a perturbed prefix tuning method
to share cross-scenario knowledge between
scenarios and use a self-supervised training
paradigm to optimize the model without extra
human labeling. Our UMSE is the first unified
summarization evaluation framework engaged
with the ability to be used in three evaluation
scenarios. Experimental results across three
typical scenarios on the benchmark dataset
SummEval indicate that our UMSE can achieve
comparable performance with several existing
strong methods which are specifically designed
for each scenario.1

1 Introduction

Quantitatively evaluating the quality of generated
summary is a non-trivial task that can measure the
performance of the summarization system (Lin,
2004; Ng and Abrecht, 2015; Zhang et al., 2020;
Scialom et al., 2021), and can also be used as a
reward model to give an additional training signal
∗ Equal contribution.
† Corresponding author.
1 Code is available at https://github.com/ZT-Yao/UMSE.
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Figure 1: Illustration of multi-scenario summarization
evaluation.

for the summarization model (Wu and Hu, 2018;
Narayan et al., 2018; Scialom et al., 2019; Gao
et al., 2019a, 2020a). The dominant evaluation
methods are traditional word-overlap-based met-
rics like ROUGE (Lin, 2004) and BLEU (Papineni
et al., 2002). Although these metrics are very
easy to use, they cannot evaluate semantic simi-
larity. In recent years, many researchers focus on
semantic-based evaluation tools (Ng and Abrecht,
2015; Zhang et al., 2020; Zhao et al., 2019). Differ-
ent to traditional metrics which only use one score
to measure the quality of the summary, Zhong et al.
(2022) propose to evaluate the summary quality in
several dimensions (e.g., coherence, consistency,
and fluency) by calculating the similarity between
the generated summary and the human-annotated
summary.

The summarization evaluation methods can be
categorized into two scenarios based on the in-
put data type: (1) reference-based methods re-
quire the human-annotated summary as input and
(2) reference-free methods only use the corre-
sponding document. The reference-based meth-
ods (Lin, 2004; Papineni et al., 2002; Banerjee
and Lavie, 2005; Ng and Abrecht, 2015; Zhang
et al., 2020; Zhao et al., 2019; Yuan et al., 2021)
usually use the human written summary (a.k.a.,
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reference summary) as the ground truth and calcu-
late the similarity between generated and reference
summary. With the help of the pre-train language
model, these methods have a powerful ability to
measure semantic similarity. However, not all real-
world application scenarios have human-annotated
summaries. Using the reference-based evaluation
method with the human-annotated ground truth
summary is labor-consuming. Thus, reference-
free methods (Wu et al., 2020; Gao et al., 2020b;
Scialom et al., 2019, 2021) propose to evaluate the
summary by modeling the semantic consistency
between the generated summary and the document.

When evaluating a summarization system, even
though we can individually select a proper eval-
uator condition on whether we have a reference
summary, it is not very convenient. Moreover,
since human annotation is costly, some summa-
rization methods (Wu and Hu, 2018; Narayan et al.,
2018; Scialom et al., 2019) choose to use the au-
tomatic evaluator to provide an additional training
signal, instead of relying entirely on human-labeled
document-summary pair data. In this type of us-
age, the evaluator needs to measure the quality of
the model-generated summary with partial human-
labeled document-summary data. Besides, con-
temporary trainable evaluation models for differ-
ent scenarios (with or without reference summary)
are built on pre-train language models, which may
transfer knowledge across different scenarios and
provides a great opportunity to bridge these eval-
uation scenarios with a better combination of the
best of both worlds. Hence, it is valuable to build
a unified multi-scenario summarization evaluator
that can be used for processing both types of input
data. Intuitively, this naturally leads to two ques-
tions: (1) How to build a unified multi-scenario
evaluation model regardless of whether we have a
reference summary? (2) How to train the evaluator
so that it can share knowledge between scenarios
and maintain the exclusive knowledge in a specific
task?

In this paper, we propose a unified multi-
scenario summarization evaluation method Unified
Multi-scenario Summarization Evaluation Model
(UMSE). UMSE unifies three typical summary
quality evaluation scenarios in one model: (1) Sum-
Ref: evaluate using reference summary. UMSE
measures the similarity between the generated sum-
mary and the human-annotated reference summary.
(2) Sum-Doc: evaluate using document. Since

using the reference summary is labor-consuming,
UMSE can measure the consistency between gener-
ated summary and the original document. (3) Sum-
Doc-Ref: evaluate using both document and refer-
ence summary. This method incorporates the ad-
vantages of sum-ref and sum-doc. To process these
different types of input, we propose a perturbed pre-
fix method based on the prefix tuning method (Li
and Liang, 2021; Liu et al., 2022, 2021) that shares
a unified pre-train language model across three sce-
narios by using different continuous prefix tokens
as input to identify the scenario. Then, we propose
2 hard negative sampling strategies to construct a
self-supervised dataset to train the UMSE without
additional human annotation. Finally, we propose
an ensemble paradigm to combine these scenarios
into a unified user interface.

To sum up, our UMSE can bring the following
benefits:
• One model adaptable to multi-scenario.

UMSE uses only one model to evaluate the gen-
erated summary whenever it has a reference sum-
mary.
• Mutually enhanced training. We propose a

perturbed prefix method to transfer knowledge be-
tween scenarios, and it can boost the performance
of each scenario.
• Self-supervised. UMSE can be trained using

a fully self-supervised paradigm without requiring
any human-labeled data, and it makes UMSE has
strong generalization ability.

To verify the effectiveness of the UMSE, we
first compare with several baselines including
the reference-based and reference-free methods.
Specifically, UMSE outperforms all the strong
reference-free evaluation methods by a large mar-
gin and achieves comparable performance with the
state-of-the-art in a unified model. Ablation studies
verify the effectiveness of our proposed perturbed
prefix-tuning method.

2 Related Work

2.1 Reference-free Metrics

Reference-free metrics aim to evaluate the sum-
mary quality without the human-labeled ground
truth summary as the reference, and these meth-
ods can be categorized into two types: trained
model and training-free model. For the training-
free methods, SUPERT (Gao et al., 2020b) first ex-
tracts salient sentences from the source document
to construct the pseudo reference, then computes
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the semantic similarity to get the evaluation score.
Following SUPERT, Chen et al. (2021) propose
a centrality-weighted relevance score and a self-
referenced redundancy score. While computing
the relevance score, the sentences of pseudo refer-
ence are weighted by centrality, the importance of
each sentence. For the methods which should be
trained, LS-Score (Wu et al., 2020) is an unsuper-
vised contrastive learning framework consisting of
a linguistic quality and a semantic informativeness
evaluator. The question-answering paradigm is
usually used in evaluating summaries, which evalu-
ates the factual consistency between summary and
document with the help of well-trained question-
answering models (Scialom et al., 2019; Gao et al.,
2019b; Durmus et al., 2020; Scialom et al., 2021).

2.2 Reference-based Metrics

Referenced-based metrics, which evaluate the qual-
ity of the summary by measuring the similarity of
the summary and human written reference, can be
divided into two categories: lexical overlap-based
metrics and semantic-based metrics. ROUGE (Lin,
2004), the most commonly used metric for sum-
mary evaluation, measures the number of matching
n-grams between the system output and reference
summary. Other popular lexical overlap-based met-
rics are BLEU (Papineni et al., 2002) and ME-
TEOR (Banerjee and Lavie, 2005) which are also
commonly employed in other text generation tasks
(e.g., machine translation). Since using the lexical
overlap to measure the quality is sometimes too
strict, many researchers turn to focus on exploring
the semantic-based evaluation. ROUGE-WE (Ng
and Abrecht, 2015) improves ROUGE by using
Word2Vec (Mikolov et al., 2013) embeddings, and
S3 (Peyrard et al., 2017) takes the ROUGE and
ROUGE-WE as input features and is trained on
human-annotated datasets. With the prosperity of
the pre-training language model (PLM), more and
more researchers introduce these models for evalua-
tion. BERTScore (Zhang et al., 2020) leverages the
contextual embeddings from BERT (Devlin et al.,
2019) and calculates the cosine similarity between
system output and reference sentence. CTC (Deng
et al., 2021) is based on information alignment
from two dimensions: consistency and relevance.
UniEval (Zhong et al., 2022) is a multi-dimensional
evaluator based on T5 (Raffel et al., 2020), and
it formulates the summary evaluation as a binary
question-answering task and evaluates from four

dimensions: coherence, consistency, fluency, and
relevance. However, existing summarization evalu-
ation models usually focus on measuring the sum-
mary quality from multiple aspects and transferring
knowledge from PLM, they ignore the shareable
knowledge between different scenarios.

Evaluating the quality of the generated text is a
also crucial task in generation tasks. In machine
translation evaluation, Wan et al. (2022) proposes
UniTE which is a multi-scenario evaluation method.
UniTE employs monotonic regional attention to
conduct cross-lingual semantic matching and pro-
poses a translation-oriented synthetic training data
construction method. However, the summarization
task does not have these characteristics and directly
applying UniTE to summarization evaluation can-
not measure the important aspect of summary (e.g.,
coherence and relevance).

3 UMSE Model

Problem Formulation Given a model-generated
summary X = {x1, x2, . . . , xLx} with Lx tokens,
our goal is to use a unified evaluation model to
produce a score s ∈ R for X . For the Sum-Ref
scenario, the model uses generated summary X
and ground truth summary Y = {y1, y2, . . . , yLy}
as input. For the Sum-Doc scenario, we evaluate
the summary quality by using generated summary
X and document D = {d1, d2, . . . , dLd

} with Ld

tokens as input, which does not require any human
annotation (e.g., ground truth summary Y ). For the
Sum-Doc-Ref scenario, the model uses generated
summary X , ground truth summary Y , and docu-
ment D as input. To train the evaluation model, we
do not use any human-annotated summary quality
dataset and we construct the training dataset by
using several self-supervised training strategies.

3.1 Overview

In this section, we detail the Unified Multi-scenario
Summarization Evaluation Model (UMSE). An
overview of UMSE is shown in Figure 2. UMSE
has two main parts: (1) Data construction. We
first construct two self-supervised datasets for co-
herence and relevance evaluation scenarios. (2)
Unified Model. To unify the different input data
into a unified model, we propose a perturbed prefix-
tuning method to train the UMSE.
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Figure 2: Illustration of UMSE which tackles the summarization evaluation in three scenarios by a unified model
trained with two self-supervised tasks.

3.2 Data Construction
Employing a human annotator to annotate the qual-
ity of generated summary to train the evaluation
model is labor-consuming and will lead the evalua-
tion model hard to use. We propose to use the self-
supervised tasks to construct the training dataset
for the evaluator without using any human anno-
tation. Since measuring the quality of the sum-
mary requires two main semantic matching abil-
ities: (1) matching with the reference summary
and (2) matching with the document, we propose
two self-supervised tasks to construct the training
dataset automatically:
• Summary matching oriented data: The goal
for this task is to construct positive and negative
samples which are different in whether the sum-
mary contains the salient information. Given a
document-summary pair D,Y , the data sample to
construct is a summary pair. The positive data
pair (Y,XLD3) contains the reference summary Y
and a candidate summary XLD3 which contains
relevant information. And the negative data pair
(Y,XBM ) contains the reference summary Y and
a candidate summary XBM which describes simi-
lar but not relevant information. Particularly, if the
negative data is very hard for the evaluation model
to identify (e.g., requires reasoning ability or is
very similar to the positive sample), the evaluation
model will achieve better performance than using
very simple negative data. Thus, we propose to use
the leading three sentences of the corresponding
document D as the candidate summary XLD3. For
the candidate summary XBM in negative data pair,

we first use the BM25 retrieval model to retrieve
the most similar document D′ to D and obtain the
reference summary Y ′ of D′. To make the negative
sample harder, we randomly replace a sentence in
Y ′ with one sentence in XLD3 as the final negative
summary XBM .
• Document matching oriented data: The golden
criterion for evaluating the summary quality is
whether the summary describes the main facts of
the document. Hence, we construct self-supervised
data which aims to train the model to measure the
semantic relevance between summary and docu-
ment. The positive data pair (D,Y ) consists of
document D and its reference summary Y . The
negative data pair (D,XBM ) contains the docu-
ment D and a false summary XBM which is sim-
ilar to Y . We employ the same BM25 retrieval
method in coherence data construction to obtain Y ′

and replace a sentence in Y with a sentence in Y ′

as the negative summary XBM .
For brevity, we omit the superscript of X in the

following sections.

3.3 Perturbed Prefix-Tuning

Although the three scenarios have different in-
put types, we can directly concatenate them into
a text sequence which can be easily adopted by
the pre-train language model. Following previous
work (Zhong et al., 2022), although our evaluation
model does not require additional summarization-
quality data annotations, human-written summaries
are still required to train the estimator. Therefore,
reducing the dependence on human-written sum-
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maries can improve the applicability of our model
in low-resource scenarios. Thus, we employ prefix-
tuning to explore the semantic understanding abil-
ity of large language models on the summarization
evaluation task. Specifically, we append different
prefix sequences at the start of each input text se-
quence according to the scenario:

HSR = PLM([CLS]PSRX[SEP]Y ),

HSD = PLM([CLS]PSDX[SEP]D),

HSDR = PLM([CLS]PSDRX[SEP]D[SEP]Y ),

where [CLS] and [SEP] are both special tokens in
PLM, HSR ∈ R(Lx+Ly+Lp+2),z denotes the token
level representation for Sum-Ref pair, and z is the
hidden size of the PLM. The P∗ ∈ RLp,z denotes
the prefix for each scenario, which is a continuous
prompt with length Lp. The advantage of using
the unified evaluator is that we can use one large
language model to conduct three tasks and it will
reduce the size of the evaluation toolkit.

Although these data scenarios have their exclu-
sive task characteristic, there are also some shared
abilities and knowledge which can be transferred
between different scenarios. To model the exclu-
sive characteristic and transfer knowledge using
the continuous prefix in a coordinated way, we
propose a prefix perturbation method that uses the
same tokens with different orders of different sce-
narios. Take the prefix of Sum-Doc scenario as
an example, PSD contains Lp continuous prefix
tokens PSD = {p1,p2, . . . ,pLp}. We perturb
PSD as {p1,p3, . . . ,pLp ,p2, . . . ,pLp−1}, and
use this perturbed prefix as the prefix for Sum-
Doc-Ref PSDR. This prefix perturbation method
keeps the prefix used across scenarios to use the
same continuous tokens in a different order. Thus,
our model can simultaneously transfer knowledge
between scenarios and keep the exclusive ability
prompted by the different prefixes.

To obtain the summary-level overall representa-
tion, we conduct a pooling operation on the token-
level representation:

ESR = Pooling(HSR), (1)

ESD = Pooling(HSD), (2)

ESDR = Pooling(HSDR), (3)

where E∗ ∈ Rz denotes the summary-level repre-
sentation. Then we employ a multi-layer percep-
tion (MLP) network to conduct a binary classifica-

tion and obtain the probability p:

p∗ = Softmax(MLP(E∗)) ∈ R2, (4)

s∗ = p+∗ , (5)

where p+∗ ∈ R denotes the probability of positive
class in p∗. During training, we use cross entropy
loss Lce to optimize the model parameters to dis-
tinguish the positive and negative samples:

Lce = −
[

n∑

i=1

ci log p
+
i + (1− ci) log

(
1− p+i

)
]
,

where ci ∈ {0, 1} denotes the label of i-th training
sample which indicates whether this sample is a
positive or negative sample. At the inference stage,
we take the probability of positive class p+ as the
final evaluation score s.

3.4 Variant of Sum-Doc-Ref Evaluation
Intuitively, the scenario Sum-Doc-Ref can be seen
as a combination of the Sum-Doc and Sum-Ref
scenarios. Hence, an intuitive method to conduct
the evaluation of the Sum-Doc-Ref scenario is to
directly fuse the scores of the Sum-Doc and Sum-
Ref scenarios. In this section, we propose a variant
implementation to conduct evaluation conditions
on the input of Sum-Doc-Ref, named UMSE(Fusion).
We combine the score of the Sum-Doc and Sum-
Ref scenarios to get the score for the Sum-Doc-Ref:

sSDR = f(sSR, sSD), (6)

where f denotes the ensemble strategy, such as min
and max. In the experiment, we will analyze the
performance of different implementations of f .

4 Experiment

4.1 Datasets
In the training phase, we construct the positive and
negative data pairs using the CNN/DailyMail (Nal-
lapati et al., 2016) dataset. Then the trained evalua-
tors are tested on the meta-evaluation benchmark
SummEval (Fabbri et al., 2021) to measure the
rank correlation coefficient between the evaluation
model and human judgment.

CNN/DailyMail has 286, 817 training
document-summary pairs, 13, 368 validation and
11, 487 test pairs in total. The documents in the
training set have 766 words and 29.74 sentences
on average while the reference summaries contain
53 words and 3.72 sentences.
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SummEval is a meta-evaluation benchmark. To
collect the human judgments towards the model-
generated summaries, they first randomly select
100 document and reference pairs from the test set
of CNN/DailyMail, then generate summaries using
16 neural summarization models. Each summary is
annotated by 3 experts and 5 crowd-sourced work-
ers along four dimensions: coherence, consistency,
fluency, and relevance. Finally, there is a total of
12800 summary-level annotations.

4.2 Evaluation Metrics

Following previous work (Yuan et al., 2021; Zhong
et al., 2022), we measure the rank correlation co-
efficient between the evaluation model and human
judgment to represent the performance of the evalu-
ator. In the experiments, we employ the Spearman
(ρ) and Kendall-Tau (τ) correlations between the
evaluator output scores and human ratings. The
statistical significance of differences observed be-
tween the performance of UMSE and the strongest
baseline in each scenario is tested using a two-
tailed paired t-test and is denoted using ▲ (or ▼) for
strong significance at α = 0.01 and p < 0.05.

4.3 Comparisons

In the experiment, we compare the proposed
UMSE with widely used and strong baselines:
Reference-based Methods:
(1) ROUGE (Lin, 2004) is one of the most popular
metrics, and it computes n-gram overlapping be-
tween the system output and reference summary.
We employ the ROUGE-1, ROUGE-2, and ROUGE-L
in our experiments. (2) BERTScore (Zhang et al.,
2020) leverages the contextual embedding from
the pre-training language model BERT (Devlin
et al., 2019) and calculates the cosine similar-
ity between system output and reference. (3)
MoverScore (Zhao et al., 2019) utilizes the Word
Mover’s Distance to compute the distance between
the embedding of generated summary and refer-
ence. (4) BARTScore (Yuan et al., 2021) uses the
weighted log probability of the pre-train language
model BART’s (Lewis et al., 2020) output to eval-
uate the quality of summaries. (5) CTC (Deng
et al., 2021) is a general evaluation framework
for language generation tasks including compres-
sion, transduction, and creation tasks. CTC is de-
signed on the concept of information alignment. (6)
UniEval (Zhong et al., 2022) formulates the sum-
mary evaluation as binary question answering and

can evaluate the summary from four dimensions,
coherence, consistency, fluency, and relevance.
Reference-free Methods:
(1) BLANC (Vasilyev et al., 2020) is defined as
a measure of the helpfulness of a summary to
PLM while PLM performs the Cloze task on doc-
ument sentences. In specific, the final score is
the accuracy difference of whether use a sum-
mary to concatenate with the masked sentence. (2)
SummaQA (Scialom et al., 2019) is a QA-based eval-
uation metric. It generates questions from docu-
ments, answers the questions based on the sum-
mary by a QA model, and computes the QA met-
ric as evaluation scores. (3) SUPERT (Gao et al.,
2020b) constructs the pseudo reference by extract-
ing salient sentences from the source document and
computes the similarity between generated sum-
mary and pseudo reference to evaluate the quality
of the summary. (4) UniTE (Wan et al., 2022) is a
unified evaluation model for machine translation
in different scenarios: reference-only, source-only
and source-reference-combined.

To prove the effectiveness of the perturbed prefix-
tuning, we design an ablation model, UMSE-PT
(w/o Prefix-Tuning). We remove the prefix of input
and jointly fine-tune one pre-train language model
using the two datasets we constructed.

4.4 Implementation Details
Following (Deng et al., 2021), we employ the
roberta-large (Liu et al., 2019) as the backbone
of our model. The MLP consists of 3 linear lay-
ers with tangent activation and the dimensions of
each layer are 3072, 1024, and 2, respectively. Fol-
lowing (Wan et al., 2022), the max length of input
sequence (with prompt) is set to 512. We vary the
length of prompt in {8, 16, 32, 64, 128}, and find
that 128 is the best choice. We use AdamW as the
optimizer and the learning rate is set to 3.0e-05
selected from {2.0e-05, 3.0e-05, 5.0e-05}. The
number of train epochs is set up to 10 epochs and
the batch size is set to 8. We fix the random seed
always to 12 and trained our model on an NVIDIA
GeForce RTX 3090 GPU for 6-7 hours. We use
PyLucene to implement the BM25 algorithm to
retrieve similar documents. The size of the two
training datasets is 30K respectively, and the posi-
tive and negative samples are half.

4.5 Evaluation Results
We compare our UMSE with strong baselines in
Table 1. We can surprisingly find that UMSE (w/
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Model Coherence Consistency Fluency Relevance

ρ τ ρ τ ρ τ ρ τ

Sum-Ref Methods
ROUGE-1 (Lin, 2004) 0.1670 0.1260 0.1600 0.1300 0.1590 0.0940 0.3260 0.2520
ROUGE-2 (Lin, 2004) 0.1840 0.1390 0.1870 0.1550 0.1590 0.1280 0.2900 0.2190
ROUGE-L (Lin, 2004) 0.1280 0.0990 0.1150 0.0920 0.1050 0.0840 0.3110 0.2370

➤ BERTScore (Zhang et al., 2020) 0.2840 0.2110 0.1100 0.0900 0.1930 0.1580 0.3120 0.2430
MOVERScore (Zhao et al., 2019) 0.1590 0.1180 0.1570 0.1270 0.1290 0.1050 0.3180 0.2440

UniTE (w/ SR)(Wan et al., 2022) 0.1792 0.1362 0.0557 0.0474 0.0761 0.0614 0.2255 0.1716
UMSE (w/ SR) 0.5840▲ 0.4443▲ 0.2494▲ 0.2055▲ 0.2601▲ 0.2132▲ 0.4217▲ 0.3189▲

UniEval (Zhong et al., 2022) 0.4950 0.3740 0.4350 0.3650 0.4190 0.3460 0.4240 0.3270
BARTScore (Yuan et al., 2021) 0.4480 0.3420 0.3820 0.3150 0.3560 0.2920 0.3560 0.2730

Sum-Doc Methods
BLANC (Vasilyev et al., 2020) 0.1219 0.0951 0.2768 0.2307 0.1727 0.1436 0.2574 0.1983
SummaQA (Scialom et al., 2019) 0.1239 0.0963 0.2540 0.2102 0.1782 0.1457 0.2120 0.1628
➤ SUPERT (Gao et al., 2020b) 0.2165 0.1716 0.3438 0.2863 0.2509 0.2024 0.2746 0.2132

UniTE (w/ SD)(Wan et al., 2022) 0.1703 0.1327 0.1160 0.0956 0.0871 0.0703 0.2738 0.2084
UMSE (w/ SD) 0.5298▲ 0.4052▲ 0.3579▲ 0.2961▲ 0.3163▲ 0.2617▲ 0.4039▲ 0.3060▲

Sum-Doc-Ref Methods
➤ CTC (Deng et al., 2021) 0.4020 0.3100 0.3660 0.3010 0.2990 0.2450 0.4280 0.3360

UniTE (w/ SDR) (Wan et al., 2022) 0.1885 0.1453 0.1244 0.1017 0.1076 0.0886 0.2874 0.2232
UMSE (w/ SDR) 0.4704 0.3532 0.3413 0.2817 0.3006 0.2451 0.3894 0.2929

UMSE(Fusion) (w/ SDR) 0.5944▲ 0.4515▲ 0.3381 0.2813 0.3316▲ 0.2731▲ 0.4358▲ 0.3282▲

Ablation Methods
UMSE-PT (w/ SR) 0.5607 0.4246 0.2664 0.2193 0.2552 0.2079 0.4228 0.3155
UMSE-PT (w/ SD) 0.5007 0.3810 0.3505 0.2905 0.3079 0.2533 0.4276 0.3220

UMSE(Fusion)-PT (w/ SDR) 0.5757 0.4397 0.3338 0.2751 0.3206 0.2638 0.4375 0.3291

Table 1: Comparing with baselines on SummEval dataset. We use the notion “(w/ *)” to denote which data is
used as input. (ρ) denotes the Spearman correlations and (τ) denotes the Kendall-Tau correlations. The row with
shaded background denotes the multi-dimensional metrics which output a score for each dimension, and it is

unfair for comparing with these methods. The number with underline denotes the max value in the scenario and the
bold-face denotes the max value over three scenarios.

Fusion Methods Coherence Consistency Fluency Relevance

ρ τ ρ τ ρ τ ρ τ

Min 0.5896 0.4475 0.2729 0.2261 0.2786 0.2284 0.4315 0.3267
Max 0.5386 0.4099 0.3561 0.2947 0.3183 0.2624 0.4083 0.3084

Geometric mean 0.5938 0.4503 0.3151 0.2618 0.3132 0.2584 0.4332 0.3260
Arithmetic mean ✓ 0.5944 0.4515 0.3381 0.2813 0.3316 0.2731 0.4358 0.3282

Table 2: Result of different fusion methods in Sum-Doc-Ref scenario.

Coherence Consistency Fluency Relevance

ρ τ ρ τ ρ τ ρ τ

Single Model (w/ SR) 0.5019 0.3796 0.2916 0.2391 0.3090 0.2525 0.4153 0.3096
UMSE (w/ SR) 0.5840↑ 0.4443↑ 0.2494↓ 0.2055↓ 0.2601↓ 0.2132↓ 0.4217↑ 0.3189↑

Single Model (w/ SD) 0.4798 0.3599 0.3132 0.2580 0.2992 0.2454 0.3644 0.2760
UMSE (w/ SD) 0.5298↑ 0.4052↑ 0.3579↑ 0.2961↑ 0.3163↑ 0.2617↑ 0.4039↑ 0.3060↑

Single Model (w/ SDR) 0.3488 0.2660 0.2824 0.2342 0.2739 0.2253 0.2435 0.1866
UMSE (w/ SDR) 0.4704↑ 0.3532↑ 0.3413↑ 0.2817↑ 0.3006↑ 0.2451↑ 0.3894↑ 0.2929↑

Table 3: Comparison between UMSE and separately fine-tuning PLM.

SD) performs comparably to the UMSE (w/ SR)
in the Sum-Ref scenario and achieves significant
improvement over the existing baselines, which
demonstrates that our proposed perturbed prefix-
tuning can transfer knowledge from other scenar-
ios. BERTScore is the state-of-the-art reference-
based single-dimensional evaluation method, and
the performance of UMSE increases by 105.63%,
34.93%, and 38.62% compared to BERTScore in

terms of Coherence (ρ), Fluency (τ ), and Relevance
(ρ) respectively. Compared with the reference-free
baselines, UMSE (w/ SD) outperforms SUPERT
144.71%, 29.30%, and 47.09% in terms of Co-
herence (ρ), Fluency (τ ), and Relevance (ρ) re-
spectively. Although the UMSE achieves slightly
lower performance than the baseline in one dimen-
sion, the UMSE achieves consistently strong per-
formance in three scenarios which can facilitate
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Model Faithful Factual

ROUGE-1 0.197 0.125
ROUGE-2 0.162 0.095
ROUGE-L 0.162 0.113
BERTScore 0.190 0.116

QA 0.044 0.027
UMSE 0.242 0.167

Entailment 0.431 0.264

Table 4: The performance of different models on detect-
ing hallucinations. The evaluation metric is the Spear-
man correlation. The faithful and factual annotations
are released by Maynez et al. (2020). The row with
shaded background denotes the model is trained on a

supervised dataset, making it unfair to compare it with
other methods.

users from having to use multiple models.
As illustrated in the related work § 2, some eval-

uators (e.g., UniEval and BARTScore) focus on
evaluating the summary in multi-dimension which
model the specific dimension features and output
multiple scores. Different from these methods, we
focus on an orthogonal aspect that uses a unified
model in multiple scenarios, and we only use one
score to represent the summary quality. Thus, di-
rectly comparing with these multi-dimensional met-
rics is not fair. Since our unified multi-scenario
evaluator is orthogonal to these multi-dimension
evaluators, we will combine the multi-dimensional
method into UMSE in future work.

Similar to our UMSE, UniTE is also a multi-
scenario unified evaluation method for machine
translation. However, UniTE achieves worse per-
formance than UMSE, which demonstrates our as-
sumption that the matching framework and the data
construction method in UniTE are mainly focusing
on the characteristic of translation. And we cannot
simply use UniTE in the summarization task.

From the results of UMSE(Fusion) (w/ SDR) and
UMSE (w/ SDR), we can find that the fusion model
achieves better performance, and we will use the
fusion method in our release version of UMSE. An
extensive analysis of why the fusion method works
better than directly concatenating Sum-Doc-Ref in
the input of PLM is shown in the following section.

4.6 Discussions

Ablation Studies To verify the effectiveness of
our proposed perturbed prefix tuning method, we
employ an ablation model UMSE-PT in three sce-
narios. In this model, we mix the training datasets
we constructed and jointly fine-tune one PLM for
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Figure 3: Performance across different prefix lengths.

all scenarios. From the results shown in Table 1,
we can find that UMSE-PT underperforms with the
UMSE in all scenarios. Although using a shared
pre-train language model can also transfer knowl-
edge among these scenarios, these ablation studies
demonstrate that using the shared continuous prefix
tokens provides an explicit way to share common
matching knowledge and it can boost the perfor-
mance of the UMSE.

Moreover, we employ an intuitive experiment
that separately fine-tunes a PLM for each scenario,
and the results are shown in Table 3. Although the
performance of the Sum-Ref drops slightly in terms
of two dimensions, our proposed UMSE boosts the
performance in the Sum-Doc scenario significantly.
And boosting the performance of the Sum-Doc
scenario is more valuable since evaluation in this
scenario does not require any human annotating.

Analysis of Sum-Doc-Ref Fusion In § 3.4, we
propose a variant model for the Sum-Doc-Ref sce-
nario which directly fuses the scores of Sum-Doc
and Sum-Ref to produce the score for the Sum-
Doc-Ref scenario. In this section, we conduct ex-
periments to explore which fusion method will lead
to better performance. We employ four different fu-
sion methods: (1) max method takes the maximum
of sSD and sSR as sSDR; (2) min method takes
the minimum of sSD and sSR; (3) geometric mean
fusion uses

√
sSDsSR as sSDR; and (4) arithmetic

mean fusion employs (sSD+sSR)
2 . From Table 2,

we can find that the arithmetic mean achieves the
best performance, and we finally use the arithmetic
mean fusion in the UMSE(Fusion).

Analysis of Perturbed Prefix Length To verify
the effectiveness of our proposed perturbed prefix,
we conduct experiments using the different lengths
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of the prefix. From Figure 3, we can find that
the performance of our UMSE gradually improved
with the growth of the prefix length.

Analysis of Hallucination Detection To analyze
the effectiveness of our model in detecting halluci-
nations, we conducted experiments on the dataset
released by Maynez et al. (2020) and the results are
shown in Table 4. According to the Spearman cor-
relations on both faithful and factual, UMSE out-
performs baselines, such as ROUGE, BERTScore,
and QA, which demonstrates the ability of our pro-
posed model in detecting hallucinations.

5 Conclusion

In this paper, we propose Unified Multi-scenario
Summarization Evaluation Model (UMSE) which
is a unified multi-scenario summarization evalua-
tion framework. UMSE can perform the semantic
evaluation on three typical evaluation scenarios:
(1) Sum-Ref; (2) Sum-Doc and (3) Sum-Doc-Ref
using only one unified model. Since these sce-
narios have different input formats, we propose a
perturbed prefix-tuning method that unifies these
different scenarios in one model and it can also
transfer knowledge between these scenarios. To
train the UMSE in a self-supervised manner, we
propose two training data construction methods
without using any human annotation. Extensive
experiments conducted on the benchmark dataset
SummEval verify that the UMSE can achieve com-
parable performance with existing baselines.

Limitations

In this paper, we propose the evaluation model
UMSE which can be used to evaluate the summary
quality in three typical scenarios. However, in the
summarization task, different annotators have dif-
ferent writing styles, and there might exist more
than one good summary for one document. More-
over, there can be summaries that concentrate on
different aspects of a document (e.g., describing
the location and room of a hotel). In the future,
we aim to incorporate more scenarios (e.g., multi-
references and multi-aspects) into our unified eval-
uation method.

Ethics Statement

In this section, we would like to discuss the ethi-
cal concerns of our work. Our proposed method

UMSE is a unified model for multi-scenario sum-
marization evaluation and is designed to help hu-
mans efficiently evaluate summaries. And the sen-
sitive information is masked while constructing the
training data from CNN/DailyMail dataset.
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Cann, Caiming Xiong, Richard Socher, and Dragomir
Radev. 2021. SummEval: Re-evaluating summariza-
tion evaluation. Transactions of the Association for
Computational Linguistics, 9:391–409.

Shen Gao, Xiuying Chen, Piji Li, Zhaochun Ren, Li-
dong Bing, Dongyan Zhao, and Rui Yan. 2019a. Ab-
stractive text summarization by incorporating reader
comments. In The Thirty-Third AAAI Conference on
Artificial Intelligence, AAAI 2019, The Thirty-First
Innovative Applications of Artificial Intelligence Con-
ference, IAAI 2019, The Ninth AAAI Symposium on
Educational Advances in Artificial Intelligence, EAAI
2019, Honolulu, Hawaii, USA, January 27 - February
1, 2019, pages 6399–6406. AAAI Press.

Shen Gao, Xiuying Chen, Zhaochun Ren, Dongyan
Zhao, and Rui Yan. 2020a. From standard summa-
rization to new tasks and beyond: Summarization
with manifold information. In Proceedings of the
Twenty-Ninth International Joint Conference on Ar-
tificial Intelligence, IJCAI 2020, pages 4854–4860.
ijcai.org.

Shen Gao, Zhaochun Ren, Yihong Eric Zhao, Dongyan
Zhao, Dawei Yin, and Rui Yan. 2019b. Product-
aware answer generation in e-commerce question-
answering. In Proceedings of the Twelfth ACM Inter-
national Conference on Web Search and Data Mining,
WSDM 2019, Melbourne, VIC, Australia, February
11-15, 2019, pages 429–437. ACM.

Yang Gao, Wei Zhao, and Steffen Eger. 2020b. SU-
PERT: Towards new frontiers in unsupervised evalu-
ation metrics for multi-document summarization. In
Proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 1347–
1354, Online. Association for Computational Linguis-
tics.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Veselin Stoyanov, and Luke Zettlemoyer. 2020.
BART: Denoising sequence-to-sequence pre-training
for natural language generation, translation, and com-
prehension. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 7871–7880, Online. Association for Computa-
tional Linguistics.

Xiang Lisa Li and Percy Liang. 2021. Prefix-tuning:
Optimizing continuous prompts for generation. In
Proceedings of the 59th Annual Meeting of the Asso-
ciation for Computational Linguistics and the 11th

International Joint Conference on Natural Language
Processing (Volume 1: Long Papers), pages 4582–
4597, Online. Association for Computational Lin-
guistics.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Xiao Liu, Kaixuan Ji, Yicheng Fu, Zhengxiao Du, Zhilin
Yang, and Jie Tang. 2021. P-tuning v2: Prompt
tuning can be comparable to fine-tuning universally
across scales and tasks. CoRR, abs/2110.07602.

Xiao Liu, Kaixuan Ji, Yicheng Fu, Weng Tam, Zhengx-
iao Du, Zhilin Yang, and Jie Tang. 2022. P-tuning:
Prompt tuning can be comparable to fine-tuning
across scales and tasks. In Proceedings of the 60th
Annual Meeting of the Association for Computational
Linguistics (Volume 2: Short Papers), pages 61–68,
Dublin, Ireland. Association for Computational Lin-
guistics.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized BERT pretraining
approach. ArXiv preprint, abs/1907.11692.

Joshua Maynez, Shashi Narayan, Bernd Bohnet, and
Ryan McDonald. 2020. On faithfulness and factu-
ality in abstractive summarization. In Proceedings
of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 1906–1919, On-
line. Association for Computational Linguistics.

Tomás Mikolov, Ilya Sutskever, Kai Chen, Gregory S.
Corrado, and Jeffrey Dean. 2013. Distributed repre-
sentations of words and phrases and their composi-
tionality. In Advances in Neural Information Process-
ing Systems 26: 27th Annual Conference on Neural
Information Processing Systems 2013. Proceedings
of a meeting held December 5-8, 2013, Lake Tahoe,
Nevada, United States, pages 3111–3119.

Ramesh Nallapati, Bowen Zhou, Cicero dos Santos,
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statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
5

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
4

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
Not applicable. Left blank.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
Not applicable. Left blank.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
Not applicable. Left blank.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
Not applicable. Left blank.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
Not applicable. Left blank.

3849


