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Abstract

Temporal knowledge graph completion that predicts missing links for incomplete temporal knowledge graphs (TKG) is gaining increasing attention. Most existing works have achieved good results by incorporating time information into static knowledge graph embedding methods. However, they ignore the contextual nature of the TKG structure, i.e., query-specific subgraph contains both structural and temporal neighboring facts. This paper presents the SToKE, a novel method that employs the pre-trained language model (PLM) to learn joint Structural and Temporal Contextualized Knowledge Embeddings. Specifically, we first construct an event evolution tree (EET) for each query to enable PLMs to handle the TKG, which can be seen as a structured event sequence recording query-relevant structural and temporal contexts. We then propose a novel temporal embedding and structural matrix to learn the time information and structural dependencies of facts in EET. Finally, we formulate TKG completion as a mask prediction problem by masking the missing entity of the query to fine-tune pre-trained language models. Experimental results on three widely used datasets show the superiority of our model.

1 Introduction

Knowledge graphs have facilitated many real-world applications, including question answering, dialogue systems and speech recognition (Ji et al., 2022). The rapidly growing facts on the knowledge graph often show dynamic relations or interactions of entities along the timeline, which creates the need for introducing the concept of temporal knowledge graph (TKG). Such TKGs often suffer from incompleteness due to their own dynamic features. Therefore, the temporal knowledge graph completion (TKGC) task that predicts missing links across these TKGs is gaining increasing attention from researchers (Boschee et al., 2015).

Recent works on the TKGC task have primarily focused on static knowledge graph embedding (KGE) methods. They extend KGE models by encoding time information into conventional score functions in different ways (Jiang et al., 2016; García-Durán et al., 2018; Xu et al., 2020b; Lacroix et al., 2020; Messner et al., 2022), called temporal knowledge graph embedding (TKGE). Although TKGE methods outperform static KGE on this task, they mostly fail to consider the rich contextual information related to the query in the TKG structure.

As a subgraph of TKG shown in Figure 1(a), when facing the query (China, Sign formal agreements, ?, 2014-12-30), its relevant contexts include both concurrent facts within the same timestamp (solid red) and temporal adjacency facts at different timestamps (dashed blue). The structural contexts (China, Intend to cooperate, Japan, 2014-12-30) and (China, Engage in diplomatic cooperation, Iran, 2014-12-30) suggests that China may sign formal agreements with either Japan or Iran. Moreover, the temporal contexts illustrate that China has been expressing intent to cooperate with Japan for some time, making Japan a more reasonable
answer to the query. Hence, learning knowledge embeddings that could effectively capture query-relevant structural and temporal contextual information facilitates the inference of missing facts. However, existing methods either only encode temporal adjacent facts residing in the query’s local neighborhood (Jung et al., 2021), or only focus on concurrent events within the same timestamp and integrate entity representations of different timestamps with additional recurrence or attention mechanisms (Wu et al., 2020; Zhang et al., 2021). They fail to encode two query-relevant contexts simultaneously only using graph neural network variants, which requires us to solve the above problem by introducing a new architecture. Recent advances in pre-trained language models (PLMs) are able to learn word representations and graph representations through distinct structured contexts (Devlin et al., 2019; Zhang et al., 2020a). Intuitively, PLMs can capture contextual meanings of entity and relation representations along joint structural and temporal dimensions.

Inspired by this, we propose the SToKE, a novel BERT-based model to learn knowledge embeddings with joint structural and temporal contexts. Another challenging problem is to draw connections of query-specific substructure to natural language sentences. To handle this issue, we construct an event evolution tree (EET) for each individual query as shown in Figure 1(b). The EET represents the temporal evolution in the order from "Root" to "Crown", where each layer corresponds to different timestamps. Facts occurring at the same timestamp constitute the "Branches" of this layer, and query’s subject entity China acts as a "Trunk" connecting different structural and temporal adjacent facts. EET is essentially a structured event sequence that helps PLMs better understand contextual information in the query-specific subgraph. Besides, we add a novel temporal embedding in the initial embeddings to ensure the sequential order of facts appearing in the EET. Considering the knowledge noise problem caused by introducing query-relevant contexts with different dimensions, we present a structural matrix to restrict the structure dependencies between facts. Overall, this paper makes the following contributions:

1) We propose SToKE, a novel model for the TKGC task that learns knowledge embeddings in terms of joint structural and temporal contexts via the pre-trained language model.

2) To enable BERT-like PLMs to handle the query-specific subgraph, we propose an event evolution tree that transforms structural and temporal contexts into a structured event sequence. The temporal order and structural dependencies of facts in the EET are limited by adopting the temporal embedding and structural matrix.

3) We formulate the TKGC task as a mask prediction task by masking the missing entity of the query to fine-tune pre-trained BERT models.

4) Our SToKE outperforms the state-of-the-art methods over three widely used datasets, which demonstrates our model’s superiority.

2 Related Work

2.1 Knowledge Graph Embedding

KGE aims to map the entities and relations into continuous vector space and score the plausibility of a triple, which can be roughly divided into distance-based models, semantic matching models and neural network models. Distance-based models measure the plausibility of a triple as the distance between the relation-translated subject and object entity embeddings, such as TransE (Bordes et al., 2013) and its various extensions (Wang et al., 2014; Lin et al., 2015). Especially, RotatE (Sun et al., 2019) treats each relation as a rotation from the subject to the object. Semantic matching models measure the plausibility of a fact by mining the underlying semantics between entity and relation embeddings, e.g., DisMult (Yang et al., 2015), ComplEx (Trouillon et al., 2016) and SimplE (Kazemi and Poole, 2018). They employ a bilinear score function that represents relations as linear transformations acting on entity embeddings. Besides, some models incorporate neural networks to encode the semantics of knowledge graphs. ConvE (Dettmers et al., 2018) and ConvKB (Nguyen et al., 2018) apply convolutional layers to model interactions between entities in the scoring function. Several methods (Schlichtkrull et al., 2018; Nathani et al., 2019; Zhang et al., 2020b) adopt variants of graph neural network to contextualize entity embedding with the corresponding neighborhood structure. However, above methods are not applicable to TKGs due to their ignorance of time information.

2.2 Temporal Knowledge Graph Completion

Recently, some attempts have extended the static KG embedding methods by incorporating time
information to improve the performance. Some TKGE models are extended from distance-based models (Jiang et al., 2016; Dasgupta et al., 2018; Xu et al., 2020a,b; Chen et al., 2022; Messner et al., 2022). They encode time information into a translation-based score function in different ways. ChronoR (Sadeghian et al., 2021) builds on RotatE, representing time-relation pairs with rotation and scaling in the embedding space. Some models are temporal extensions of semantic matching methods. TA-DistMult (García-Durán et al., 2018) adopts recurrent neural networks (Cho et al., 2014) to learn time-aware representations of relations. DE-SimplE (Goel et al., 2020) utilizes diachronic entity embeddings to represent entities at different time steps. Furthermore, TNTComplEx (Lacroix et al., 2020), TeLM (Xu et al., 2021) and Time-LowFER (Dikeoulias et al., 2022) perform a tensor decomposition involving the timestamp embedding with distinct embedding representations and product operators. While successfully extending to TKGs, these models ignore the rich contextual information in the graph structure.

Another line of models focuses on the TKG structure information of the TKG subgraph. 3 Notations and Task Definition

A temporal knowledge graph (TKG) \( \mathcal{G} \) can be viewed as a multi-relational, directed graph with timestamped edges between nodes (entities). Each event (fact) in the \( \mathcal{G} = \{G_0, G_1, \ldots, G_T\} \) can be represented as a quadruple \((s, r, o, t)\) or \((s_t, r_t, o_t)\), corresponding to subject entity \( s \in \mathcal{E} \), relation type \( r \in \mathcal{R} \), object entity \( o \in \mathcal{E} \) and timestamp \( t \in \mathcal{T} \), where \( \mathcal{E}, \mathcal{R} \) and \( \mathcal{T} \) represent the sets of entities, relationships and timestamps, respectively. The purpose of the temporal knowledge graph completion task is to infer the missing object entity \( o \) given the query \((s, r, ?, t)\), or missing subject entity \( s \) of the query \((?, r, o, t)\), \( t \in \{0, \ldots, T\} \).

4 Method

As shown in Figure 2, our model consists of two stages. The first step is to construct an event evolution tree (EET) for each query. EET can be viewed
as a structured event sequence incorporating structural and temporal contextual information related to the predicted fact. Second, we present our SToKE model, which learns joint structural and temporal contextualized knowledge representations based on the constructed EET.

4.1 Event Evolution Tree Construction

The event evolution tree is used to transform structural and temporal contexts related to the query into a structured knowledge sequence. Specifically, for the query \((s, r, ?, t)\), we construct an EET \(C = \{c_{t-m}, \ldots, c_{t-1}, c_t, c_{t+1}, \ldots, c_{t+m}\}\), where \(c_t = \{(r_{11}, o_{11}), \ldots, (r_{1m}, o_{1m})\}\) denotes the fact set at timestamp \(t\) that the subject entity \(s\) participates in. We constrain the time interval between the timestamp of the query and each fact to be no more than \(m\). Note that in the TKGC setting, we assume there is missing data at some time point \(t\) but the other snapshot information is available during training (Wu et al., 2020). Hence, we integrate more temporal information from both past and future timestamps. Each fact set \(c_i\) contains at most \(n\) facts occurring at timestamp \(i\) which are composed of the subject entity \(s\) of the query, the 1-hop neighbor entity \(o_i\), and the relation \(r_i\) linking two entities. Each fact can be viewed as a "Branch" of the \(i\)th layer, and subject entities \(s\) of distinct layers constitute the "Trunk". We design two strategies to select \(n\) facts in each set \(c_i\):

1) Active Facts First(AFF) (Wu et al., 2020): Prefer facts that appear more often in time window \(m\) among neighbor facts;

2) Repetitive Facts First(RFF) (Zhu et al., 2021): Prefer facts that have the same relation as query among neighbor facts, and the AFF strategy is followed if the number of facts does not reach \(n\).

As shown in Figure 2(a), the EET is constructed from the query-specific subgraph in Figure 1(a) \((n=1, m=2)\). The query’s subject entity China is shared by each event in this EET structure, connecting distinct events in both structural and temporal dimensions. Section 4.2.2 shows the reason for China’s ability to bridge different dimensional facts from a fine-grained perspective. Similarly, for the query \((?, r, o, t)\), the fact set \(c_i\) is defined by \(\{o\{(r_{i1}, s_{11}), \ldots, (r_{iM}, s_{1M})\}\}\), where \(r\) denotes the inverse relation of \(r\).

4.2 The Proposed SToKE Model

As shown in Figure 2, the overall framework of SToKE has three main components. The first part is an embedding layer to learn initial knowledge representations with three distinct embeddings. The second part is a mask transformer encoder to model the interactions among facts in different dimensional contexts and learn contextualized knowledge representations. The third part is a prediction layer to infer the missing entity based on the hidden representation of the [MASK] token.

4.2.1 Learning Initial Knowledge Embeddings

The critical challenge is how to preserve the temporal information of the EET in the knowledge representations. We add a novel temporal embedding to focus on the relative position and absolute displacement of facts in the temporal dimension.

Token Embedding Similar to BERT, we use two special tokens, i.e., [CLS] and [SEP], as the beginning and end of the text, respectively. We employ the [MASK] token to mask the missing entity of the given query and align the different lengths of text with [PAD] token. As shown in Figure 2(a), we treat each fact component in the EET as individual tokens and unroll the tree structure in absolute position order to obtain a new input text, \(S = \{e_0, e_1, \ldots, e_{t-1}\}\), where \(e\) represents entity, relation or special tokens, and \(t\) is the max sequence length. However, some tokens consisting of multiple words, such as Intend_to_cooperate, will lose original semantics as part of the event while being tokenized with the BERT vocabulary. Hence, we create two new lookup tables for entities and relations, denoted by \(T_{ent}\) and \(T_{rel}\). We add four special tokens and consider the inverse relation of \(r\) for query \((?, r, o, t)\), so the entity lookup table \(T_{ent} \in \mathbb{R}^{(|E|+4) \times d}\), and the relation lookup table \(T_{rel} \in \mathbb{R}^{2|R| \times d}\), where \(d\) is the hidden size, \(|E|\) and \(|R|\) are the total number of elements in the entity set and relation set, respectively.

Temporal Embedding To exploit the order information of tokens in the sequence, BERT adds an absolute position embedding. However, only considering the absolute position index will disrupt the temporal order of the facts occurring in the EET. Taking the input text in Figure 2(b) as an example, although Intend_to_cooperate and Japan are inserted after Sign_formal_agreements and [MASK], (China, Intend_to_cooperate, Japan) and (China, Sign_formal_agreements, [MASK]) are both events occurring at the same time and should have consistent temporal location information. To solve above issue, we present a temporal position embedding...
to replace the origin absolute position embedding of BERT. Specifically, `Intend_to_cooperate` and `Japan` have the same temporal position indexes 5 and 6 as `Sign_formal_agreements` and `MASK`, rather than absolute position indexes 7 and 8. From the view of temporal order, the above two events are equivalent to occurring at the same timestamp.

However, the temporal position embedding considers the relative temporal position of tokens in the text, ignoring the absolute temporal gap between timestamps of the query and each event. Concretely, we add a temporal displacement embedding as follows:

\[
E_j = W_{\Delta t}(e_j + \tau_{\Delta t_j}),
\]

where \(\Delta t_j = t_j - t_{query}\), \(e_j \in \mathbb{R}^d\) is the temporal position embedding, and \(j\) is the temporal position index. We learn the discrete embedding of temporal displacement \(\tau_{\Delta t_j} \in \mathbb{R}^d\), and consider the sign of the displacement by applying different weights \(W_{\Delta t} \in \mathbb{R}^{d \times d}\). Then, we follow the segment embeddings of BERT, and treat each input text as one sentence with the same segment tag. At last, we sum the above three embeddings to get the final embeddings \(X \in \mathbb{R}^{l \times d}\), and feed it to the mask transformer encoder.

### 4.2.2 Contextualized Knowledge Embeddings

In order to learn contextualized embeddings of the missing entity, we propose the mask transformer encoder, which differs from the BERT block by introducing the structural matrix \(M\) to restrict the self-attention area. Specifically, the matrix \(M\) controls the dependencies among structural and temporal contextual facts, making our model feasible and efficient. As shown in the left part of Figure 2(c), the row and column of the matrix are absolute position indexes, where blue dots mean visible and white dots mean invisible. Specifically, three tokens `China`, `Intend_to_cooperate` and `Japan` interact with each other because they are components of the same fact. Therefore the points in the matrix where their corresponding indexes (1, 2 and 3) cross are blue. In contrast, `Japan` should not be affected by `Express_accord` since they are the object and relation of two facts, respectively. The points where their corresponding indexes (3 and 10) intersect are white. Hence, the structural matrix \(M \in \mathbb{R}^{l \times l}\) is defined as shown below:

\[
M[a, b] = \begin{cases} 
0, & \text{if } e_a \ominus e_b \\
-\infty, & \text{others}
\end{cases},
\]
here, $e_a \ominus e_b$ indicates that $e_a$ and $e_b$ are in the same "Branch" or "Trunk" mentioned in Section 4.1, which means $e_a$ and $e_b$ are visible to each other, $a$ and $b$ are the absolute position indexes. In particular, the [CLS] and [SEP] tokens are also treated as a part of "Trunk".

Moreover, the mask transformer encoder is stacked by $L$ mask self-attention layers, which maps the input embeddings $X$ to contextual representations $H^{(L)}$, where $X, H^{(L)} \in \mathbb{R}^{l \times d}$. At each layer, we also use three independent linear transformation matrices, $W_q^i, W_k^i, W_v^i \in \mathbb{R}^{d \times d'}$, to transform the input embeddings $X$ into queries, keys, and values of the $i$-th scaled dot-product attention head, where $d' = \frac{d}{K}$, and $i = 1, 2, \ldots, K$. The specific function is shown below:

$$H^i = f \left( \frac{(XW_q^i)(XW_k^i)^T}{\sqrt{d'}} \right) + M(XW_v^i), \quad (3)$$

where $H^i \in \mathbb{R}^{l \times d'}$ is the output representation of corresponding attention head, $f$ is the softmax function, and we cascade them to get the output $H \in \mathbb{R}^{l \times d}$. When $M[a, b] = -\infty$, the softmax function makes the attention weight to zero, preventing token $e_a$ from computing the attention score of token $e_b$.

As the example illustrated in Figure 2(c), $h^{(j+1)}_{\text{[MASK]}}$ is affected by $h^{(j+1)}_{\text{Japan}}$, and obtain the information of $h^{(j)}_{\text{Japan}}$ indirectly through $h^{(j+1)}_{\text{China}}$. Meanwhile, $h^{(j+1)}_{\text{Botswana}}$ can pass information to $h^{(j+1)}_{\text{[MASK]}}$ through $h^{(j)}_{\text{China}}$, and $h^{(j+1)}_{\text{Japan}}$. Similarly, $\text{Intend\_to\_cooperate}$ and $\text{Express\_accord}$ tokens also have an effect on $\text{[MASK]}$. Thus, the $\text{[MASK]}$ token incorporates the information of structural neighboring fact ($\text{China, Intend\_to\_cooperate, Japan}$) and temporal adjacency fact ($\text{China, Express\_accord, Botswana}$). The $\text{China}$ token acts as a "bridge" between facts of different dimensions.

### 4.2.3 Predicting the Missing Entity

As described in Section 4.1, we create two training instances for each fact, one by replacing the missing object entity of query $(s, r, ?, t)$ with a special token $\text{[MASK]}$, and the other by replacing the subject entity of query $(?, r, o, t)$ with the $\text{[MASK]}$ token. Then we treat the TKGC task as a mask prediction problem, and input the final contextual embedding $h^{(L)}_{\text{[MASK]}}$ into the multi-layer perceptron (MLP) decoder to predict the occurrence probabilites of all entities:

$$p(e) = \text{Softmax}(h^{(L)}_{\text{[MASK]}}, w_1+b_1)w_2+b_2, \quad (4)$$

where $w_1 \in \mathbb{R}^{d \times d'}$, $b_1 \in \mathbb{R}^d$ are the parameters of the first linear layer, and $w_2 \in \mathbb{R}^{d' \times (|E| + 4)}$, $b_2 \in \mathbb{R}^{(|E| + 4)}$ are the parameters of second.

### 4.3 Training Objective

We regard the mask prediction problem as a multi-class classification task and use the cross-entropy function to calculate the loss during the training process:

$$L = - \sum_{(s, r, o, t) \in G} \log p(o_t) + \log p(s_t), \quad (5)$$

$(s, r, o, t) \in G$ represents the known facts in the training set, $p(\ast)$ represents the probability scores of corresponding entities obtained from Eq.(4).

### 5 Experiments

#### 5.1 Dataset and Metrics

We evaluate our model on three typical datasets commonly used in previous studies, namely ICEWS14, ICEWS05-15 (García-Durán et al., 2018) and GDELT (Trivedi et al., 2017). Dataset statistics are described in Table 1. For ICEWS (Boschee et al., 2015), a well-established event-based datasets, we use two subsets corresponding to facts from 2014/1/1 to 2014/12/31 and facts from 2005/1/1 to 2015/12/31, i.e., ICEWS14 and ICEWS05-15. For GDELT (Leetaru and Schrodt, 2013), we use the subset provided by Trivedi et al. (2017) corresponding to facts from 2015/4/1 to 2016/3/31. Finally, we split all datasets into train, validation and test set with the same partitioning by Goel et al. (2020). And we report the link prediction performance on two evaluation metrics under the time-wise filtered setting (Goel et al., 2020): MRR and Hits@k $(1, 3, 10)$. More details about metrics and implementation are summarized in Appendix A and B, respectively.

| Datasets   | $|E|$ | $|R|$ | $N_{train}$ | $N_{valid}$ | $N_{test}$ | $|T|$ |
|------------|------|------|-------------|-------------|------------|------|
| ICEWS14    | 7,128| 230  | 72,826      | 8,941       | 8,963      | 365  |
| ICEWS05-15 | 10,488| 251  | 368,962     | 46,275      | 46,092     | 4,017|
| GDELT      | 500  | 20   | 2,735,685   | 341,961     | 341,961    | 366  |

Table 1: Dataset Statistics of three datasets. ($N_{train}$, $N_{valid}$ and $N_{test}$ are the number of facts in training, validation and test sets.)

---

For the training objective, we use the cross-entropy function and the softmax function to calculate the loss during the training process. The specific function is shown below:

$$L = - \sum_{(s, r, o, t) \in G} \log p(o_t) + \log p(s_t), \quad (5)$$

$(s, r, o, t) \in G$ represents the known facts in the training set, $p(\ast)$ represents the probability scores of corresponding entities obtained from Eq.(4).

---

For the training objective, we use the cross-entropy function and the softmax function to calculate the loss during the training process. The specific function is shown below:

$$L = - \sum_{(s, r, o, t) \in G} \log p(o_t) + \log p(s_t), \quad (5)$$

$(s, r, o, t) \in G$ represents the known facts in the training set, $p(\ast)$ represents the probability scores of corresponding entities obtained from Eq.(4).
### 5.2 Baselines

We compare our model with representative static KG embeddings: TransE (Bordes et al., 2013), DisMult (Yang et al., 2015), SimpE (Kazemi and Poole, 2018) and ComplEx (Trouillon et al., 2016), existing advanced TKGE approaches, including distance-based extensions: TTransE (Jiang et al., 2016), TeRo (Xu et al., 2020b), ChronoR (Sadeghian et al., 2021), RotateQVS (Chen et al., 2022) and BoxTE (Messner et al., 2022), extensions of semantic matching methods: TA-DisMult (Garcia-Durán et al., 2018), DE-SimpE (Goel et al., 2020), TNTComplEx (Lacroix et al., 2020), TeLM (Xu et al., 2021) and Time-LowFER (Dikeoulias et al., 2022), and GNN-based methods: TeMP (Wu et al., 2020), T-GAP (Jung et al., 2021) and concurrent work SPA (Wang et al., 2022c).

Among the above baselines, GNN-based methods focus on query-relevant contextual information.

### 5.3 Main Results

Table 2 reports the link prediction results of all methods on three benchmark datasets. We can observe that SToKE consistently outperforms the baselines on all datasets. Especially on the GDELT dataset, our model achieves improvements of 5.4% in MRR and 7.8% in Hits@1 over the best baseline. The possible reason is that the GDELT dataset is substantially denser (the training set contains about 2.7 million facts for 500 entities, 20 relations), and thus involves richer structural and temporal contextual information.

In general, most temporal models perform much better than the static KGE methods since they consider temporal information in distinct ways. Specifically, the temporal extensions of static methods outperform the original counterpart for TKGC task, e.g., TeRo and TransE, DE-SimpE and SimpE, suggesting that it is feasible to incorporate temporal information into the embeddings or scoring functions. Among temporal extensions of semantic matching methods, TeLM achieves the best performance on ICEWS14 and ICEWS05-15 due to its more expressive multi-vector embedding for modeling entities, relations and timestamps of TKGE. For distance-based TKGE approaches, ChronoR and BoxTE outperform other methods because they incorporate temporal information into translation model variants, i.e., rotational or spatio-translational score functions. Overall, both types of TKGE methods achieve good results on this task.

GNN-based methods perform strongly on three datasets, especially achieving the best results other than our model on Hits@3 and Hits@10 metrics, most notably because they additionally consider query-relevant contextual information to infer the missing facts. However, query-relevant facts may introduce knowledge noise effects, causing GNN approaches to be slightly worse than some TKGE models on the Hits@1 metric. There is no doubt that our model achieves better results because we consider both structural and temporal facts on inference. We construct the input text by filtering out some relevant facts through heuristic strategies.
Table 3: A partial input text related to the query (A, Criticize_or_denounce, ?, 2014-1-29), where A, B and C represent South_Korea, North_Korea and Japan, respectively. We only list the attention scores with bolded token as the query value in each layer.

<table>
<thead>
<tr>
<th>Layer</th>
<th>2014-1-27</th>
<th>2014-1-29</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>A Criticize_or_denounce B Engage_in_negotiation</td>
<td>B A Criticize_or_denounce [MASK] Host_a_visit C</td>
</tr>
<tr>
<td>11</td>
<td>A Criticize_or_denounce B Engage_in_negotiation</td>
<td>B A Criticize_or_denounce [MASK] Host_a_visit C</td>
</tr>
<tr>
<td>10</td>
<td>A Criticize_or_denounce B Engage_in_negotiation</td>
<td>B A Criticize_or_denounce [MASK] Host_a_visit C</td>
</tr>
</tbody>
</table>

Table 4: Performance of different variants on ICEWS14.

<table>
<thead>
<tr>
<th>Models</th>
<th>MRR</th>
<th>ICEWS14</th>
<th>Hits@1</th>
<th>Hits@3</th>
<th>Hits@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>SToKE</td>
<td>.659</td>
<td>.574</td>
<td>.693</td>
<td>.803</td>
<td></td>
</tr>
<tr>
<td>- SC</td>
<td>.647</td>
<td>.556</td>
<td>.688</td>
<td>.792</td>
<td></td>
</tr>
<tr>
<td>- TC</td>
<td>.543</td>
<td>.428</td>
<td>.593</td>
<td>.755</td>
<td></td>
</tr>
<tr>
<td>+ AFF</td>
<td>.641</td>
<td>.550</td>
<td>.678</td>
<td>.796</td>
<td></td>
</tr>
<tr>
<td>- TE</td>
<td>.641</td>
<td>.557</td>
<td>.675</td>
<td>.791</td>
<td></td>
</tr>
<tr>
<td>- SM</td>
<td>.634</td>
<td>.547</td>
<td>.669</td>
<td>.778</td>
<td></td>
</tr>
<tr>
<td>+ BERT-large</td>
<td>.662</td>
<td>.576</td>
<td>.700</td>
<td>.809</td>
<td></td>
</tr>
</tbody>
</table>

which reduces the noise effect to some extent and allows our model to achieve the best results on the Hits@1 metric. Meanwhile, heuristic strategies may also ignore some inactive entities as query answers (Wu et al., 2020), which makes our model slightly less effective than TeMP on Hits@10. Furthermore, the performance of our model still shows strong competitiveness compared to the concurrent work. SPA designs specific GNN architectures for different datasets, while we use a unified BERT architecture to explore TKG’s topological and temporal properties simultaneously.

5.4 Ablation Study

As shown in Table 4, we conduct ablation experiments on ICEWS14, and discuss the effects of different variants as follows:

**EET Variants.** The third block shows the results corresponding to the different construction methods of EET in the first step. - SC (Structural Contexts) indicates that we construct the EET only considering temporal adjacency facts associated with the query, ignoring the interactions between facts within the same timestamp, i.e., making the hyperparameter $n$ to 1. Similarly, - TC (Temporal Contexts) means we only incorporate concurrent facts with the query into the EET, making $m$ to 0. The results demonstrate that both structural and temporal contexts in the query-specific subgraph contribute to the prediction, which exactly validates our motivation. +AFF indicates that we replace the RFF strategy with the AFF strategy mentioned in Section 4.1, which implies that the RFF heuristic has the advantage of exploring neighboring entities related to the query.

**Model Variants.** We use an absolute position embedding and a fully connected matrix instead of the temporal embedding (TE) and the structural matrix (SM), and denote them by - TE and - SM, respectively. It can be seen that the performance of two model variants decreases a lot, proving the validity of two model components. Besides, we use a larger pre-trained BERT-large model to replace the original BERT-base. The more parameters fully explore the query-related contexts, resulting in a performance improvement, which indicates that our model can fine-tune other pre-trained BERT models for the link prediction task.

5.5 Case Study

In order to show how SToKE learns contextual information related to the query, we provide an example in Table 3 from the test set of ICEWS14. When facing query (A, Criticize_or_denounce, ?, 2014-1-29), the model tries to find the answer from its relevant contextual facts. Due to the limitations of the structural matrix, the [MASK] token puts more attention on the A token at the 12th layer. Through attention scores at the 11th layer, it can be observed that A does not assign a higher score to C at the same timestamp but focuses on its adjacent timestamped A token. Moreover, the A token at 2014-1-27 aggregates the hidden information of B and passes it to the [MASK] token through the A at 2014-1-29, which illustrates the reason why A as a "Trunk" can "bridge" different contexts mentioned in Section 4.1. We argue that the model assigns
scores in this way because the concurrent fact \((A, \text{Host}_a\_vist, C)\) holds an opposite meaning to the query, while the relation \textit{Engage\_in\_negotiation}\ holds an opposite meaning to the \textit{Criticize\_or\_denounce}. The example also verifies that our model can explore both structural and temporal contexts related to the query.

6 Conclusion

In this paper, we propose a novel model for the temporal knowledge graph completion task named SToKE, which learns contextualized knowledge representations in terms of joint structural and temporal dimensions. Unlike other GNN-based methods, our model uses a unified BERT architecture to simultaneously explore contextual information of the TKG substructure, i.e., query-relevant structural and temporal neighboring facts. To enable BERT to handle the TKG, we construct an event evolution tree (EET) for each individual query, and introduce temporal embedding and structural matrix to ensure the temporal order and structural dependencies among facts in EET. Through masking the missing entity of query to fine-tune the pre-trained BERT, our model outperforms other methods on three widely used datasets.

Limitations

Our model simultaneously encodes structural and temporal contexts of the TKG substructure, and uses heuristic strategies to select a portion of query-relevant facts as input texts for PLMs. We can achieve stunning results with these selected facts. However, this work only considers the query-relevant one-hop neighbor facts to achieve a good performance improvement, but ignores the benefits of multi-hop neighbor facts. We leave it for future work to verify the effectiveness of multi-hop paths.
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A Metrics

We use Mean Reciprocal Rank (MRR) and the proportion of correct quadruples ranked in top 1, 3 and 10 (Hits@1, Hits@3, and Hits@10) to evaluate the model performance. There are two filtered setting, static filtered (Bordes et al., 2013) and time-wise filtered (Goel et al., 2020). The static filtered setting is not suitable for TKGs. For example, given a test query \((s, r, ?, t)\) with the answer \(o\), assume that there are two other quadruples \((s, r, o', t')\) and \((s, r, o'', t)\), where \(t' < t\). The static filtered setting ignores time information and removes both \(o'\) and \(o''\) from the candidates. However, the fact \((s, r, o')\) is temporally valid on \(t'\), instead of timestamp \(t\). In this way, the filtered setting wrongly removes quite a few quadruples and thus leads to higher ranking scores. A more appropriate time-wise filtered setting is only to remove \(o''\) from the candidates. Specifically, for each test quadruple \((s, r, o, t)\), we create two queries: \((s, r, ?, t)\) and \((?, r, o, t)\). For the first query, the model ranks all entities in \(o \cup C\) with their scores from Eq.(4), where \(C = \{o' : o' \in E, (s, r, o', t) \notin G\}\). We follow a similar approach for the second query.

B Detailed Experimental Settings

We choose pre-trained BERT-base model (Devlin et al., 2019) with \(L=12\) layers, \(K=12\) self-attention heads and \(d=768\) hidden dimension of embeddings as the initialization. We select the optimal hyper-parameters by grid searching according to MRR on the validation set, and set the following hyper-parameters in fine-tuning with Adam: batch size: 128, learning rate: 2e-5 and dropout rate: 0.1. We use the RFF strategy to construct the event evolution tree. In EET, the length of time window \(m\) and the number of concurrent facts \(n\) are set to 10 and 2 for ICEWS14, 14 and 2 for ICEWS05-15, 5 and 2 for GDELT dataset. The length of input text \(l\) is set to 107, 147 and 57 for ICEWS and GDELT respectively, where \(l = (m+2+1) \times (n+2+1) + 2\).

Specifically, our SToKE consists of an embedding layer, a mask transformer encoder and a MLP. The parameters of embedding layer consists of token embedding \(|E| + 4, d\), segment embedding \((2, d)\), temporal position and displacement embedding \((1 + |T|, d)\) and three matrices \(W_{\Delta t}, 3d^2\). The mask transformer encoder contains 12 mask self attention layers, where the parameters of each layer consist of three matrices \(W_q, W_k, W_v\), a concatenated linear layer, where the parameter quantity of
<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search Bound</th>
<th>NVIDIA RTX A6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>length of time window m</td>
<td>choice{5, 10, 12, 14}</td>
<td>10(ICEWS14), 14(ICEWS05-15), 5(GDELT)</td>
</tr>
<tr>
<td>number of concurrent facts n</td>
<td>choice{1, 2, 4}</td>
<td>2</td>
</tr>
<tr>
<td>length of input text l</td>
<td>choice{57, 107, 147}</td>
<td>107(ICEWS14), 147(ICEWS05-15), 57(GDELT)</td>
</tr>
<tr>
<td>number of epochs</td>
<td>choice{30, 50}</td>
<td>30 (ICEWS05-15, GDELT), 50 (ICEWS14)</td>
</tr>
<tr>
<td>batch size</td>
<td>choice{32, 64, 128}</td>
<td>128</td>
</tr>
<tr>
<td>learning rate</td>
<td>choice{2e-5, 5e-4}</td>
<td>2e-5</td>
</tr>
<tr>
<td>dropout rate</td>
<td>choice{0.1, 0.2}</td>
<td>0.1</td>
</tr>
<tr>
<td>number of model parameters</td>
<td>–</td>
<td>98.6M(ICEWS14), 106.6M(ICEWS05-15), 88.4M(GDELT)</td>
</tr>
<tr>
<td>gpu hours</td>
<td>–</td>
<td>12h(ICEWS14), 40h(ICEWS05-15), 60h(GDELT)</td>
</tr>
</tbody>
</table>

Table 5: Additional implementation details of SToKE.

Figure 3: Parameter sensitivity on our SToKE.

each part is \(d^2\), and the FFN is \(8d^2\). The number of MLP parameters is \(d^2 + d(|\mathcal{E}| + 4)\). Ignoring Layernorm and Bias parameters, the amount of parameters is \(148d^2 + d(2|\mathcal{E}| + |\mathcal{T}| + t + 10)\). Finally, we implement our model in PyTorch with NVIDIA RTX A6000. As shown in Table 5, we report the hyperparameter search bounds and best configurations along with the GPU resource.

C Sensitivity Analysis

We report the performance changes on the ICEWS14 dataset by varying the hyper-parameters, including the length of time window \(m\) and the number of concurrent facts \(n\). Figure 3(a) shows the performance with various time window lengths. It can be observed that our model performs better with the longer time window \(m\) used. However, MRR is relatively stable at around 10, and considering the computation cost, we set \(m\) to 10 on this dataset. As shown in Figure 3(b), the model performance rises and falls as the number of neighboring facts within the same timestamp increases. The probable reason is that too many concurrent facts bring knowledge noise, which affects the model’s judgment of the missing fact.
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