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Abstract

AI-driven chatbots have become an emerg-
ing solution to address psychological distress.
Due to the lack of psychotherapeutic data, re-
searchers use dialogues scraped from online
peer support forums to train them. But since
the responses in such platforms are not given
by professionals, they contain both conform-
ing and non-conforming responses. In this
work, we attempt to recognize these conform-
ing and non-conforming response types present
in online distress-support dialogues using la-
bels adapted from a well-established behavioral
coding scheme named Motivational Interview-
ing Treatment Integrity (MITI) code and show
how some response types could be rephrased
into a more MI adherent form that can, in turn,
enable chatbot responses to be more compliant
with the MI strategy. As a proof of concept, we
build several rephrasers by fine-tuning Blender
and GPT3 to rephrase MI non-adherent Advise
without permission responses into Advise with
permission. We show how this can be achieved
with the construction of pseudo-parallel cor-
pora avoiding costs for human labor. Through
automatic and human evaluation we show that
in the presence of less training data, techniques
such as prompting and data augmentation can
be used to produce substantially good rephras-
ings that reflect the intended style and preserve
the content of the original text.

1 Introduction

Demands of the modern world are increasingly re-
sponsible for causing severe psychological distress
in people. World Health Organization estimates
psychological distress affects 29% of people in
their lifetime (Steel et al., 2014). The shortage
of mental health workers and the stigma associ-
ated with mental health further demotivates people
from actively seeking help. With the expansion
of the internet, many people are seen resorting to
peer support platforms such as Reddit and Talklife

Figure 1: Example of detecting unfavourable and
favourable response types in distress support dialogues
and boosting the responses by omitting unfavourable
responses or rephrasing them into more favourable ones.

to vent their distress.1 The anonymity associated
with these platforms makes it easier for people
to discuss their concerns without being affected
by the stigma. Distress consolation through AI-
driven chatbots has also become an emerging so-
lution (Fitzpatrick et al., 2017; Inkster et al., 2018;
Mousavi et al., 2021). Due to the lack of availabil-
ity of large-scale psycho-therapeutic conversations,
researchers are using data scraped from online peer
support forums to train such chatbots (Alambo
et al., 2019; Welivita and Pu, 2022). High lev-
els of perceived empathy and information richness
make them good candidates for training (Nambisan,
2011; De Choudhury and De, 2014; Sharma et al.,
2020a,b). But since peers are not professionals, the
responses contained in such forums can sometimes
be unfavourable to address distress (e.g. confronta-
tions, judgments, orders etc.). So, using this data
can have severe risks. One solution for this is iden-
tifying favourable and unfavourable response types

1www.reddit.com; www.talklife.com
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that appear in distress support dialogues and devel-
oping automatic means that can propose omission
or rephrasing of such unfavourable response types.
Figure 1 shows an example.

To analyze the types of responses in distress sup-
port dialogues, we use labels adapted from a well-
established behavioral coding system named Mo-
tivational Interviewing Treatment Integrity (MITI)
code (Moyers et al., 2014). It is used in psychol-
ogy to evaluate how well a mental health provider
responds. Specific response types from the MITI
code have shown to increase the likelihood of pos-
itive health outcomes (Pérez-Rosas et al., 2018;
Gaume et al., 2009). It defines favourable response
types such as Questioning, Reflecting, and Advis-
ing with permission and unfavourable response
types such as Advising without permission, Con-
fronting, and Self-Disclosing (extra-session). In
our previous work, we developed a dataset called
the MI dataset, to have a comparative understand-
ing of the differences between online support pro-
vided by peers and trained counselors. For this,
we hired professional counselors to annotate re-
sponses given by peers and counselors with labels
derived from the MITI code. During analysis, we
observed that peers’ responses tend to be more
supportive, and encouraging than counselors’ (as
observed by the increased percentage of Support
and Affirm labels). But it was also observed that
important therapeutic techniques, such as asking
more open questions than closed ones, reflections,
giving information, advices with permission, and
emphasizing speaker’s autonomy were lacking in
peers’ responses and hence require further boost-
ing. One of the major observations was that among
the advises given by the peers, 92.86% of them be-
longed to the category Advise without permission,
which is MI non-adherent. This percentage was
lower in counselor responses, but still accounted
for 77.22% of the advises given by counselors.

In this work, we aim to detect such Advise with-
out permission responses among distress support di-
alogues and build a rephraser that can rephrase such
responses into Advise with permission, which is
more MI-adherent. First, we detect such responses
through a classifier trained on an augmented ver-
sion of the MI dataset. Next, as we do not have
human written responses rephrasing Advise without
permission responses into Advise with permission,
we use automatic methods such as template-based
replacement and retrieval to construct a pseudo-

parallel training corpus containing pairs of Advise
without permission and Advise with permission sen-
tences. Since rephrasing is a labor-intensive task
compared to labeling and we require professionally
trained counselors to do this in the distress conso-
lation setting, using our already labeled dataset to
construct a pseudo-parallel corpus saved us both
time and cost. We apply the same methods on
the augmented version of the MI dataset to form
a much larger pseudo-parallel training corpus and
use these corpora to fine-tune BlenderBot (Roller
et al., 2021) and GPT3 (Brown et al., 2020). Some
of the models we fine-tune incorporate different
forms of prompting with the aim of obtaining a
better outcome with less training examples. We
evaluate the rephrasers using automatic and hu-
man evaluation. The results mainly show when the
training dataset is small, prompting improves the
performance of the rephrasers across style transfer
and semantic similarity dimensions. They also sug-
gest that when the training dataset is large (in our
case through data augmentation), pseudo-parallel
data generated through simpler methods such as
template replacement produce better results.

Our contributions are four-fold. 1) We de-
velop an MI classifier that can predict 15 differ-
ent favourable and unfavourable response types
derived from the MITI code. 2) We propose a
methodology to rephrase responses detected as Ad-
vise without Permission into more MI-adherent Ad-
vise with Permission. We show how this can be
done in the absence of human written rephrasings
by developing pseudo-parallel corpora using dif-
ferent automatic methods. 3) We evaluate these
rephrasers using automatic and human evaluation
and show how prompting and data augmentation
can improve the performance of the rephrasers
when there is less training data. 4) Finally, we
discuss how this method can be applied to boost
chatbot responses, making them more compliant
with the MI strategy. Our code and the datasets can
be found at https://github.com/anuradha199
2/Boosting-with-MI-Strategy

2 Related Work

Rephrasing responses recognized as Advise with-
out Permission into Advise with Perrmission can
be identified as a sub-task falling under the task
of Text Style Transfer (TST), in which the goal
is to automatically control the style attributes (e.g.
sentiment, politeness, humor, etc.) of text while
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preserving the content (Jin et al., 2022). The field
of TST involves traditional linguistic approaches
as well as deep learning approaches. Traditional
approaches to TST rely on term replacement and
templates (Mairesse and Walker, 2011; Sheikha
and Inkpen, 2011). With the success of deep learn-
ing, various neural methods have been recently pro-
posed for TST. Given datasets in which there are
direct mappings between the text of the source style
and the text of the target style, which are referred to
as parallel corpora, standard sequence-to-sequence
models are often directly applied for TST (Rao and
Tetreault, 2018; Shang et al., 2019; Xu et al., 2019).
But parallel corpora are challenging to find because
the development of such data often requires costly
human labor. Thus, TST on non-parallel corpora
has become an emerging area of research (Li et al.,
2018; Jin et al., 2019; Liu et al., 2022).

Parallel and nonparallel datasets have been pro-
posed for common sub-tasks of TST such as sen-
timent (Shen et al., 2017), topic (Huang et al.,
2020), formality (Rao and Tetreault, 2018), polite-
ness (Madaan et al., 2020), and humor (Gan et al.,
2017) transfer. But to the best of our knowledge,
this is the first attempt at introducing a new sub-
task and releasing an nonparallel corpus for style
transfer between MI non-adherent Advise without
Permission and MI adherent Advise with Permis-
sion responses. This task is more challenging than
the other sub-tasks because it requires the exper-
tise of professional counselors to generate training
data. In this work, we release a nonparallel corpus
that can be utilized for this task, which is anno-
tated by professional counselors. We also show
how automatic methods could be applied to create
pseudo-parallel corpora using this dataset, which
can be used to train neural models for this task.

3 Datasets

For this work, we used dialogues curated from two
online support platforms. The first one is Coun-
selChat (counselchat.com), in which verified coun-
selors respond to distress-related posts. The Coun-
selChat dataset available publicly 2 contains 2,129
post-response pairs spanning 31 distress-related
topics. We also curated dialogues from a carefully
selected set of 8 subreddits: mentalhealthsupport;
offmychest; sad; suicidewatch; anxietyhelp; depres-
sion; depressed; and depression_help, which are
popular among Reddit users to vent their distress.

2https://github.com/nbertagnolli/counsel-chat

This dataset, which we call RED (Reddit Emotional
Distress), contains 1,275,486 dyadic conversations
having on average of 2.66 turns per dialogue.

In our previous work, we recruited professional
counselors to annotate a subset of 1,000 dialogues
each from CounselChat and RED datasets with
labels adapted from the MITI code 2.0 (Moyers
et al., 2003) and 4.2.1 (Moyers et al., 2014). We
call this the MI dataset. We used 15 labels for an-
notation. They are elaborated in the appendices.
Out of them, we are interested in the labels Advise
with Permission and Advise without Permission,
which are respectively considered MI-adherent and
MI non-adherent response types. The MI dataset
contains 16,811 annotated responses, out of which
2.87% (484) and 13.5% (2,285) responses are la-
beled as Advise with Permission and Advise without
Permission, respectively.

To further augment the MI dataset, we used au-
tomatic labeling to expand the 15 labels into un-
labeled dialogue responses from CounselChat and
RED datasets. We used two automatic methods for
this purpose: 1) N-gram-based matching; and 2)
Similarity based retrieval.

N-gram Based Matching: By tokenizing the
responses in the MI dataset and computing the fre-
quencies, we discovered the most frequent N-grams
(four-grams and five-grams) occurring among the
15 labels. Examples of them are shown in the ap-
pendices. Next, we searched for the presence of
these indicative N-grams (first five-gram and then
four-grams) among individual sentences that ap-
pear in dialogue responses of the unlabeled Coun-
selChat and RED datasets. If an indicative N-gram
was found in a sentence, we labeled that sentence
with the label that N-gram is indicative of. The
sentences with overlapping labels were discarded
due to ambiguity. In this way, we were able to
automatically label 1,918 and 340,361 sentences in
CounselChat and RED datasets, respectively.

Similarity Based Retrieval: For each unlabeled
sentence among the responses in CounselChat and
RED datasets, we computed the cosine similarity
with each of the labeled sentences in the MI dataset.
Next, for each unlabeled sentence, we retrieved the
labeled sentences whose cosine similarity is higher
than a certain threshold (the thresholds were differ-
ent for each of the 15 labels, which were selected
after manually inspecting randomly selected pairs
of unlabeled and labeled sentences corresponding
to different labels). Next, we used a majority vot-
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ing scheme to select the label we can associate
the unlabeled sentence with. When we encoun-
tered ties, we computed the average similarities
across the clusters of retrieved sentences with dif-
ferent labels that held a tie and selected the label
based on maximum average similarity. Using this
method, we were able to automatically annotate
2,881 and 1,196,012 sentences in CounselChat and
RED datasets, respectively.

Using the union and the intersection of the la-
bels retrieved from N-gram-based matching and
similarity-based retrieval and combining them with
the gold labels from the MI dataset, we created two
augmented-labeled MI datasets having 1,378,469
and 84,052 labeled sentences, respectively. For
simplicity, we will refer to them as MI Augmented
(Union) and MI Augmented (Intersection) datasets.

4 MI Classifier

We developed a classifier to automatically classify
responses in distress-support dialogues into one of
the 15 labels mentioned above. This is an impor-
tant step that should be followed before rephrasing,
since first it should identify the unfavourable re-
sponses types. For this purpose, we developed
a classifier that consists of a representation net-
work that uses the BERT architecture (Devlin et al.,
2019), an attention layer that aggregates all hid-
den states at each time step, a hidden layer, and a
softmax layer. We used the BERT-base architec-
ture with 12 layers, 768 dimensions, 12 heads, and
110M parameters as the representation network. It
was initialized with weights from RoBERTa (Liu
et al., 2019). We trained three classifiers. The first
one was trained on the smaller human-annotated
MI dataset (MI Gold) taking 80% of the data for
training and leaving 10% each for validation and
testing. The other two were trained on the MI Aug-
mented (Union) and MI Augmented (Intersection)
datasets, leaving out the data used for validation
and testing in the first case. In all cases, the optimal
model was chosen based on average cross entropy
loss calculated between the ground truth and pre-
dicted labels in the human-annotated validation set.

The classifiers trained on MI Gold, MI Aug-
mented (Intersection), and MI Augmented (Union)
datasets reported accuracies of 68.31%, 67.13%,
and 73.44% on the MI Gold test set, respectively.
The reported accuracies on the MI Gold valida-
tion set were 67.08%, 64.07%, and 72.67%, re-
spectively for the three classifiers. Accordingly,

the labels collected through the union of N-gram
matching and cosine similarity-based methods im-
proved the accuracy of the classifier by 8.33% and
7.5%, respectively on the validation and test sets
compared to the accuracies reported when trained
on the gold-labeled MI dataset.

5 MI Rephraser

After identifying the favourable and unfavourable
response types, we can choose to omit the un-
favourable responses or if possible, rephrase them
into a more MI adherent form. A label pair that
this rephrasing strategy can be applied directly are
Advise without Permission and Advise with Per-
mission. Through N-gram analysis, we could dis-
cover some N-gram patterns that are indicative of
the label pair Advise without Permission (e.g. You
should, You need to, You musn’t) and Advise with
Permission (e.g. It maybe helpful to, I wonder if
you can, You may want to consider). These could
be identified as style attributes that vary across the
responses identified as Advise without Permission
and Advise with Permission. Thus, given a response
identified as Advise without Permission, the goal
of the rephraser would be to rephrase the response
to be indicative of Advise with Permission, without
changing the semantic content of the response.

As mentioned in Section 2, this can be identified
as a sub-task under the task of Text Style Transfer
(TST). TST is formally defined as, given a target ut-
terance x′ and the target discourse style attribute a′,
model p(x′|a, x), where x is a given text carrying a
source attribute value a. In our case, x corresponds
to the response identified as Advise without Permis-
sion, a corresponds to Advise without Permission,
and a′ corresponds to Advise with Permission.

5.1 Pseudo-Parallel Corpora

As discussed in Section 2, the most recent methods
for TST involve data-driven deep learning mod-
els. The prerequisite for using such models is that
there exist style-specific corpora for each style of
interest, either parallel or nonparallel. With the
human-annotated MI dataset, we are in possession
of a non-parallel corpus containing 2,285 Advise
without Permission and 484 Advise with Permission
type of responses. With the MI Augmented (Union)
dataset, we have 199,885 Advise without Permis-
sion and 3,541 Advise with Permission type of re-
sponses. Since creating parallel corpora consumes
human labor and cost, using the above data, we de-

5414



cided to create pseudo-parallel corpora that contain
pairs of Advise without Permission and Advise with
Permission responses to train our rephrasers. We
used two automatic methods to create these pseudo-
parallel corpora: 1) Template-based replacement
method; and 2) Retrieval method.

5.1.1 Template-Based Replacement Method
We used frequency-based N-gram analysis accom-
panied by human inspection to determine the lin-
guistic templates that represent Advise with Per-
mission and Advise without Permission responses.
Table 11 shows some templates discovered for Ad-
vise without Permission (on left) and Advise with
Permission (on right). In template-based replace-
ment, if the algorithm detects any linguistic tem-
plate on the left among the responses labeled as
Advise without Permission, it will randomly select
a template from the right to replace it with, giv-
ing a pair of Advise without Permission and Advise
with Permission responses that contain the same
semantic content but differ in style.

Advise without Advise with Permission
Permission

- You can (verb) - It maybe helpful to (verb)
- You could (verb) - You may want to (verb)
- You need to (verb) - I encourage you to (verb)
- You should (verb) - Perhaps you can (verb)
- (Verb) - , if you would like.

Table 1: Examples of templates corresponding to Ad-
vise without Permission and Advise with Permission
responses. The full list is included in the appendices.

We constructed two pseudo-parallel corpora by
applying this method to the MI Gold and MI Aug-
mented (Union) datasets, which contained 2,285
and 199,885 responses labeled as Advise without
Permission, respectively. They respectively gave
us 240 and 38,559 response pairs.

5.1.2 Retrieval Method
Given the non-parallel corpus containing Advise
without Permission and Advise with Permission
responses, we computed the semantic similarity
between the Advise without Permission and Ad-
vise with Permission responses and retrieved the
response pairs whose similarity is above a certain
threshold. We used Sentence-BERT (Reimers and
Gurevych, 2019) to generate embeddings of the
two types of responses and compared them us-
ing cosine similarity. After manually inspecting
a random subset of response pairs over a range

of similarity thresholds, we chose 0.7 as the fi-
nal threshold to determine the semantically similar
response pairs. Similar to template-based replace-
ment, we used this method to construct two pseudo-
parallel corpora by applying the method to the gold-
labeled and augmented-labeled MI datasets and
obtained 104 and 54,956 response pairs, respec-
tively. For simplicity, we will refer to the corpus
constructed using the gold-labeled MI dataset as
pseudo-parallel (PP) corpus and the corpus con-
structed using the augmented-labeled MI dataset
as pseudo-parallel augmented (PPA) corpus. We
used 80% of the data from each of the corpora for
training our rephrasers, and 10% each for valida-
tion and testing. In section 7, we gauge the quality
of the above corpora using human ratings.

5.2 Rephrasing Models

Using the above corpora, we fine-tuned two pre-
trained language generation architectures Blender
(Roller et al., 2021) and GPT-3 (Brown et al., 2020).
Blender is a standard Seq2Seq transformer-based
dialogue model. We used the 90M parameter ver-
sion of Blender. Though it is a dialogue genera-
tion model, we used it mainly because it is pre-
trained on Reddit discussions containing ≈1.5B
comments and is already aware of the language con-
structs used in peer support. GPT-3 is a language
model that utilizes standard transformer network
having 175 billion parameters. We used the small-
est but fastest version of GPT-3, Ada, to build our
rephrasers. The main reason to use GPT-3 is that
it has demonstrated strong few-shot learning capa-
bility on many text-based tasks. Both Blender and
GPT-3 were fine-tuned on template-based, retrieval-
based, and combined PP and PPA corpora.

Prior work has shown large language models
can perform various tasks given a clever prompt
prepended to the input (Brown et al., 2020). So,
we developed two variations of Blender and GPT3
models by appending a generic prompt and an N-
gram-based prompt to the end of the training data.
In generic prompting, we simply appended the la-
bel Advise with permission: to the end of the input
text. In N-gram prompting, we detected if there is
any N-gram that is indicative of Advise with permis-
sion in the output text. If there is, we appended it
to the end of the input text. Table 2 shows training
examples with generic and N-gram-based prompts.

Altogether we developed 10 different rephrasing
models by fine-tuning Blender and GPT-3 on: 1)
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Training example with generic prompting:
Input: try to learn from your mistakes and meet some

new people . Advise with permission:
Output: It may be important to try to learn from your

mistakes and meet some new people.

Training example with N-gram based prompting:
Input: try to learn from your mistakes and meet some

new people . It may be important to:
Output: It may be important to try to learn from your

mistakes and meet some new people.

Table 2: Examples with generic and N-gram prompts.

template-based PP and PPA corpora; 2) retrieval-
based PP and PPA corpora; 3) combined template-
based and retrieval-based PP and PPA corpora; 4)
combined template and retrieval based PP and PPA
corpora appending generic prompts; 5) combined
template and retrieval based PP and PPA corpora
appending N-gram prompts. Some examples of
the rephrased output by these different models are
shown in the appendices.

6 Automatic Evaluation

A successful style-transferred output should be able
to demonstrate the correct target style and at the
same time preserve the semantic content of the
original text (Jin et al., 2022; Fu et al., 2018). We
refer to the first criterion as Style Transfer Strength
and the second as Semantic Similarity. Automatic
metrics used to evaluate text generation methods
such as the BLEU score (Papineni et al., 2002),
ROUGE (Lin and Och, 2004), METEOR (Banerjee
and Lavie, 2005), Word Mover Distance (WMD)
(Kusner et al., 2015), Character N-gram F-score
(chrf) (Popović, 2015), BERTScore (Zhang et al.,
2019) and cosine similarity based on sentence em-
beddings (Reimers and Gurevych, 2019) are used
in the literature to evaluate the semantic similarity
between the original and the rephrased text. The
Part-of-Speech distance (Tian et al., 2018), a metric
specific to TST, is also used to measure semantic
similarity. Mir et al. (2019) suggest deleting all
attribute-related expressions in the text when ap-
plying these metrics to evaluate the output of TST
tasks. Thus, before evaluation, we removed the
style-specific phrases discovered during N-gram
analysis from the input and output text.

To evaluate the style transfer strength, most
works use a style classifier to predict if the out-
put conforms to the target style (Hu et al., 2017; Li
et al., 2018; Prabhumoye et al., 2018). We used the
MI classifier trained on the MI Augmented (Union)
dataset to compute the style transfer strength. It is

calculated as the percentage of samples classified
as Advise with Permission out of all test samples.

Table 3 shows the results of automatic evalu-
ation of the rephrasers on the combined PP test
dataset, which contains data from both template
and retrieval-based PP test sets. Accordingly,
GPT3-based rephrasers show better performance
compared to Blender-based rephrasers in 85% of
the time across the metrics. It could also be ob-
served that data augmentation improves the scores
across most metrics irrespective of the backbone
model used. Combining the pseudo-parallel cor-
pora obtained from template-based and retrieval-
based methods could improve the performance
scores of Blender-based rephrasers across most
automatic metrics. But GPT-3 based rephrasers
trained only on template-based pseudo-parallel data
seem to achieve better scores across almost all
the metrics when compared to those trained on
retrieval-based and combined corpora.

Blender-based rephrasers that incorporated
generic prompting ranked the best across most met-
rics over all the other Blender-based rephrasers.
With the smaller PP training corpus, the GPT-3-
based rephraser that incorporated generic prompt-
ing ranked the best across most metrics. But with
the larger PPA training corpus, the GPT-3 based
rephraser that was trained on simple template-
replaced pseudo-parallel corpora ranked the best
across most automatic metrics.

7 Human Evaluation

Similar to automatic evaluation, we used two hu-
man evaluation criteria to rate the rephrased sen-
tences. The first is how close the rephrased sen-
tence is to Advise with permission (Style trans-
fer strength). The second is to what extent the
rephrased sentence preserves the context/meaning
of the original sentence (Semantic similarity).

We used the UpWork crowdsourcing platform
(www.upwork.com) and recruited four professional
counselors to rate the rephrased sentences. Given
the original Advise without Permission sentence
and a list of rephrased sentences generated by the
10 different rephrasers, we asked two questions
from the counselors: 1) Is the rephrased sentence
indicative of Advise with permission?; and 2) Does
the rephrased sentence preserve the original con-
text? The counselors were asked to answer these
questions by indicating a rating on a Likert scale
ranging from 0 (Not at all) to 4 (Yes it is). Along
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Criteria Template Retrieval Template + Template + Template +
Retrieval Retrieval Retrieval

(with generic (with N-gram
prompting) prompting)

BB GPT3 BB GPT3 BB GPT3 BB GPT3 BB GPT3

Training dataset: PP
BLEU-1 0.1315 0.3464 0.0787 0.1308 0.1429 0.2977 0.1763 0.3821 0.1585 0.2751
BLEU-2 0.0366 0.3225 0.0131 0.0501 0.0496 0.2671 0.0613 0.3556 0.0677 0.2374
BLEU-3 0.0046 0.3120 0.0046 0.0328 0.0000 0.2543 0.0031 0.3465 0.0000 0.2269
BLEU-4 0.0033 0.2994 0.0000 0.0326 0.0000 0.2262 0.0000 0.3301 0.0000 0.2164
ROUGE-L 0.1760 0.5333 0.1176 0.1608 0.1843 0.4495 0.2167 0.5450 0.2135 0.4404
METEOR 0.1568 0.4622 0.0994 0.1323 0.1879 0.4210 0.2084 0.5014 0.2108 0.3726
WMD ↓ 1.0311 0.7068 1.1122 1.0800 1.0345 0.7928 1.0073 0.6746 1.0163 0.8447
Chrf Score 0.2690 0.5008 0.1678 0.2095 0.2690 0.4737 0.3082 0.5341 0.2955 0.4245
BERTScore 0.8656 0.9138 0.8382 0.8658 0.8683 0.9048 0.8821 0.9137 0.8693 0.9003
POS dist. ↓ 5.4771 2.5523 9.8218 7.1482 5.8271 2.7042 4.8378 2.5830 5.8854 3.6298
Cos Similarity 0.6116 0.7524 0.4429 0.4291 0.6129 0.6516 0.6918 0.7403 0.6571 0.6471
Style Strength 29.41 73.53 0.00 47.06 38.24 79.41 94.12 61.76 23.53 58.82
Training dataset: PPA
BLEU-1 0.2039 0.3751 0.2122 0.0987 0.2308 0.3229 0.2588 0.3688 0.2021 0.3349
BLEU-2 0.0913 0.3456 0.1468 0.0263 0.1591 0.2836 0.1849 0.3332 0.1455 0.3034
BLEU-3 0.0031 0.3352 0.1370 0.0172 0.1319 0.2725 0.1536 0.3161 0.1239 0.2922
BLEU-4 0.0000 0.3217 0.1286 0.0069 0.1213 0.2536 0.1437 0.2987 0.1169 0.2798
ROUGE-L 0.2642 0.5363 0.2419 0.1216 0.2718 0.4467 0.3016 0.5278 0.2352 0.5178
METEOR 0.3081 0.4673 0.2436 0.1063 0.2932 0.4261 0.3102 0.4607 0.2557 0.4381
WMD ↓ 0.9716 0.6849 1.0069 1.1584 0.9451 0.9754 0.9095 0.7258 1.0000 0.7927
Chrf Score 0.3758 0.5038 0.3550 0.1782 0.4005 0.4648 0.4048 0.5047 0.3672 0.4897
BERTScore 0.8770 0.9116 0.8748 0.8582 0.8795 0.9021 0.8837 0.9140 0.8700 0.9028
POS dist. ↓ 7.4745 1.9593 8.0439 7.0396 6.9338 2.8695 6.1747 2.6637 10.1620 3.0649
Cos Similarity 0.6428 0.7481 0.5910 0.4605 0.6277 0.6501 0.6303 0.7318 0.5717 0.6807
Style Strength 73.53 76.47 58.82 32.35 70.59 61.76 67.65 55.88 52.94 52.94

Table 3: Automatic evaluation results on PP test set. Under each method (Template, Retrieval etc.), the score of the
rephraser that performs the best is made bold. The best score obtained for each of BB and GPT3-based rephrasers
along each criteria is highlighted in green. Out of them, the best overall score is highlighted with a darker green.

Criteria Template Retrieval Template + Template + Template +
Retrieval Retrieval Retrieval

(with generic (with N-gram
prompting) prompting)

BB GPT3 BB GPT3 BB GPT3 BB GPT3 BB GPT3

Training dataset: PP; Tested on: PP
Semantic Similarity (SS) 1.74 3.35 0.32 1.07 1.62 2.65 2.49 2.72 1.88 2.31
Style Transfer Strength (STS) 2.78 3.88 0.44 2.16 2.72 3.47 3.99 3.21 2.47 3.21
(Average of SS and STS) 2.26 3.62 0.54 1.62 2.17 3.06 3.24 2.97 2.18 2.76
Training dataset: PP; Tested on: PPA
Semantic Similarity (SS) 2.07 0.69 0.79 0.94 2.22 2.60 2.82 2.87 2.10 2.50
Style Transfer Strength (STS) 2.51 3.70 0.65 2.00 2.61 3.17 3.96 3.14 2.26 3.02
(Average of SS and STS) 2.29 2.20 0.72 1.47 2.42 2.89 3.39 3.01 3.23 2.76

Training dataset: PPA; Tested on: PP
Semantic Similarity (SS) 2.63 3.19 1.21 0.81 1.69 2.57 1.74 2.53 1.21 2.32
Style Transfer Strength (STS) 3.94 3.82 2.74 1.44 3.15 3.28 3.00 3.47 2.57 2.99
(Average of SS and STS) 3.29 3.51 1.98 1.13 2.42 2.93 2.37 3.00 1.89 2.66
Training dataset: PPA; Tested on: PPA
Semantic Similarity (SS) 2.78 3.26 1.40 1.00 1.70 2.31 1.71 2.36 1.22 2.31
Style Transfer Strength (STS) 3.92 3.82 2.30 1.92 2.59 2.85 2.60 3.06 2.40 2.98
(Average of SS and STS) 3.35 3.54 1.85 1.46 2.15 2.58 2.16 2.71 1.81 2.65

Table 4: Results of human evaluation. Under each methodology (Template, Retrieval etc.), the score of the rephraser
that performs the best is highlighted in bold. The best score obtained for each of BB and GPT3-based rephrasers
along each criteria is highlighted in green. Out of them, the best overall score is highlighted with a darker green.
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with the rephrased sentences, we also presented
them the corresponding Advise with permission
sentence obtained from the pseudo-parallel corpora
in order to gauge the quality of the corpora used for
training. The sentences to be rated were presented
to them in a random order to reduce bias.

As the combined PP test corpus developed on
the MI Gold dataset is small (only 34 samples), we
used 200 randomly selected samples from the com-
bined PPA test corpus developed on the augmented
MI dataset to be rated by the human workers. This
was to verify the trend of results reported on the PP
test corpus. We bundled 9 randomly selected test
cases in one batch and allocated two workers to rate
each batch. Results were calculated based on the
average rating given by the two workers. Following
Adiwardana et al. (2020) we also calculated the
average of style transfer strength and semantic simi-
larity ratings to obtain a single score. We computed
the inter-rater agreement based on weighted Kappa
that uses Fleiss-Cohen weights (Wan et al., 2015)
and the scores were 0.5870 (moderate agreement)
and 0.6933 (substantial agreement) for style trans-
fer strength and semantic similarity, respectively.

Table 4 shows the results of the human eval-
uation experiment. According to the results,
GPT3-based rephrasers win over Blender-based
rephrasers 70% and 85% of the time along style
transfer and semantic similarity dimensions, respec-
tively. And when it comes to the smaller PP train-
ing corpus, using generic prompting during training
increases the scores across most cases. But when it
comes to the larger PPA corpus, simply training the
rephrasers with template-replaced pseudo-parallel
pairs gives the best results irrespective of the un-
derlying backbone model.

The average ratings obtained for style transfer
strength and semantic similarity for sentence pairs
in the PP test corpus were 3.21 and 3.16, respec-
tively. The sentence pairs in the PPA test corpus
scored 3.12 and 2.69 in the above two dimensions,
respectively. The average ratings being close to 3
with most of them being above 3 suggests that the
training corpora used are of substantial quality.

8 Discussion

In this paper, we presented an example on how
distress-consoling responses could be boosted with
MI strategy. For this, we first developed a classi-
fier that can identify favourable and unfavourable
response types as defined by the MITI code. Then

we narrowed our focus to the MI non-adherent
response type Advise without Permission and de-
veloped several rephrasers that can rephrase Advise
without Permission responses into MI adherent re-
sponse type Advise with Permission. As curating
human written rephrasings was costly, we used
templated-based replacement and retrieval methods
to create pseudo-parallel corpora from gold-labeled
and augmented-labeled MI datasets that contained
responses from Reddit and CounselChat platforms.
We used this data to train several Blender and
GPT3-based rephrasers. We also used generic and
N-gram-based prompts to see if prompting can im-
prove the rephrasers’ performance.

Automatic as well as human evaluation results
suggested fine-tuning on GPT3 gives better results
in rephrasing Advise without permission responses
into Advise with permission. Data augmentation
techniques we used by expanding the MITI la-
bels using N-gram-based matching and similarity-
based retrieval improved the performance of the
MI classifier as well as the Blender and GPT3-
based rephrasers. The results also suggested when
the training datasets are small, the use of generic
prompting can enable the rephrasing models to pro-
duce better results across style transfer and seman-
tic similarity dimensions. But if you are dealing
with large datasets (in our case through data aug-
mentation), pseudo-parallel data generated through
simpler methods such as template-based replace-
ment can enable the models to generate substan-
tially good rephrasings closer to the required style
and semantically similar to the original sentence.

In the future, we hope to develop a chatbot that
can respond to psychological distress using the
RED dataset that contain dialogues curated from
several mental health-related subreddits. Then we
hope to improve the responses generated by this
chatbot by applying MI boosting at two different
levels: one at the data level; and the other at the
model level. At data level boosting, we hope to
apply the MI classifier and automatically label the
responses in the training data itself. By doing so,
we will be able to rephrase the MI non-adherent
responses such as Advise without Permission into
more MI-adherent responses and omit the other
unfavourable responses from the training data. The
MI-boosted training data can then be used to train
the chatbot. At model-level boosting, a similar
methodology can be applied at the level the chatbot
is decoding responses (e.g. beam search). Not
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only generative chatbots but also retrieval-based
chatbots could be benefited from this methodology.

9 Limitations

Certain parts of our proposed methodology, for
example, template-based replacement and n-gram-
based prompting are applicable only when style-
specific linguistic attributes could be identified be-
tween the source and the target text. And due to
the cost of human labor and the lack of publicly
available client-therapist dialogues, the sample size
drawn in the study is small and thus may have an
impact on the conclusions drawn. Our methods
have only been tested for the English language.
But we believe similar methods could be applied to
other languages given they have unparallel corpora
tagged with Advise without Permission and Advise
with Permission labels. The rephrasing methods
described in this paper are tested for short sen-
tences with a maximum sentence length of 98 to-
kens. Thus, the scalability of these methods for
long text still remains to be tested.

When testing the rephrasers, there are some com-
binations that could be tried other than the ones
already tested. For example, more models can
be fine-tuned and tested separately on template-
replaced and retrieval-based PP and PPA corpora
but incorporating generic and N-gram prompting.
In this work, we first combined these two types
of corpora before attempting prompting since we
could observe better performance on Blender when
the corpora were combined.

In order to have more data, we combined the
Advise with Permission and Advise without Permis-
sion responses present in CounselChat and RED
datasets. But studies show that there are differences
in the language used by counselors and peers (Lah-
nala et al., 2021; Mousavi et al., 2021). So, there
can be linguistic differences between the same type
of response in CounselChat and RED datasets. Fu-
ture work should attempt to identify these differ-
ences and ideally rephrase the responses given by
peers to reflect the language of the counselors.

10 Ethics Statement

Data Curation: Only publicly available data in
Reddit and CounselChat websites were used in this
work. Analysis of posts on websites such as Red-
dit is considered "fair play" since individuals are
anonymous and users are aware their responses re-
main archived on the site unless explicitly deleted.

It is also stated in Reddit’s privacy policy that it
allows third parties to access public Reddit content.
3 Also, Reddit’s data is already widely available in
larger dumps such as Pushshift (Baumgartner et al.,
2020). Even though the policies allow it, it should
be thoroughly noted that this data contains sensi-
tive information. Thus, we adhere to the guidelines
suggested by Benton et al. (2017) for working
with social media data in health research, and share
only anonymized and paraphrased excerpts from
the dataset so that it is not possible to recover user-
names through a web search with the verbatim post
text. In addition, references to usernames as well
as URLs are removed from dialogue content for
de-identification.

Human Evaluation: The human raters recruited
from the crowdsourcing platform, UpWork, were
all trained in the practice of counseling. Since the
methods were tested on English-only text, we re-
cruited workers who had professional competency
in the English language. We paid them $10 for eval-
uating each batch of rephrased sentences that re-
quired on average ≈30 minutes to complete. Thus,
the amount paid to the human raters was ≈2.75
times above the US minimum wage of $7.25 per
hour. We also paid an extra $2 as a bonus per each
batch for workers who obtained an above-average
agreement with the other worker who rated the
same batch.

Chatbots for Distress-Consolation: One of the
main applications of the proposed methodology
is boosting chatbot responses for distress consola-
tion with motivational interviewing strategy. Us-
ing chatbots for distress consolation or other men-
tal health interventions has raised ethical concerns
among many (Lanteigne, 2019; Montemayor et al.,
2021; Tatman, 2022). However, chatbots that in-
tervene in mental health-related matters have al-
ready been developed and have been quite pop-
ular for a while. Some examples are SimSensei
(DeVault et al., 2014), Dipsy (Xie, 2017), Woebot
(woebothealth.com), and Wysa (www.wysa.io).
Czerwinski et al. (2021) state, About 1 billion peo-
ple globally are affected by mental disorders; a
scalable solution such as an AI therapist could be
a huge boon. The current technology to develop
such chatbots rely heavily on deep learning and
pre-trained language models. But due to the inher-
ently unpredictable nature of these models, they

3www.redditinc.com/policies/privacy-policy-o
ctober-15-2020
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pose a threat of delivering unfavourable responses
when such chatbots are used for distress conso-
lation. We believe the methodology we suggest
in this work can help them become more reliable
and fail-safe by adhering to the motivational inter-
viewing strategy, a guiding style of communication
heavily practiced in psychotherapy. However, since
the unfavourable response detection and rephrasing
methods still rely on neural network models, the
artifacts produced in this paper should be used for
research purposes only and real-world deployment
of them should be done under human supervision.
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A Datasets

A.1 The RED (Reddit Emotional Distress)
Dataset

The RED dataset is curated from carefully selected
8 mental health-related subreddits in Reddit. Ac-
cording to the latest statistics, 61% of Reddit users
are male. Of the users, 48% are from the United
States. People aged 18-29 make up Reddit’s largest
user base (64%). The second biggest age group is
30-49 (29%). Only 7% of Reddit users are over
50. It should be noted that these demographic bi-
ases can subtly skew our data and models from
representing average human behavior. The data we
curated were English-only and they may perpetuate
an English bias in NLP systems.

A.2 The MI Dataset
Altogether, 15 labels adapted from the MITI code
2.0 (Moyers et al., 2003) and 4.2.1 (Moyers et al.,
2014) were used for annotation. They included
Closed Question, Open Question, Simple Reflec-
tion, Complex Reflection, and Give Information,
which are generally considered favourable. They
also included labels recognized specifically as MI
adherent, which are Advise with Permission, Affirm,
Emphasize Autonomy, and Support. There are an-
other four labels recognized as MI non-adherent,
which are Advise without Permission, Confront, Di-
rect, and Warn. We also included two other labels
Self-Disclose and Other, which are not included
in the MITI code. The label Self-Disclose was
included because, in peer support conversations,
peers are mostly seen to share their lived experi-
ences. Though it is believed that Self-Disclosure
contributes in building rapport between the speaker
and listener, as suggested by R. Schwartz (2021),
this type of disclosure must be used wisely with
caution since it can as well be counterproductive
distorting client’s transference. Thus, it is impor-
tant to be able to recognize this response type.

Table 5 shows the full list of labels we adapted
from the MITI code along with descriptions and
examples. Table 6 shows the statistics of the anno-
tated responses in the MI dataset, corresponding to
each label.

A.3 Data Augmentation: N-gram Based
Matching

We denote examples of the most frequent N-grams
corresponding to each label in Table 7. For sim-
plicity, we list only some of them along with their

corresponding frequencies. For data augmentation,
we used all four-grams and five-grams, which had
a frequency of above 5.

Table 8 shows the statistics of the labels extended
through N-gram based matching in CC and RED
datasets. We also encountered 518 and 53,196
sentences in CounselChat and RED datasets re-
spectively that had overlapping labels, which were
discarded due to ambiguity.

A.4 Data Augmentation: Similarity Based
Retrieval

To derive semantically meaningful sentence embed-
dings that can be compared using cosine-similarity,
we used Sentence-BERT (SBERT) proposed by
Reimers and Gurevych (2019), which uses siamese
and triplet network structures to compute sentence
embeddings. Among several models the authors
have proposed, we used the roberta-base-nli-stsb-
mean-tokens model, fine-tuned on the NLI (Bow-
man et al., 2015) and STS benchmark (STSb) (Cer
et al., 2017) datasets, since it has reported a high
Spearman’s rank correlation of 84.79± 0.38 be-
tween the cosine-similarity of the sentence embed-
dings and the gold labels in the STS benchmark
test set outperforming the existing state-of-the-art.
It is also more efficient to use than roberta-large.

As described in Section 3, we used majority vot-
ing followed by computing the average similarity
of retrieved sentences with the same label (in case
of ties) to choose the final label for an unlabeled
sentence. In Figure 2, we show an example elabo-
rating this procedure.

Table 8 shows the statistics of the labels extended
through similarity-based retrieval in CC and RED
datasets.

A.5 Augmented MI Datasets

Table 9 shows the statistics corresponding to each
label in the MI Augmented (Union) and MI Aug-
mented (Intersection) datasets developed by taking
the union and the intersection of the sentences au-
tomatically annotated by N-gram based matching
and similarity based retrieval methods.

B MI Classifier

We used the same hyper-parameter setting used in
RoBERTa (Liu et al., 2019) when training the MI
classifier. We used the Adam optimizer with β1 of
0.9, β2 of 0.98, an ϵ value of 1× 10−6, and a learn-
ing rate of 2 × 10−5. A dropout of 0.1 was used
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MITI label Description Examples

1. Closed Question Questions that can be answered with an yes/no response
or a very restricted range of answers.

Do you think this is an advantage?
Did you use herion this week?

2. Open Question Questions that allow a wide range of possible answers.
It may seek information or may invite the speaker’s
perspective or may encourage self-exploration.

What do you think are the advantages
of changing this behavior?
What is your take on that?

3. Simple Reflection Simple reflections include repetition, rephrasing, or para-
phrasing of speaker’s previous statement. It conveys
understanding or facilitate speaker-listener exchanges.

It seems that you are not sure what is
going to come out of this talk.
It sounds like you’re feeling worried.

4. Complex Reflection Complex reflections include repeating or rephrasing the
previous statement of the speaker but adding substantial
meaning or emphasis to it. It serves the purpose of
conveying a deeper or more complex picture of what the
speaker has said.

Speaker: Mostly, I would change for
future generations. If we waste every-
thing, then there will be nothing left.
Listener: It sounds like you have a
strong feeling of responsibility.

5. Give Information The listener gives information, educates, provides feed-
back, or gives an opinion without advising.

This assignment on logging your crav-
ings is important because we know that
cravings often lead to relapses.

MI Adherent Behaviour Codes:
6. Advise with Permis-
sion

Advising when the speaker asks directly for the infor-
mation or advice. Indirect forms of permission can also
occur, such as when the listener invites the speaker to
disregard the advice as appropriate.

If you agree with it, we could try to
brainstorm some ideas that might help
you.

7. Affirm Encouraging the speaker by saying something positive
or complimentary.

You should be proud of yourself for
your past’s efforts.

8. Emphasize Auton-
omy

Emphasizing the speaker’s control, freedom of choice,
autonomy, and ability to decide.

Yes, you’re right. No one can force you
to stop drinking.
It is really up to you to decide.

9. Support Supporting the client with statements of compassion or
sympathy.

I’m here to help you with this
I know it’s really hard to stop drinking

MI Non-Adherent Behaviour Codes:
10. Advise without Per-
mission

Making suggestions, offering solutions or possible ac-
tions without first obtaining permission from the speaker.

You should simply scribble a note that
reminds you to turn the computer off
during breaks.

11. Confront Directly and unambiguously disagreeing, arguing, cor-
recting, shaming, blaming, criticizing, labeling, moraliz-
ing, ridiculing, or questioning the speaker’s honesty.

You think that is any way to treat people
you love?
Yes, you are an alcoholic. You might
not think so, but you are.

12. Direct Giving the speaker orders, commands, or imperatives. Don’t do that!
Keep track of your cravings, using this
log, and bring it in next week to review
with me.

13. Warn A statement or event that warns of something or that
serves as a cautionary example.

Be careful, DO NOT stop taking meds
without discussing with your doctor.

Other:
14. Self-Disclose The listener discloses his/her personal information or

experiences.
I used to be similar where I get ob-
sessed about how people look but after
maturing some I got over that.

15. Other All other statements that are not classified under any of
the above codes

Good morning.
Hi there.

Table 5: The set of labels adapted from the MITI code that the MI classifier is able to recognize.

on all layers and attention weights, and a GELU
activation function (Hendrycks and Gimpel, 2016).
We limited the maximum number of input tokens to
100, and used a batch size of 32. All models were
trained for 20 epochs. In all cases, the optimal
epoch was selected based on the average cross en-
tropy loss calculated between the ground-truth and
predicted labels of the human-annotated (MI Gold)

validation set. All the experiments were conducted
on a machine with 2x12cores@2.5GHz, 256 GB
RAM, 2x200 GB SSD, and 4xGPU (NVIDIA Ti-
tan X Pascal). Experiments were also done using
GPT3 as the pre-trained language model, however,
RoBERTa was seen to outperform GPT3 in this
classification task.

Figure 3 shows the architectural diagram of the
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Label # Labels # Labels Total
in CC in RED

Closed Question 500 405 905
Open Question 264 212 476
Simple Reflection 304 252 556
Complex Reflection 732 562 1,294
Give Information 3,643 1213 4,856
MI Adherent Behavior Codes:
Advise w/ Permission 417 67 484
Affirm 428 517 945
Emphasize Autonomy 152 101 253
Support 418 815 1,233
MI Non-Adherent Behavior Codes:
Advise w/o Permission 1,414 871 2,285
Confront 142 176 318
Direct 460 438 898
Warn 67 46 113
Other:
Self-Disclose 174 1216 1,390
Other 513 292 805

Total 9,628 7,183 16,811

Table 6: Statistics of human annotated MITI labels in
CounselChat (CC) and RED datasets.

Figure 2: An example of automatically labeling an unla-
beled sentence by computing the cosine-similarity with
labeled sentences. The label is chosen based on majority
voting. But this example shows a tie. Thus, we compute
the average similarity of the sentence clusters that hold
a tie and select the label of the sentence cluster with the
maximum average similarity.

MI classifier used for annotation. Table 10 shows
the performance scores of the MI classifier when
trained on gold-labeled and augmented MI datasets.

C MI Rephraser

C.1 Construction of pseudo-parallel corpora

Table 11 denotes the full list of templates corre-
sponding to Advise without Permission and Advise

Figure 3: The architecture of the MI classifier.

with Permission responses that were used in the
process of creating pseudo-parallel corpora using
the template-based replacement method.

In Figure 4, we visualize the process of creat-
ing Pseudo-Parallel (PP) and Pseudo-Parallel Aug-
mented (PPA) corpora along with statistics corre-
sponding to each dataset.

C.2 Rephrasing Models

For developing rephrasing models, we used the
90M parameter version of Blender (Roller et al.,
2021). It contains an 8 layer encoder, an 8-layer
decoder with 512-dimensional embeddings, and 16
attention heads. It has a maximum input length of
1024 tokens. All code for fine-tuning is available
in ParlAI (Miller et al., 2017). All the models were
fine-tuned for 200 epochs, with a batch size of 8,
and a learning rate of 1 × 10-6. For other hyper-
parameters, we used the default values defined in
their documentation at https://parl.ai/proj
ects/recipes. Fine-tuning the models was con-
ducted in a machine with 2x12cores@2.5GHz, 256
GB RAM, 2x200 GB SSD, and 4xGPU (NVIDIA
Titan X Pascal).

We also used GPT3 pretrained language model
having 175 billion parameters. The smallest but
fastest version of GPT3, Ada was used in our
experiments. Fine-tuning of GPT3 models were
done through the paid API provided by OpenAI
(www.openai.com) following API guide at https:
//beta.openai.com/docs/guides/fine-tunin
g. We used the default set of hyperparameters for
fine-tuning all GPT3 based models. These hyper-
parameters are tested to work well across a range
of use cases. All the models were fine-tuned for 4
epochs, with a batch size ≈0.2% of the number of
examples in the training set (capped at 256), and a
learning rate of 0.05.

Table 12 shows some examples of rephrased sen-
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Label Examples of most frequent four-grams Examples of most frequent five-grams

Closed Question Do you have any (11), Do you have a (7), Do
you want to (7), Have you talked to (5), Do you
think you (5)

-

Open Question Do you want to (10), you want to be (8), How
do you feel (5), Why do you feel (5), What is the
evidence (5)

Do you want to be (6)

Simple Reflection It sounds like you (16), sounds like you have
(9), sounds like you are (8)

It sounds like you are (7), It sounds like you
have (6)

Complex Reflection It sounds like you (26), My guess is that (5),
The fact that you (5), why you might feel (5)

It sounds like you are (7), It sounds like you
have (6)

Give Information may be able to (11), who you are and (8), For
example , if (8), A lot of people (7), A good
therapist will (6)

who you are and what (6), you are and what
you (6), be able to help you (6), it is important
to (5), a higher level of care (5)

Advise w/ Permission It may be helpful (8), would be a good (7), you
would like to (6), a good idea to (5), I would
encourage you (5)

It may be helpful to (6), I would encourage you
to (5)

Affirm I ’m glad you (19), wish you the best (7), I ’m
glad that (7), I wish you the (6), you ’re doing
better (5)

I ’m glad you ’re (9), I wish you the best (6)

Emphasize Autonomy - -
Support I ’m so sorry (12), sorry to hear about (12), I

hope you find (10), you are not alone (9), m
here for you (8)

I ’m sorry to hear (11), I ’m here for you (8), I
know how you feel (8), if you wan na talk (6), I
hope you can find (5)

Advise w/o Permission Reach out to a (6), I would suggest that (6), I
think you should (5), I urge you to (5), I think
you need (5)

, you may want to (5), I would suggest that you
(5)

Confront - -
Direct - -
Warn - -
Self-Disclose I feel the same (9), I ’ve been in (8), the same

way . (7), do n’t know what (6), I feel like it (5)
I feel the same way (5), I do n’t know what (5)

Other you for your question (12), Hello , and thank
(9), thank you for your (9)

Hello , and thank you (9), you for your question
. (12)

Table 7: Examples of most frequent four-grams and five-grams corresponding to each label. Their frequencies are
denoted within brackets.

Label N-gram based matching Similarity-based retrieval
# Labels # Labels Total # Labels # Labels Total

in CC in RED in CC in RED

Closed Question 75 17,190 17,265 132 71,505 61,637
Open Question 29 12,242 12,271 49 36,107 36,156
Simple Reflection 71 9,674 9,745 43 21,827 21,870
Complex Reflection 110 20,539 20,649 20 17,243 17,263
Give Information 571 71,996 72,567 893 166,586 167,479
Advise w/ Permission 161 5,979 6,140 5 3,728 3,733
Affirm 136 16,407 16,543 187 106,066 106,253
Emphasize Autonomy 0 0 0 3 2,839 2,842
Support 213 94,670 94,883 482 528,469 528,951
Advise w/o Permission 520 58,857 59,377 969 171,502 172,471
Confront 0 0 0 1 2,581 2,582
Direct 0 0 0 16 21,058 21,074
Warn 0 0 0 6 2,342 2,348
Self-Disclose 5 28,309 28,314 8 14,702 14,710
Other 27 4,498 4,525 67 29,457 28,524

Total 1,918 340,361 342,279 2,881 1,196,012 1,198,893

Table 8: Statistics of the labels extended through N- gram-based matching and similarity-based retrieval in CC and
RED datsets.

tences by the different rephraser models we fine- tuned.
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Label MI Augmented (Intersection) MI Augmented (Union)
# Labels # Labels Total Total # Labels # Labels Total Total

in CC in RED + MI Gold in CC in RED + MI Gold

Closed Question 9 5,598 5,607 6,512 135 78,932 79,067 79,972
Open Question 1 2,353 2,354 2,830 60 40,805 40,865 41,341
Simple Reflection 1 185 186 742 41 19,961 20,002 20,558
Complex Reflection 2 201 203 1,497 44 21,247 21,291 22,585
Give Information 77 3,379 3,456 8,312 1083 203,110 204,193 209,049
Advise w/ Per. 0 28 28 512 5 3,052 3,057 3,541
Affirm 48 898 946 1,891 208 106,575 106,783 107,728
Emphasize Autonomy 0 0 0 253 3 2,700 2,703 2,956
Support 76 44,635 44,711 45,944 551 592,220 592,771 594,004
Advise w/o Per. 144 8,872 9,016 11,301 1,029 196,571 197,600 199,885
Confront 0 0 0 318 0 2,468 2,468 2,786
Direct 0 0 0 898 15 20,690 20,705 21,603
Warn 0 0 0 113 6 2,278 2,284 2,397
Self-Disclose 0 729 729 2,119 12 36,522 36,534 37,924
Other 0 5 5 810 67 31,268 31,335 32,140

Total 358 66,883 67,241 84,052 3,259 1,358,399 1,361,658 1,378,469

Table 9: Statistics of the annotated responses in MI Augmented (Intersection) and MI Augmented (Union) datasets.

Dataset Size Optimal Train Valid Test
Epoch Loss Acc. (%) Acc. (%) F1-score

(weighted avg.)

MI Gold
Train: 13,449

7 0.3002 67.08 68.31 68.07Valid (Gold): 1,681
Test (Gold): 1,681

MI Train: 80,690
2 0.2277 64.07 67.13 65.85Augmented Valid (Gold): 1,681

(Intersection) Test (Gold): 1,681

MI Train: 1,375,107
13 0.1324 72.67 73.44 72.92Augmented Valid (Gold): 1,681

(Union) Test (Gold): 1,681

Table 10: The performance scores of the MI classifier when trained on gold-labeled and augmented MI datasets. All
scores are reported on the human-annotated validation and test sets. All scores are reported for a single run.

Advise without Permission Advise with Permission

- You can (verb) - It maybe helpful to (verb)
- You could (verb) - You may want to (verb)
- You need to (verb) - I encourage you to (verb)
- You should (verb) - Perhaps you can (verb)
- (Verb) - , if you would like.
- You can try to (verb) - It would be good idea to (verb)
- I think you should (verb) - It may be important to (verb)
- I suggest that you (verb) - I would encourage you to (verb)
- I suggest you (verb) - I wonder if you can (verb)
- Maybe you can (verb) - Maybe it is important to (verb)
- Maybe you could (verb) - An option would be to (verb)

- You may want to consider (present continuous form of the verb)
- You may consider (present continuous form of the verb)
- I would recommend (present continuous form of the verb)
- I wonder if you can consider (present continuous form the verb)

Table 11: Linguistic templates corresponding to Advise without Permission and Advise with Permission responses.

D Automatic Evaluation

We used the the NLTK package to compute the
BLEU 4, METEOR 5, and chrf 6 scores. The

4https://www.nltk.org/_modules/nltk/translate
/bleu_score.html5427
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Advise without permission: try to learn from your mistakes and meet some new people .
Advise with permission (ground-truth): It may be important to try to learn from your mistakes and meet some new people .
Template-based:
Blender: it would be a good idea to try to learned from your mistakes and meet some new people like me .
GPT3: I encourage you to try to learn from your mistakes and meet some new people .
Retrieval-based:
Blender: In addition to being open to meeting new friends , involve yourself in projects from which you ’ ll feel satisfied by
your own results .
GPT3: I think it would be valuable for you to start mingling with other young people .
Template+Retrieval-based:
Blender: i would encourage you to look up ‘ ‘ toxic relationships ’ ’ and try to make your relationships stronger .
GPT3: I would encourage you to try to learn from your mistakes and meet some new people.
Template+Retrieval-based (with generic prompting):
Blender: in addition to being open to meeting new friends , involve yourself in projects from which you ’ ll feel satisfied by
your own results .
GPT3: I would encourage you to try to learn from your mistakes and meet some new people.
Template+Retrieval-based (with N-gram prompting):
Prompt: it may be important to
Blender: it may be important to try to learn from your mistakes and meet a new person . : ) it may also be important for you
to start engaging in things outside of the home that make you happy .
GPT3: It may be important to try to learn from your mistakes and meet some new people

Advise without permission: find something you enjoy and work towards it .
Advise with permission (ground-truth): It maybe helpful to find something you enjoy and work towards it .
Template-based:
Blender: it would be a good idea to find something yourself and work towards it . . . i wonder if you have heard of this ?
GPT3: It may be important to find something you enjoy and work towards it .
Retrieval-based:
Blender: i think it would be valuable for you to start engaging in things outside of the home that make you happy .
GPT3: Give yourself some credit for being awesome and tell yourself you can build new friendships .
Template+Retrieval-based:
Blender: i think it would be valuable for you to start engaging in things outside of the home that make you happy .
GPT3: It would be a good idea to find something you enjoy and work towards it .
Template+Retrieval-based (with generic prompting):
Blender: i think it would be valuable for you to start engaging in things outside of the home that make you happy .
GPT3: An option would be to find something you enjoy and work towards it .
Template+Retrieval-based (with N-gram prompting):
Prompt: it maybe helpful to
Blender: it’s perhaps helpful to find something yourself and work towards it .
GPT3: It maybe helpful to find something you enjoy and work towards it .

Advise without permission: Talk to a therapist .
Advise with permission (ground-truth): I encourage you to meet with a therapist and ask them how they might be able to
help you .
Template-based:
Blender: it would be a good idea to talk to one of the therapists . i wonder if you can talk to an therapist .
GPT3: I encourage you to talk to a therapist .
Retrieval-based:
Blender: I encourage you to meet with a therapist and ask them how they might be able to help you .
GPT3: I encourage you to meet with a therapist and ask them how they might be able to help you
Template+Retrieval-based:
Blender: i encourage you to meet with a therapist and ask them how they might be able to help you .
GPT3: I encourage you to meet with a therapist and ask them how they might be able to help
Template+Retrieval-based (with generic prompting):
Blender: i encourage you to meet with a therapist and ask them how they might be able to help you .
GPT3: I encourage you to meet with a therapist and ask them how they might be able to help
Template+Retrieval-based (with N-gram prompting):
Prompt: able to help you
Blender: i encourage you to meet with a therapist . they ’ ll help you find some strategies or tools to make it easier .
GPT3: I encourage you to meet with a therapist and ask them how they might be able to help

Table 12: Examples of rephrased sentences by the different rephraser models we developed

5https://www.nltk.org/_modules/nltk/translate
/meteor_score.html

6https://www.nltk.org/_modules/nltk/translate
/chrf_score.html
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(a) Pseudo-Parallel (PP) Corpus

(b) Pseudo-Parallel Augmented (PPA) Corpus

Figure 4: Pseudo-Parallel (PP) and Pseudo-Parallel Aug-
mented (PPA) corpus construction.

ROUGE score and the BERTscore were computed
using the rouge 7 and bert_score 8 python libraries,
respectively. The POS distance was calculated as
mentioned in the work by Tian et al. (2018) fol-
lowing the code released by the authors on github.9

For computing the Word Mover Distance (WMD),
we used Gensim’s implementation of the WMD.
10 We used sentence embeddings generated using
Sentence-BERT (Reimers and Gurevych, 2019) to
compute the cosine similarity between the original
and rephrased text. Among the models the authors
have proposed, we used the roberta-base-nli-stsb-
mean-tokens model, fine-tuned on the NLI (Bow-
man et al., 2015) and STS benchmark (STSb) (Cer
et al., 2017) datasets to generate the embeddings.
All the automatic evaluation scores are reported for
a single run.

E Human Evaluation

Figures 5, 6, and 7 shows the user interfaces devel-
oped for the human evaluation task. The first one
shows the task description, the second one shows
the self-evaluating practice task designed to get the
counselors familiarized with the rating task, and
the last one shows the actual human evaluation task
itself.

F Other Remarks

In human evaluation results, we observed in 97.5%
of the cases, the average scores obtained for style
transfer strength are better than the average scores
obtained for semantic similarity. This observation
is invariant of the type of backbone model used in
training. This implies template-based and retrieval-
based methods used in creating pseudo parallel
data to train the rephrasers make it easier for the
rephrasers to generate rephrased sentences that re-
flect a particular style (in this case, Advise with per-
mission) than preserving the semantic meaning of
the original sentence. This is a matter to be further
investigated. To improve the scores on semantic
similarity, future work can explore ways to take
into account the context that precedes the sentence
to be rephrased. In this way, though the rephrased
version may not reflect exactly what was in the

7https://pypi.org/project/rouge/
8https://pypi.org/project/bert-score/
9https://github.com/YouzhiTian/Structured-Con

tent-Preservation-for-Unsupervised-Text-Style-T
ransfer/blob/master/POS_distance.py

10https://radimrehurek.com/gensim/auto_example
s/tutorials/run_wmd.html
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Figure 5: Human evaluation task description.

original sentence, it might still be able to generate
rephrasings relevant to the preceding context.

It should be noted that the application of this
work is not limited to improving chatbot responses
for distress consolation. This could also be applied
for the development of intelligent writing assis-
tants that can suggest better responses when peers
untrained in the practice of counseling attempt to
respond to distress-related posts on peer support
platforms such as Reddit.

G Distribution and Use of Artifacts

The artifacts produced, including the datasets and
the models, will be released under the CC BY-
NC-SA 3.0 license https://creativecommon

Figure 6: Self-evaluating practice task offered to the
counselors to get familiarized with the rating task.

Figure 7: The human evaluation task interface.

s.org/licenses/by-nc-sa/3.0, providing only
non-commercial access to the users. We use ar-
tifacts such as the CounselChat dataset, and pre-
trained language architectures such as BERT (De-
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