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Abstract

Conditional question answering on long docu-
ments aims to find probable answers and iden-
tify conditions that need to be satisfied to make
the answers correct over long documents. Ex-
isting approaches solve this task by segmenting
long documents into multiple sections, and at-
tending information at global and local tokens
to predict the answers and corresponding con-
ditions. However, the natural structure of the
document and discourse relations between sen-
tences in each document section are ignored,
which are crucial for condition retrieving across
sections, as well as logical interaction over the
question and conditions. To address this issue,
this paper constructs a Structure-Discourse Hi-
erarchical Graph (SDHG) and conducts bottom-
up information propagation. Firstly we build
the sentence-level discourse graphs for each
section and encode the discourse relations by
graph attention. Secondly, we construct a
section-level structure graph based on natural
structures, and conduct interactions over the
question and contexts. Finally different levels
of representations are integrated into jointly an-
swer and condition decoding. The experiments
on the benchmark ConditionalQA shows our
approach gains over the prior state-of-the-art,
by 3.0 EM score and 2.4 F1 score on answer
measuring, as well as 2.2 EM score and 1.9
F1 score on jointly answer and condition mea-
suring. Our code will be provided on https:
//github.com/yanmenxue/ConditionalQA.

1 Introduction

Conditional question answering (QA) aims to an-
swer questions from contexts where conditions are
used to distinguish answers as well as to provide ad-
ditional information to support them (Saeidi et al.,
2018; Gao et al., 2020; Ouyang et al., 2021a; Sun
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Section 1 Overview 
There are 2 different ways to get a gender 
recognition certificate in UK - which one 
you use depends on your situation.
Section 1.1 Standard route
Apply by the standard route if all the 
following are true:
• You have been diagnosed with gender 

dysphoria
• You have lived in your acquired gender 

for at least 2 years
Section 1.2 Oversea route
Apply by the overseas route if your 
acquired gender has been legally 
accepted in an approved country or 
territory. 
You must be 18 or over.

Question: I was born and raised 
in Australia. I have changed my 
gender and got a certificate in 
Australia. I would like to know 
whether I am eligible to apply for 
the certificate in UK ?

Answer: Yes
Condition: You must be 18 or over.

Document

Figure 1: An example from ConditionalQA dataset.

et al., 2022). Recently more interest of the commu-
nity has been put on conditional QA over long doc-
uments like government policies which are close to
reality scenes (Sun et al., 2022). These approaches
based on transformer framework encode each docu-
ment segment respectively, and proceed interaction
between the question as well as different levels of
contexts. The integrated token representations are
used to predict the answer span and corresponding
conditions. However, the natural document struc-
ture, i.e., section levels and discourse relations (Jia
et al., 2018; Shi and Huang, 2019; Yu et al., 2022)
between sentences within the document segment
(section) are ignored, which are crucial for condi-
tions retrieving across sections, as well as logical
interaction over the question and conditions.

We take an example from the ConditionalQA
dataset in Figure 1. The document discusses the
gender recognition certificate in UK and the ques-
tion asks for the eligibility to apply. Section 1.1
and 1.2 are two child sections (subsections) of sec-
tion 1, so they describe two parallel and relevant
aspects about the contents in the parent section.
We name the sections sharing the same parent sec-
tion as sibling sections, like section 1.1 and 1.2.
Section 1.1 and 1.2 elaborate two different routes
to apply, each coupled with a group of conditions
to satisfy. As long as the question satisfies one
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group of conditions, the answer will be “Yes". The
structural relations among section 1, 1.1 and 1.2
enables the model to reason from “2 different ways
to get a gender recognition certificate" to the “stan-
dard route" and “oversea route" in two subsections.
Moreover, the discourse relation condition between
“apply by the standard route if all · · · " and “you
have been diagnosed · · · ", as well as “apply by the
overseas route if · · · " and “you must be 18 or over"
helps the model locate the relevant conditions. The
question applies to the second route, satisfying the
condition “gender has been legally accepted" and
the unsatisfied condition “you must be 18 or over"
needs to be outputted with the answer. It shows nat-
ural document structure and discourse information
enhance the ability to retrieve relevant conditions
across different sections and logically reason for
the answer.

To capture the natural structure among sections
and the discourse relations between sentences, we
propose our structure-discourse hierarchical graph
(SDHG). We design a hierarchical and heteroge-
neous graph, which includes a section-level struc-
ture graph and a set of sentence-level discourse
graphs. In the structure graph, each node denotes a
section in the document, where the parent-child and
sibling relations between sections are used to build
the edges. We utilize GAT (Veličković et al., 2017)
to propagate information on the structure graph
to encode the information that the child sections
elaborate parallel and relevant aspects about the
contents in their parent section. Each section has
its corresponding sentence-level discourse graph,
where each node denotes a sentence in this sec-
tion or a discourse relation between 2 text spans.
Similarly we apply GAT to incorporate the logi-
cal discourse relations among the sentences. We
apply bottom-up encoding process in our hierarchi-
cal framework, where the sentence representations
from pretrained language model (PLM) (Raffel
et al., 2020; Lewis, 2022) pass through respective
sentence-level discourse graph to introduce the dis-
course relations, and the integrated representations
go through the section-level structure graph to en-
hance the document structural information. We
conduct the experiments on the benchmark dataset
ConditionalQA, and significantly outperforms the
existing approaches by 3.0 EM score and 2.4 F1
score for answer evaluation, and 2.2 EM score and
1.9 F1 score for jointly answer-condition evalua-
tion.

Our contributions can be summarized as:

1. We are the first to incorporate natural docu-
ment structure information and discourse relations
between sentences to enhance the answer and con-
dition retrieving across sections, as well as logical
reasoning over the question and conditions for con-
ditional QA on long documents.

2. Our approach outperforms existing methods
on the benchmark dataset of this field, becoming
the new state-of-the-art.

2 Related Work

Conditional QA requires finding the probable an-
swers and identifying their unsatisfied conditions
(Sun et al., 2022). E3 (Zhong and Zettlemoyer,
2019) extracts a set of decision rules from the con-
text and reasons about the entailment. DISCERN
(Gao et al., 2020) splits the document into elemen-
tary discourse units (EDU) (Schauer, 2000) and pre-
dicts whether each EDU is entailed. DGM (Ouyang
et al., 2021b) constructs the explicit and implicit
graphs of EDU to capture the interactions among
contexts and questions with the support of tagged
discourse relationship. However, these models ig-
nore the natural structure of documents, and the
EDU-based discourse graph undermines the infor-
mational continuity of sentences. Moreover, simply
concatenating the question with full context into
a single input and encoding it with a Transformer
model with O(N2) complexity make it not scalable
to longer contexts.

ETC (Ainslie et al., 2020) introduces attention
mechanism between global tokens and regular in-
put tokens to scale input length and encode struc-
tured inputs. DocHopper (Sun et al., 2021) utilizes
the structural information that paragraphs and sen-
tences contain different levels of information, and
perform evidence retrieval at both sentence and
section levels. To efficiently aggregate and com-
bine long documents information, FID (Izacard and
Grave, 2021) concatenates the representations of
different document sections produced by the en-
coder independently and performs fusion in the
decoder only. To enhance interaction between dif-
ferent levels of text segments, CGSN (Nie et al.,
2022) propagates information on the global and
local graph composed of nodes for tokens, sen-
tences as well as document sections. However,
these models ignore the hierarchical structure of
the document and discourse relations between sen-
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tences within each document section, which brings
difficulty to condition locating across sections and
logical reasoning for answers.

HIBRIDS (Cao and Wang, 2022) injects learned
biases in attention weights calculation to incorpo-
rate hierarchical document structure and produces
better summaries for long documents. It shows
the importance of hierarchical document structure
for long document understanding. However, we
highlight the section-level structural relations such
as parent-child and sibling, instead of token-level
path lengths and level differences on the document
structure graph.

3 Preliminary

We study the task of conditional QA over long doc-
uments (LDCQA), where the answers are only ap-
plicable when certain conditions apply. The model
learns to find answers to the question from the long
context and additionally performs logical reasoning
over the conditions to check whether the answers
are eligible. If the answers require additional con-
ditions to be satisfied, the model identifies these un-
satisfied conditions as well. Formally, the input to
the model includes a question q = [q1; q2; · · · ; qm]
coupled with a document d = [d1; d2; · · · ; dn],
where m and n denotes the length of the question
and context. In our LDCQA setting, the length n
can be larger than 10K. The model outputs a list
of answers coupled with corresponding conditions
{(a1, {c(1)1 ; · · · ; c(1)k1

}); · · · ; (ai, {c(i)1 ; · · · ; c(i)ki
});

· · · ; (aL, {c(L)1 ; · · · ; c(L)kL
})}, where L ≥ 0 de-

notes the number of answers and ki ≥ 0 denotes
the number of conditions for i-th answer.

4 Methodology

As shown in Figure 2, our approach includes 4
modules: PLM based contextual encoder, sentence-
level discourse graph encoder, section-level struc-
ture graph encoder, fusion and decoding. First we
encode each document section respectively to ob-
tain contextual representations. Then we proceed
sentence interaction using parsed discourse rela-
tions for each section. Then we conduct informa-
tion propagation on the structure graph. Finally, we
integrate 3 levels of section representations with to-
ken representations to jointly generate the answers
and conditions.

§1

§1.1

§1.2

§2

§2.1

Sentence 1(𝑠1)

Sentence 2(𝑠2)

Sentence 3(𝑠3)

Section 1 
(𝑠𝑒𝑐1)

Section 2 
(𝑠𝑒𝑐2)

T5 encoder

question

[QUE] [CON] [SEP]

𝑎1 𝑎2

[SEP]

𝑠1

𝑠2 𝑠3

elaboration

condition

global

𝑠𝑒𝑐1

𝑠𝑒𝑐2

𝑠𝑒𝑐4

𝑠𝑒𝑐5

𝑠𝑒𝑐3

Discourse 
graph

Structure 
graph

𝑠1

𝑞

Concatenation Decoder
Document

Figure 2: Method Overview. Our approach consists
four main components: contextual encoder, sentence-
level discourse graph encoder, section-level structure
graph encoder, fusion and decoding. The hierarchical
graph does information propagation from bottom to up.
The “elaboration" and “condition" denote two types
of discourse relations defined in (Carlson and Marcu,
2001).

joint

elaboration

condition
𝑠1

𝑠2

𝑠3
𝑠4

global

Context: 𝒔𝟏[Standard route] 𝒔𝟐[Apply by the standard route if 
all the following are true:] 𝒔𝟑[You have been diagnosed with 
gender dysphoria] 𝒔𝟒[You have lived in your acquired gender 
for at least 2 years] 

sentence node

global node

relation node

relation-sentence

global-sentence

Figure 3: Discourse graph of section 1.1 in Figure 1.
There are 3 types of nodes: sentence node, relation node
and question node.

4.1 Pre-processing
Document Segmentation We segment the docu-
ment into different levels of sections by the heading
tags in the document. Each pair of headings such
as “<h1>" and “</h1>", embraces the section title
and is followed by a continuous chunk of contexts
until the next pair of headings. We concatenate the
title and the context chunk as the contents of one
section. The hierarchy of headings is applied to
build the document structure graph. Specifically,
we add edges between parent sections and their
child sections, as well as between sibling sections.

Discourse Parsing Considering the ground-truth
discourse tree is not provided, we utilize a pre-
trained discourse parser (Yu et al., 2022) for each
section to decide the dependencies between sen-
tences and the corresponding relation types. The
parser does discourse parsing based on rhetori-
cal structure theory (RST) (Mann and Thompson,
1988; Taboada and Mann, 2006) and utilizes 18
simplified coarse-grained relations such as elabora-
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tion, circumstance, condition, and etc (Carlson and
Marcu, 2001; Zhang et al., 2021; Yu et al., 2022).
The discourse tree contains 2 types of nodes: rela-
tion nodes and leaf nodes. In our setting, the leaf
node denotes a sentence in the section and the rela-
tion node identifies the relation type between two
continuous text spans. We add a global node con-
nected with every sentence node, so the discourse
tree is converted into a discourse graph for each
document section. The discourse graph of section
1.1 in Figure 1 is shown in Figure 3, which includes
4 relation types: elaboration, condition, joint.

4.2 Contextual Encoder
Our generative model for conditional QA is based
on a sequence-to-sequence pretrained language
model such as T5 or BART. The model takes the
concatenation of question and context as the input
and derives the contextual representations. Specifi-
cally, each document section is concatenated with
the question and processed independently from
other sections by the encoder. We add special to-
kens "[QUE]“ and "[CON]" before the question
and context, as well as "[SEP]" to separate each
sentence in the document section. Because we en-
code one section at a time, our approach is scalable
to long documents with many sections.

4.3 Sentence-level Discourse Graph Encoder
For each document section, we build a discourse
relation graph to incorporate discourse relational
information between sentences within the section.
We utilize RST discourse parser to derive the dis-
course graph and add a global node to represent
the full section. We add edges between the global
node and the leaf nodes, i.e., sentence nodes to
increment the information flow among sentences.
For a section composing n sentences, we initial
the representation of global node as the hidden
state h0 corresponding to “[CON]" from contex-
tual encoder, and the representation of t-th sentence
node as the hidden state corresponding to the t-th
“[SEP]" token ht, 1 ≤ t ≤ n. We apply GAT to do
information propagation and derive the discourse
relation enhanced representations:

aij = MLP([hi : hj]) (1)

αij =
exp(LeakyRelu(aij))∑

j′∈N(i) exp(LeakyRelu(aij′))
(2)

ĥi = σ(
∑

j∈N(i)

αijWhi) (3)

where N(i) denotes the neighbour nodes of node
i, 1 ≤ i ≤ n and σ denotes activating function.
We take the final representation of global node as
the section representation that incorporates the dis-
course relational information.

4.4 Section-level Document Graph Encoder

We construct a node for each document section
and add the question node in the structure graph.
Section nodes are connected with their parent
section and child sections. These parent-child
edges encode the information that the child sec-
tion depicts a specific aspect about the parent
section. Section nodes at the same level which
share the same parent section are connected and
these sibling edges incorporate the information
that these sections elaborate parallel and relevant
aspects of the parent. Additionally, we connect
the question node with each section node to en-
hance the information flow between the question
and contexts. We initial the question represen-
tation q as the hidden state corresponding to the
“[QUE]" obtained in the contextual encoder mod-
ule. The initialization of section nodes comes
from the representations of global nodes in corre-
sponding discourse graphs. Similarly, we produce
information transmission on the structure graph
by GAT network and obtain the structure-aware
section representations: [q′;h′

1;h
′
2; · · · ;h′

N] =

GAT([q; ĥ1; ĥ2; · · · ; ĥN]), where N denotes the
number of sections in the document.

4.5 Fusion and Decoding

Considering that {hi, 1 ≤ i ≤ n}, {ĥi, 1 ≤
i ≤ n}, {h′

i, 1 ≤ i ≤ n} respectively con-
tain the contextual information, discourse rela-
tional information and document structure infor-
mation, we concatenate the token representations
of question and contexts, as well as 3 levels of
section representations sequentially as follows:
[tq1; t

q
2; · · · ; tqQ; tc1; t

c
2; · · · ; tcC;h1;h2; · · · ;hN;

ĥ1; ĥ2; · · · ; ĥN;h′
1;h

′
2; · · · ;h′

N], where Q, C,
N denote the number of question tokens, con-
text tokens and document sections. Then we pass
them into PLM decoder to generate the sequence
shaped as “· · · [ANS] ai [CON] c(i)1 · · · [CON]
c
(i)
N(i) · · · " where ai and c

(i)
j denote the i-th answer

and the j-th condition of the i-th answer, “[ANS]"
and “[CON]" are special tokens added into PLM
tokenizer. Our model is optimized by the cross-
entropy loss between the predicted sequence and
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train dev test all
documents 436 59 139 652
questions 2338 285 804 3427
length 2050 2142 2324 2093

Table 1: Statistics about the ConditionalQA dataset.
The row “documents" denotes the number of documents
in different parts of the dataset, and the row “length"
denotes the average document lengths.

Type Number
Answer
type

yes / no 1751
extractive 1527

Condition
type

deterministic 2475
conditional 803

Answer
number

single 2526
multiple 752

not answerable 149

Table 2: Statistics about the question types in Con-
ditionalQA dataset. The row “deterministic" denotes
the number of cases which have no unsatisfied condi-
tions. The row “conditional" denotes the number of
cases which have unsatisfied conditions to identify.

ground truth:

L = −log p(r|q, C) (4)

= −
L∑

i=1

log p(ri|q, C, r<i) (5)

where r = {(ai, ci)}Li=1, ai and ci denote the i-th
answer and condition.

5 Experiments

5.1 Dataset
ConditionalQA dataset is a challenging benchmark
on conditional QA over long documents (Sun et al.,
2022). There are 3427 questions in ConditionalQA
and the average length of documents is larger than
2K by Table 1. Table 2 shows it contains different
types of questions such as yes/no questions, free-
form extractive questions, questions with multiple
answers and not-answerable questions. Many ques-
tions in ConditionalQA are deterministic where the
conditions needed have been satisfied in the ques-
tion. It poses difficulties for the model to locate
the conditions needed to answer the question and
check the satisfaction of these conditions.

5.2 Evaluation Metrics
The predictions are evaluated using two sets of
metrics: EM/F1 and conditional EM/F1. EM/F1

are the traditional metrics that measure the pre-
dicted answer spans. The ConditionalQA dataset
introduced another metric, conditional EM/F1, that
jointly measures the accuracy of the answer span
and the unsatisfied conditions. As defined in the
original paper (Sun et al., 2022), the conditional
EM/F1 is the product of the original answer EM/F1
and the EM/F1 of the predicted unsatisfied condi-
tions. The conditional EM/F1 is 1.0 if and only if
the predicted answer span is correct and all unsatis-
fied conditions are found. If there is no unsatisfied
condition, the model should predict an empty set.

5.3 Baselines

We compare our approach with 3 strong baselines
on LDCQA.

ETC (Ainslie et al., 2020) applies global-local
attention mechanism between global and local to-
kens, and enables the model scale to long inputs.
However, the fully connected topology of token
graphs cannot capture the natural structure of the
document.

DocHopper (Sun et al., 2021) highlights the
structural information that a passage contains con-
secutive and relevant information, and retrieves in-
formation by jointly sentence and passage level.
However, the natural structural information be-
tween passages is ignored,

FID (Izacard and Grave, 2021) independently en-
codes different passages and concatenates the rep-
resentations in the decoder only, which decreases
calculation cost and improves performance for QA
on long documents. However, the natural structure
of documents and discourse information in each
section are neglected.

5.4 Experimental details

Following FID (Izacard and Grave, 2021), we uti-
lize pretrained model T5-base as our backbone.
The information propagation step for discourse
graphs and the document structure graph are set to
2. We optimize all models with Adam optimizer,
where the initial learning rate is set to 1e-4 and the
dropout rate is set to 0.1. The nuclearity of dis-
course relations distinguishes the different logical
roles of two spans (Carlson and Marcu, 2001), so
we add the nuclearity label produced by our dis-
course parser to each relation node in the discourse
graphs. We focus more on formal texts on web-
sites such as news, policies and articles (Huang
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Yes/No Extractive Conditional Overall
EM / F1 w/ conds EM / F1 w/ conds EM / F1 w/ conds EM / F1 w/ conds

majority 62.2 / 62.2 42.8 / 42.8 – / – – / – – / – – / – – / – – / –
ETC 63.1 / 63.1 47.5 / 47.5 8.9 / 17.3 6.9 / 14.6 39.4 / 41.8 2.5 / 3.4 35.6 / 39.8 26.9 / 30.8
DocHopper 64.9 / 64.9 49.1 / 49.1 17.8 / 26.7 15.5 / 23.6 42.0 / 46.4 3.1 / 3.8 40.6 / 45.2 31.9 / 36.0
FID 64.2 / 64.2 48.0 / 48.0 25.2 / 37.8 22.5 / 33.4 45.2 / 49.7 4.7 / 5.8 44.4 / 50.8 35.0 / 40.6
SDHG 67.4 / 67.4 50.2 / 50.2 29.2 / 42.0 25.4 / 37.0 48.3 / 52.3 5.9 / 7.6 47.4 / 53.2 37.2 / 42.5

Table 3: Experimental results on ConditionalQA test set. The “EM/F1” columns report the original EM/F1 metrics
that are only evaluated on the answer span. The “w/ conds” column denotes the conditional EM/F1 metric discussed
in §5.2. The baseline results are obtained from (Sun et al., 2022). The row “majority" denotes always predicting
“yes” without conditions. Our approach significantly outperforms FID, where p-values of EM and F1 are smaller
than 0.001.

et al., 2021), which are abundant in real-world sce-
narios. It also provides a direction for unstruc-
tured texts to first segment into different sections
(Cho et al., 2022) and apply our structure-discourse
aware model.

5.5 Results
The results of different approaches are presented
in Table 3. Our approach outperforms all the ex-
isting methods on ConditionalQA, achieving the
new state-of-the-art. It is efficient to introduce natu-
ral document structure and discourse relations into
conditional QA on long documents. We outperform
the strong baseline FID by 3.0 EM score and 2.4 F1
score in answer measuring, 2.2 EM score and 1.9
F1 score in joint answer-condition measuring. On
different types of questions, such as yes/no ques-
tions and free-form extractive questions, our model
outperforms FID by over 3.2 EM and F1 score in
answer measuring, as well as over 2.2 EM and F1
score in jointly answer and condition measuring. It
demonstrates the robust improvement of our struc-
ture and discourse aware framework in different
types of questions on both answer and condition
measuring.

6 Analysis

In this part, we do 3 ablation studies to evaluate
the efficiency of 3 levels of section representations
in section 4.5. Then we probe our performance on
long and complex documents. Moreover, we ex-
plore the role of accurate document structures and
discourse relations in document sections. Finally,
we take an example from ConditionalQA dataset to
show the efficiency of our structure and discourse
aware hierarchical framework.

6.1 Ablation Study
In our fusion module, we concatenate three lev-
els of section representations: original contextual

Overall
EM / F1 w/ conds

-contextual 48.2 / 55.6 37.9 / 45.3
-discourse 45.0 / 53.7 36.4 / 44.5
-structure 47.8 / 53.6 40.2 / 45.6

SDHG 47.9 / 56.6 38.3 / 46.6

Table 4: Ablation Results on development set of Condi-
tionalQA by overall EM and F1 metrics for answer and
condition prediction.

representations, discourse-aware representations,
and document structure-aware representations with
the token representations. In this part, we con-
duct 3 ablation experiments on the development
set of ConditionalQA to evaluate their respective
efficiency.

Do contextual representations of sections mat-
ter? To evaluate the efficiency of contextual rep-
resentations in SDHG, we remove the list of section
representations {hi, 1 ≤ i ≤ N} from section 4.5.
By Table 4, the performance of this ablation will
gain 0.3 EM score and drop 1.0 F1 score on mea-
suring answers, meanwhile drop 0.4 EM score and
1.3 F1 score on jointly measuring answers and con-
ditions. It shows the original representations of
document sections from PLM contain contextual
section-level information which are important to
our model for conditional QA on long documents.

Do discourse relations between sentences in each
section matter? In this ablation, we remove the
discourse graph for each document section from
our hierarchical framework. Specifically, we take
the original contextual representations of sections
from PLM to initial the normal node in document
structure graph, and concatenate the contextual and
document structural representations to the decoder.
As shown in Table 4, this ablation drops 2.9 EM
score and 2.9 F1 score on answer measuring, as
well as 1.9 EM score and 2.1 F1 score on jointly
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Conditional w/ conds
Group 1 2

Avg. len. 1182 3094
FID 6.1 / 8.4 0.7 / 5.2

SDHG 6.5 / 7.6 5.2 / 7.1

Table 5: Performance on 2 groups of cases in Condition-
alQA development set classified by document length ,
the row “Avg. len." denotes the average length of docu-
ment for different case groups.

Conditional w/ conds
Group 1 2

Avg. # sect. 12 30
FID 6.4 / 8.7 0.7 / 5.0

SDHG 6.7 / 7.8 5.1 / 6.7

Table 6: Performance on 2 groups of cases in Condi-
tionalQA development set classified by section number
, the row “Avg. # sect." denotes the average number of
document sections for different case groups.

answer and condition measuring. It demonstrates
the discourse relations information between sen-
tences enhance the logical interaction between the
question and relevant conditions for our model.

Does document structural information matter?
In this ablation, we remove the document struc-
ture graph from our model to probe the efficiency
of natural structural information. Concretely, we
only concatenate the contextual representations and
discourse-aware representations with token repre-
sentations to the decoder. As shown in Table 4, this
ablation drops 0.1 EM score and 3.0 F1 score on
answer measuring, as well as gains 1.9 EM score
and drops 1.0 F1 score on jointly answer and condi-
tion measuring. The natural structural information
that sibling sections elaborate parallel and relevant
aspects of the parent section helps our model lo-
cate relevant conditions across different document
sections, thus improving the prediction of answers
and unsatisfied conditions.

6.2 Capacity for Long and Complex
Documents

In this part, we classify the cases of Condition-
alQA development set into 2 groups respectively
based on the quantile of 3 metrics: the length of the
document, the number of document sections, the
number of sentences in the document. The larger
number of document sections reflects the larger size
and complexity of document structure graph, while
the larger number of sentences in the document em-

bodies the larger size and complexity of discourse
graphs. We focus on the cases with unsatisfied con-
ditions, so we choose to evaluate by conditional
jointly answer and condition measuring.

As shown in Table 6, our model gains 0.3 EM
score on group 1 cases and gains 4.4 EM score
on group 2 cases compared with baseline FID.
It shows with more document sections, the struc-
ture graph contains more structural information be-
tween document sections, which enhances our ca-
pacity to retrieve the answers and conditions across
sections. As shown in Table 7, our gains 0.3 EM
score on group 1 cases and gains 4.2 EM score on
group 2 cases compared with FID. With larger size
of discourse graph, the more abundant discourse
relations between sentences stimulate the logical
interaction between the question and conditions,
which helps our model understand the context and
predict the unsatisfied conditions. As shown in Ta-
ble 5, our model gains 0.4 EM score on group 1
and gains 4.5 EM score on group 2. With longer
documents, our model incorporates richer infor-
mation from the document structure and discourse
relations into conditional QA. It demonstrates the
capacity of our model for long and complex docu-
ments.

6.3 Role of Accurate Structure Graph and
Discourse Relations

In this part, we explore if our model architecture
can truly distinguish the information of document
natural structure and discourse relations in each
section. In exploration 1, we flatten the hierarchi-
cal document structure and consider all the sections
at the same level. In this way, the structure graph
is fully connected and all the nodes propagate in-
formation with each other. In exploration 2, we
disrupt the discourse relations between sentences
in each document section. Considering “elabora-
tion" is the most discourse relation in the dataset,
we disturb the discourse graph by assigning all re-
lation nodes to be “elaboration". In this way, the
model treats all the sentences as progressive elab-
orations and ignores the original logical relations
between sentences.

As shown in Table 8, with flattened document
structure, the structural information that child sec-
tions describe parallel and relevant aspects of the
parent section is lost. As a result, this explo-
ration drops 2.6 EM score and 4.1 F1 score on
answer measuring, as well as 0.1 EM score and 1.8
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Conditional w/ conds
Group 1 2

Avg. # sent. 60 156
FID 6.6 / 9.0 0.7 / 4.8

SDHG 6.9 / 8.0 4.9 / 6.6

Table 7: Performance on 2 groups of cases in Condition-
alQA development set classified by sentence number ,
the row “Avg. # sent." denotes the average number of
sentences in the document for different case groups.

Overall
EM / F1 w/ conds

flatten structure 45.3 / 52.5 38.2 / 44.8
all elaboration 46.4 / 53.9 38.3 / 45.3

SDHG 47.9 / 56.6 38.3 / 46.6

Table 8: Two explorations for our perceptual ability to
document structure and discourse relations.

F1 score on jointly answer and condition measur-
ing. Furthermore, compared with ablation model
3, which abandons the whole document structure
information, this exploration drops 1.4 EM score
and 1.1 F1 score on answer measuring, as well
as 2.0 EM score and 0.8 F1 score on jointly an-
swer and condition measuring. It demonstrates the
fully connected structure graph (Nie et al., 2022)
connect many irrelevant document sections, which
introduces noisy information chaos into the model
and undermines the overall performance.

As shown in Table 8, with all the discourse rela-
tions between sentences set to “elaboration”, the
logical information of other discourse relations
such as “condition” and “joint” are abandoned, this
exploration drops 1.5 EM score and 2.7 F1 score
on answer measuring, as well as 1.3 F1 score on
jointly answer and condition measuring. The com-
prehensive discourse relations contain abundant
logical information between sentences, which im-
proves the condition locating and reasoning for our
model.

Moreover, compared with ablation model 2,
which removes all the discourse information, this
exploration gains 1.4 EM score and 0.2 F1 score on
answer measuring, as well as 1.9 EM score and 0.8
F1 score in jointly answer and condition measuring.
Because “elaboration” accounts for the largest pro-
portion in discourse relations, the discourse graph
encoder helps this exploration better understand
progressive sentences, improving the prediction for
answers and conditions. It demonstrates that our
model has the ability to capture correct discourse

Section 1  Document checks ···
Section 2  Repairs
Your landlord is always responsible for 
repairs to: the property’s structure and 
exterior, heating and hot water, gas 
appliances, pipes.
Section 2.1 If your property needs 
repairs
Contact your landlord if you think repairs 
are needed. Your landlord should tell you 
when you can expect the repairs to be 
done.
Section 2.2 If repairs are not done
Contact the environmental health 
department at your local council for help.
Contact the Private Rented Housing Panel 
(PRHP) if you’re in Scotland.

Question: I live in a rented 
property in England which needs 
repairs. The heating system is not 
working and the water pipes are 
leaking. Who should I contact to 
do the repairs?

Answer: your landlord
Condition:[ ]
Answer: the environmental health 
department at your local council
Condition:[If repairs are not done]

Document

Ours

Answer: the environmental health 
department
Condition:[ ] baseline

Figure 4: An example from ConditionalQA dataset,
where we obtain the correct answers and conditions but
the baseline FID fails.
relational information into answer and condition
prediction. Considering the pretrained discourse
parser we used does not provide the golden parsing
result, our model shows promising better perfor-
mance with more efficient parsing techniques.

6.4 Case Study

In this part, we take an example from Condition-
alQA dataset to show the efficiency to incorporate
natural document structure and discourse relations
between sentences. As shown in Figure 4, the doc-
ument discusses the private renting in UK and the
question asks for the approach to do the repairs.
Section 2.1 and 2.2 are two child sections of sec-
tion 2, and they describe two different but relevant
ways to ask for repairs mentioned in section 2. The
structural relations among section 2, 2.1, 2.2 al-
low the model to reason from “heating and hot
water" in section 2 to the two routes to ask for
repairs in section 2.1 and 2.2, retrieving different
answers and corresponding conditions across sec-
tions. Moreover, the discourse relation “condition"
between “your property needs repairs" and “contact
your landlord", as well as “repairs are not done"
and “contact the environmental health department",
enable our model to locate different conditions cor-
responding to each answer. Because the question
satisfies the condition “property needs repairs", the
answer “contact your landlord" has no unsatisfied
conditions, but the answer “contact the environ-
mental health department“ has to be outputted with
its corresponding condition. However, without doc-
ument structure information, the baseline FID only
retrieves section 2.2, ignoring the parallel section
2.1; without discourse relations, FID neglects the
condition corresponding to the answer “contact the
environmental health department". Therefore, the
above demonstrates the efficiency of our structure-
discourse hierarchical graph reasoning framework.
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7 Conclusion

In this paper, we propose a novel and efficient
framework with hierarchical section-level structure
graph and sentence-level discourse graph for condi-
tional QA on long documents. We incorporate the
natural document structure and logical discourse
relations to locate answers as well as unsatisfied
conditions by cross-sections retrieving and logical
reasoning. We conduct experiments on the bench-
mark dataset in this field and our approach outper-
forms all the existing methods.

Limitations

We showed that our model is efficient in handling
conditional QA on long documents with hierarchi-
cal reasoning framework. However, our discourse
graphs for each document section are constructed
based on the prediction of the pretrained discourse
parser. There is promising improvement for our ap-
proach by use of more efficient discourse parsers.
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A Appendix

A.1 Reproducibility Checklist

Did you discuss any potential risks of your
work? The methods in this work do not pose
any ethical or security related risks.

Did you discuss the license or terms for use
and/or distribution of any artifacts? Con-
ditionalQA is distributed under a CC BY-SA
4.0 License (https://creativecommons.org/
licenses/by-sa/4.0/).

Did you discuss if your use of existing artifact(s)
was consistent with their intended use, provided
that it was specified? We use conditionalQA
following the instructions of its creator (https:
//haitian-sun.github.io/conditionalqa/).

Did you discuss the steps taken to check whether
the data that was collected/used contains any
information that names or uniquely identifies
individual people or offensive content, and the
steps taken to protect / anonymize it? By the
creator of the dataset, this dataset does not include
any privacy information.

Did you provide documentation of the artifacts?
The document of the dataset can be found in https:
//haitian-sun.github.io/conditionalqa/.

Did you report the number of parameters in
the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure
used? There are about 252 million parameters in
our model. We run experiments on one Tesla v100
gpu and the training time is about 5 hours.

Did you discuss the experimental setup, includ-
ing hyperparameter search and best-found hy-
perparameter values? We use F1 for jointly an-
swer and condition measuring on the development
set to choose the hyperparameter. The specific val-
ues are in section 5.4 Experimental Details.

If you used existing packages (e.g., for prepro-
cessing, for normalization, or for evaluation),
did you report the implementation, model, and
parameter settings used (e.g., NLTK, Spacy,
ROUGE, etc.)? We the existing packages Py-
torch and NLTK to implement our model.
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