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Abstract

Stance detection is an important task in text
mining and social media analytics, aiming to
automatically identify the user’s attitude toward
a specific target from text, and has wide ap-
plications in a variety of domains. Previous
work on stance detection has mainly focused
on monolingual setting. To address the prob-
lem of imbalanced language resources, cross-
lingual stance detection is proposed to transfer
the knowledge learned from a high-resource
(source) language (typically English) to an-
other low-resource (target) language. However,
existing research on cross-lingual stance de-
tection has ignored the inconsistency in the
occurrences and distributions of targets be-
tween languages, which consequently degrades
the performance of stance detection in low-
resource languages. In this paper, we first
identify the target inconsistency issue in cross-
lingual stance detection, and propose a fine-
grained Target-oriented Relation Alignment
(TaRA) method for the task, which consid-
ers both target-level associations and language-
level alignments. Specifically, we propose the
Target Relation Graph to learn the in-language
and cross-language target associations. We fur-
ther devise the relation alignment strategy to en-
able knowledge transfer between semantically
correlated targets across languages. Experimen-
tal results on the representative datasets demon-
strate the effectiveness of our method compared
to competitive methods under variant settings.

1 Introduction

Stance detection is an important task in public opin-
ion mining and social media analytics, which aims
to automatically identify the user’s attitude (e.g.,
“in favor of ” or “against”) toward a specific target
(e.g., entity, topic, or claim) from text. It has been
widely applied to many domains such as veracity
checking, market analysis, social security and gov-

∗Corresponding author

English French
Target Feminist Movement légaliser l’avortement (Legalization of

Abortion)

Text
I’m a feminist, I believe in
equality for all. #Equali-
tyForAll

C’est tellement génial que #lovewins -
étende maintenant l’égalité des droits
des femmes (It’s so awesome that
#lovewins - now extends women’s
equal rights)

Stance Favor Favor

Table 1: An example of cross-lingual stance detection.
The original French text with the target is presented with
English translation.

ernment decision-making (Küçük and Can, 2020;
AlDayel and Magdy, 2021).

Existing studies on stance detection are mainly
conducted in monolingual setting, focusing on En-
glish (Hardalov et al., 2021; Allaway et al., 2021;
Liang et al., 2022). In contrast to the abundant
corpora in English, the annotated data resources
for stance detection in other languages are usually
scarce. To address the imbalanced data resources
between languages and support stance-related ap-
plications in low-resource languages, cross-lingual
stance detection is proposed to transfer the knowl-
edge learned from the high-resource (source) lan-
guage to the low-resource (target) language (Küçük
and Can, 2020). Two studies have been conducted
for cross-lingual stance detection, by adopting con-
trastive language adaptation to align the represen-
tations across languages (Mohtarami et al., 2019)
and pre-training the language model to acquire ad-
ditional knowledge (Hardalov et al., 2022).

In addition to the problem of imbalanced lan-
guage resources, another important issue in cross-
lingual stance detection has been ignored by current
research. Due to the differences in contextual in-
formation, language expressions and socio-cultural
backgrounds, the occurrences and distributions of
the concerned targets may vary considerably across
languages. For example, even in the same do-
main such as “presidential election”, the targets
in the English corpus are distinct from those in the
French one. Since the discrepancy in target distri-
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butions pervasively exists between languages, the
targets in the source and target language datasets
cannot precisely align in cross-lingual stance de-
tection. This brings about the target inconsistency
issue, that is, the difficulty of knowledge trans-
fer across languages caused by the misalignment,
which inevitably leads to the performance decrease
for cross-lingual stance detection.

To address the target inconsistency issue, seman-
tic associations between different targets can be
utilized for cross-lingual stance detection. Table
1 gives an example of a target relation. The tar-
get “Feminist Movement” in English and the target
“Legalization of Abortion” in French are highly
correlated, since both are highly associated with
women’s rights and they mention quite similar top-
ics such as equality. Target relations reflect the se-
mantic associations between targets on the shared
background information or topics, which preva-
lently exist in textual expressions within and across
languages.

In this paper, we model the target-level associ-
ations and propose a fine-grained Target-oriented
Relation Alignment (TaRA) method for cross-
lingual stance detection. Our method considers
both target-level associations and language-level
alignments. In addition, to guarantee the cross-
language performance on stance detection, the
in-language target relation learning and relation
contrastive alignments should be maintained first.
Specifically, it first learns the relations between dif-
ferent targets via target relation graph within each
language (i.e., in-language), and constructs the
cross-lingual relation graph to compensate for tar-
get inconsistency. We then devise the in-language
and cross-language relation alignment strategies
to align the samples with highly correlated targets
based on the relation graph, so as to enable knowl-
edge transfer between semantically correlated tar-
gets across languages.

The contributions of our work are as follows:

• We identify the target inconsistency issue in
cross-lingual stance detection for the first time,
and propose a computational method TaRA
to tackle this problem via target-level corre-
lation learning and relation alignment across
languages.

• Our method learns the associations between
targets via target relation graphs within and
across languages, and designs relation align-

ment strategies that enable in-language knowl-
edge enhancement and cross-lingual knowl-
edge transfer among semantically correlated
targets.

• We conduct experiments on the representa-
tive multilingual stance datasets with variant
settings, and the results demonstrate the ef-
fectiveness of our method compared to the
competitive methods.

2 Related Work

Stance detection has been well studied on English
datasets (Mohammad et al., 2016; Sobhani et al.,
2017; Conforti et al., 2020; Allaway and Mcke-
own, 2020; Glandt et al., 2021). Previous methods
for stance detection mainly focus on monolingual
setting to learn a supervised classification model
with labeled data. The mainstream research cen-
ters on stance detection for pre-defined targets (Du
et al., 2017; Zhou et al., 2017; Wei et al., 2018; Sun
et al., 2018; Li and Caragea, 2019), cross-target
stance detection (Xu et al., 2018; Wei and Mao,
2019; Zhang et al., 2020)and few/zero-shot stance
detection (Allaway et al., 2021; Liang et al., 2022).

Compared to the abundant resources in English,
there are much fewer data resources in other lan-
guages (Xu et al., 2016; Lozhnikov et al., 2018;
Baly et al., 2018; Khouja, 2020; Cignarella et al.,
2020). To promote stance detection in low-resource
languages, some researchers make efforts to con-
struct multilingual stance datasets (Taulé et al.,
2017; Vamvas and Sennrich, 2020; Lai et al., 2020),
while other research develops the methods for
cross-lingual stance detection (Mohtarami et al.,
2019; Hardalov et al., 2022). Hardalov et al. (2022)
conducts a comprehensive empirical study on pre-
training the language model with additional cor-
pora in the source language, to acquire and trans-
fer the knowledge to the target language through
prompt-tuning.

Mohtarami et al. (2019) proposes a contrastive
language adaptation method to align the represen-
tations across languages, which encourages sam-
ples with the same label in different languages
to be closer in the embedding space. However,
their method only considers the contrastive adap-
tation at the language level, ignoring the fine-
grained modeling of target relations that is essential
to the compensation for target inconsistency and
can facilitate cross-lingual stance detection in gen-
eral. Another drawback of the previous method
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(Mohtarami et al., 2019) is that it only considers
cross-language contrastive alignment and ignores
the in-language target relation learning and con-
trastive alignments. Therefore, in our work, we
consider both target-level modeling and language-
level alignments, and develop our computational
method with in-language and cross-language so-
lutions to tackle the target inconsistency issue for
cross-lingual stance detection.

3 Proposed Method

Figure 1 illustrates the overall structure of our pro-
posed method TaRA. We first encode the input
target and text with the Encoder Module and get
the textual representations. Then, we construct the
Target Relation Graph to learn both in-language
and cross-language associations between targets
and get target representations with aggregated in-
formation. After that, we concatenate the textual
representations and target representations for clas-
sification. Meanwhile, we align the representations
with related targets within and across languages
using the Target Relation Alignment Strategies.

3.1 Problem Statement
We denote the src language data as Dsrc =
{(tsi , csi ), ysi }Ns

i=1, where tsi is the i-th target, csi is
the i-th text, and ysi is the stance label of text csi
towards target tsi , Ns is the number of samples
in Dsrc. We also denote the target set of Dsrc

as Ts = {T s
i }ns

i=1, where ns is the number of the
targets in Dsrc. Similarly, we denote the tgt1 lan-
guage data as Dtgt = {(tti, cti), yti}Nt

i=1 with the
target set Tt = {T t

i }nt
i=1. Typically, Nt ≪ Ns in

cross-lingual stance detection. We use both Dsrc

and Dtgt to train the model and predict the stance
label of each sample in the tgt language test set.

3.2 Encoder Module
To map words in different languages into the
same embedding space, we use a language model
mBERT (Devlin et al., 2019) as the encoder mod-
ule, which is pre-trained on a large-scale multilin-
gual corpus. Specifically, given a pair of target t
and text c, we encode them with the encoder mod-
ule and obtain a textual representation h ∈ Rd:

h = mBERT([CLS]t[SEP ]c[SEP ])[CLS] (1)

where t and c are sequences of words in the target
and text respectively.

1In this paper, we abbreviate target (language) as “tgt” and
source (language) as “src” to avoid any confusion.

3.3 In-Language Target Relation Graphs
To reduce the impact of the language gap on rela-
tion learning across languages, we first learn the
target relations within the language to provide pre-
liminary knowledge for cross-lingual target relation
modeling. Specifically, we construct src and tgt tar-
get relation graphs G∗ = ⟨V∗,A∗⟩, ∗ ∈ {s, t},
where V∗ represents the node features and A∗ is
the adjacent matrix.

Graph Construction Each target is treated as a
node in the graph, and the correlations of nodes
reflect target relations. Intuitively, the relationship
between targets is characterized by the relationship
between their corresponding text sets. Hence, for
each target T ∗

i , we also use mBERT to derive all the
textual representations with target T ∗

i and calculate
the mean vector as the feature v∗

i ∈ Rd of the i-th
node:

v∗
i = Average

(
[h∗

i,j ]
N∗

i
j=1

)
(2)

h∗
i,j = mBERT([CLS]T ∗

i [SEP ]c∗j [SEP ])[CLS]

(3)
where h∗

i,j ∈ Rd is the j-th textual representation
with target T ∗

i and N∗
i is the number of samples

with target T ∗
i .

After obtaining node features V∗ = {v∗
i }n∗

i=1

for G∗, we construct the adjacent matrix A∗ ∈
{0, 1}n∗×n∗ . We use the semantic similarities
between targets as the start point, which can be
viewed as an approximation of semantic associa-
tions of targets and used as a basis for subsequent
target relation learning. Specifically, we calculate
the cosine similarity score score∗i,j between v∗

i and
v∗
j and filtering them with threshold θ0:

score∗i,j = f(v∗
i ,v

∗
j ) =

v∗
i · v∗

j

∥v∗
i ∥∥v∗

j ∥
(4)

A∗
i,j =

{
1 if score∗i,j > θ0
0 otherwise

(5)

where f(·) is the cosine similarity function.

Target Relation Calculation To dynamically
model the associations between targets, we adopt
Graph Attention Network (GAT) (Veličković et al.,
2018) to learn the weights between nodes and
obtain high-level target representations with ag-
gregated information. Specifically, we feed the
node features V∗ and the adjacent matrix A∗ into
GAT, and derive the target representations U∗ =
{u∗

i }n∗
i=1 (u∗

i ∈ Rd) and the attention weight matrix
W∗ ∈ Rn∗×n∗ .

6393



Src Target Relation Alignment

Target-Related
Same Stance

Otherwise

Tgt Target Relation Alignment

Target-Related
Same Stance

Otherwise

Cross-Lingual Relation Alignment

Target-Related
Different languages
Same Stance

Otherwise

mBERT

𝐷!"#𝑇$!

Mini-Batch

(𝑡!, c!) (𝑡", c#)
…

(𝑡$, c$)

𝓛𝒄𝒓𝒐𝒔𝒔 𝓛𝒄𝒆𝓛𝒔 𝓛𝒕

𝐷%&%

𝑣$! 𝑣'! 𝑣(! 𝑣)! 𝑣*!

𝑇'! 𝑇(! 𝑇)! 𝑇*!

𝑣$% 𝑣'% 𝑣(% 𝑣)%

mBERT

𝑇$% 𝑇'% 𝑇(% 𝑇)%

𝐷!"#

𝑢$ 𝑢' 𝑢( 𝑢+ ⨁𝑢$! 𝑢'! 𝑢(! 𝑢)! 𝑢*! ⨁ 𝑢$% 𝑢'% 𝑢(% 𝑢)%⨁

ℎ$ ℎ' ℎ( ℎ,

mBERT

…

(𝑡%, 𝑐%)

…

Classifier

𝑧$ 𝑧' 𝑧( 𝑧,
…

… Favor 
Against

ℎ-
𝑢.!

ℎ-
𝑢.

ℎ-
𝑢.%

ℒ = 𝛼ℒ'( + (1 − 𝛼) ℒ')*
𝓛𝒄𝒐𝒏

In-Language (Src) In-Language (Tgt)Cross-Language 

3

51

2 4

Src Target Relation Graph

3

51

2 4

GAT

Top K

Learned Relations

3

5

1

2

4

7
6

Cross-Lingual Target Relation Graph
3

5

1

2

4

7
6

Cross-Lingual Relation Candidates Learned Cross-Lingual Relations

GAT

Top K

4

65

7

Tgt Target Relation Graph

4

65

7

Learned Relations

GAT

Top K

Figure 1: The overall architecture of our proposed method TaRA.

We adopt Top K to convert the weight matrix
W∗ learned from G∗ into the target relation matrix
R∗ ∈ {0, 1}n∗×n∗ , ∗ ∈ {s, t}. Specifically, for
the i-th target, we treat the targets with the first K
highest weights as its related targets:

Index∗(i) = Top K(W∗[i, :], k∗) (6)

R∗
i,j =

{
1 if j ∈ Index∗(i) and i ∈ Index∗(j)
0 otherwise

(7)
where Index∗(i) is the set of selected indices of
targets with the Top K operation and k∗ is a hy-
perparameter denoting the value of K in the corre-
sponding language.

To utilize the high-level aggregated target infor-
mation, we concatenate the learned target repre-
sentation u∗

i and the textual representations with
target T ∗

i to obtain the target-enhanced representa-
tions within the language for in-language relation
alignment:

z∗
i,j = h∗

i,j ⊕ u∗
i (8)

where z∗
i,j ∈ R2d is the target-enhanced represen-

tation of the j-th sample with target T ∗
i and ⊕

denotes the concatenation operation.

3.4 Cross-Lingual Target Relation Graph
To explore the relationships between targets across
languages, we further construct the cross-lingual

target relation graph G = ⟨V,A⟩ with all targets
from the two languages T = {Tk}nk=1, where n
is the total number of targets in two languages.
The learned in-language target associations and
representations are utilized as the start point, for
the purpose of reducing the impact of the language
gap and providing reliable prior target information.

Graph Construction We calculate the node fea-
tures V = {vk}nk=1 with target representations Us

and U t. Especially, for the targets shared across
languages, we initialize them with the mean vectors
of target representations in the two languages:

vk =





us
ks

if Tk ∈ ∁T Tt
1
2

(
us
ks

+ ut
kt

)
if Tk ∈ Ts ∩ Tt

ut
kt

if Tk ∈ ∁T Ts
(9)

where ks and kt are the corresponding indices of
target Tk in Ts and Tt respectively, and ∁T Ts de-
notes the complementary set of Ts (i.e., the set of
targets only in Tt), and ∁T Tt denotes the comple-
mentary set of Tt.

Then, we calculate the adjacency matrix A ∈
{0, 1}n×n with target relation matrices Rs and Rt.
To compensate for the target inconsistency between
languages, we also establish the connections be-
tween cross-language targets, forcing the model to
pay attention to the cross-language target relations.
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Specifically, for those targets only in the tgt lan-
guage, we connect them with each remaining target
by setting Ai,j = Aj,i = 1:

Ai,j =





Rs
is,js

if Ti, Tj ∈ Ts
1 if Ti ∈ ∁T Ts and Tj ∈ Ts
1 if Ti ∈ Ts and Tj ∈ ∁T Ts
Rt

it,jt
if Ti, Tj ∈ ∁T Ts

(10)
where is and js are the corresponding indices of tar-
gets Ti and Tj in Ts, it and jt are the corresponding
indices of targets Ti and Tj in Tt.
Cross-Lingual Target Relation Calculation We
also adopt GAT to learn the cross-lingual target rep-
resentations U = {uk}nk=1 (uk ∈ Rd) and atten-
tion weight matrix W ∈ Rn×n. The learned weight
matrix W is transformed into the cross-lingual rela-
tion matrix R ∈ {0, 1}n×n via the Top K operation
to acquire the target relations across languages:

Index(i) = Top K(W[i, :], k) (11)

Ri,j =

{
1 if j ∈ Index(i) and i ∈ Index(j)
0 otherwise

(12)
where Index(i) is the set of selected indices with
the Top K operation and k is a hyperparameter
denoting the value of K in Top K operation.

Similarly, we concatenate the learned cross-
lingual target representation uk and the textual
representations with target Tk to get the target-
enhanced representations for cross-lingual relation
alignment and classification:

zk,j = hk,j ⊕ uk (13)

where zk,j ∈ R2d is the target-enhanced represen-
tation of the j-th sample with target Tk.

3.5 Relation Alignment Strategies
We devise target relation alignment strategies to
align representations between highly correlated tar-
gets so that semantic associations like shared back-
ground knowledge can be transferred across lan-
guages. Inspired by Mohtarami et al. (2019) and
Lin et al. (2022), we further take the target relations
into consideration based on contrastive learning
and devise the relation alignment strategies within
the language and across languages.

3.5.1 In-Language Relation Alignment
We first devise the in-language alignment strate-
gies for the src and tgt languages to realize the

in-language target relation alignment and optimize
relationships of targets within the language. For
each anchor ẑ∗

i in the mini-batch, we select posi-
tive samples within the language which are target-
related to ẑ∗

i and have the same stance label with
it, and treat other samples within the language as
negative samples. We use the following loss func-
tion to pull the positive pairs closer and push the
negative pairs away:

L∗ = − 1

b∗

b∗∑

i=1

1

b′∗

b′∗∑

j=1

Ψ∗(i, j) I(y∗i = y∗j )·

log
I(i ̸= j) exp(f(ẑ∗

i , ẑ
∗
j )/τ)∑b∗

k=1 I(i ̸= k) exp(f(ẑ∗
i , ẑ

∗
k)/τ)

(14)

Ψ∗(i, j) =

{
1 if R∗

t∗i ,t
∗
j
= 1 or t∗i = t∗j

0 otherwise
(15)

where ẑ∗
i is the i-th target-enhanced representa-

tion within the language in the mini-batch, Ψ∗(i, j)
calculates the related targets through the target re-
lation matrix R∗, I(·) is an indicator function, f(·)
denotes the cosine similarity function, τ is the pa-
rameter of temperature, and b∗ and b′∗ are the num-
bers of samples and positive samples within the
language.

3.5.2 Cross-Lingual Relation Alignment
To align representations across languages, we de-
sign a cross-lingual relation alignment strategy,
which transfers the knowledge between semanti-
cally correlated targets across languages. The cross-
lingual relation alignment enables us to make up
for the lack of the tgt language data using src lan-
guage data with the most relevant targets. For each
anchor ẑi in the mini-batch, we select positive sam-
ples that are target-related, with the same stance
label and from different languages, and take others
as negative samples:

Lcross = −1

b

b∑

i=1

1

b′

b′∑

j=1

Ψ(i, j)I(yi = yj , li ̸= lj)·

log
I(i ̸= j) exp(f(ẑi, ẑj)/τ)∑b
k=1 I(i ̸= k) exp(f(ẑi, ẑk)/τ)

(16)

Ψ(i, j) =

{
1 if Rti,tj = 1 or ti = tj
0 otherwise

(17)
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Algorithm 1: Training Process of TaRA.
Input: D = Dsrc ∪Dtgt, Vs,As,Vt,At

Output: The Overall Loss L
1 for each mini-batch X = {(ti, ci),yi}bi=1 in D do
2 hi = mBERT(ti, ci) ;

/* In-language target relation */
3 U∗,W∗ ← GAT(V∗,A∗), ∗ ∈ {s, t};
4 R∗ ← Top K(W∗) ;
5 z∗

i = hi ⊕ u∗;
/* Cross-lingual target relation */

6 Construct Graph G with U∗,R∗ ;
7 U ,W ← GAT(V,A) ;
8 R← Top K(W) ;
9 zi = hi ⊕ u;

/* Target relation alignment */
10 Align target-related samples within the language

and calculate L∗ = F∗({z∗
i },R∗) ;

11 Align target-related samples across languages
and calculate Lcross = Fc({zi},R) ;

12 Lin = γLs + (1− γ)Lt ;
13 Lcon = βLcross + (1− β)Lin ;

/* Classification */
14 ŷi = FFN(zi) ;
15 Calculate Lce with ŷi and yi;
16 L = αLce + (1− α)Lcon ;
17 end
18 return L

where ẑi is the i-th target-enhanced representation
in the mini-batch, Ψ(i, j) calculates the related
targets through R, li is the language of ẑi, and
b and b′ are the numbers of samples and positive
samples in the mini-batch.

3.6 Stance Classifier

The cross-lingual target-enhanced representations
are fed into a two-layer feed-forward network with
a softmax function for classification. We adopt a
cross-entropy loss Lce to optimize the classifier:

ŷi = Softmax(FFN(ẑi)) (18)

Lce = −1

b

b∑

i=1

y⊤
i log ŷi (19)

where ŷi is the predicted label, yi is the ground
truth, and FFN is a two-layer feed-forward net-
work with the activation function ReLU(·).

3.7 Model Training

Algorithm 1 presents the training process of our
method. We optimize the whole target-oriented
relation alignment method by minimizing the over-
all loss function L, consisting of the cross-entropy
loss Lce and the combined contrastive alignment
loss Lcon. Formally, Lcon is defined as follows:

L = αLce + (1− α)Lcon (20)

Lcon = βLcross + (1− β) (γLs + (1− γ)Lt)︸ ︷︷ ︸
in-language alignment

(21)

where α, β, γ are trade-off hyperparameters for
balancing different losses.

4 Experiments

4.1 Datasets

X-Stance (Vamvas and Sennrich, 2020) is a multi-
lingual stance dataset in German, French and Ital-
ian (with no training data), in which German is used
as the src language and French as the tgt language.
We focus on two political domains “Foreign Policy”
and “Immigration” in X-Stance, with 31 targets in
total. Based on them, we construct two datasets
with different target settings for our experiments.
X-Stance-all contains 5926 and 2582 texts in the
src and tgt languages with the complete overlap of
all the 31 targets. X-Stance-partial contains 3406
and 1806 texts in the src and tgt languages with
partial overlap of targets. More details on datasets
and targets are provided in Appendix A.

Multilingual Political Dataset (Lai et al., 2020)
is comprised of 4 datasets, including two election
datasets and two other datasets that contain only
one target. We use the two election datasets for
our experiments, and English and French are as
the src and tgt languages respectively. Election-
none contains 1691 and 1116 texts in the src and
tgt languages. The targets in src include Hillary
Clinton and Donald Trump, and Emmanuel Macron
and Marine Le Pen are the targets for tgt.

4.2 Experimental Settings

In our experiments, we use mBERT to extract 768-
dimensional textual representations. The threshold
θ0 for the adjacent matrix is set to 0.4. For Top
K in target relation calculation, k, ks, kt are set to
10, 10, 4 for X-Stance-all; 10, 8, 5 for X-Stance-
partial; 2, 1, 1 for Election-none. τ is set to 0.3
in the target relation alignment loss. For the trade-
off hyperparameters, α, β and γ are set to 0.7, 0.6
and 0.7, respectively. All parameters are optimized
by Adam (Kingma and Ba, 2015) with a learning
rate of 2e-5 and a batch size of 64 for X-Stance-all
and 32 for X-Stance-partial and Election-none. We
train the model for 15 epochs with early stopping.
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Methods
X-Stance-all de→fr X-Stance-partial de→fr Election-none en→fr

Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%)
BiCond 69.6 ± 2.5 68.9 ± 2.4 68.9 ± 1.1 68.5 ± 1.1 70.9 ± 2.4 56.7 ± 3.7
TAN 67.1 ± 1.9 66.8 ± 1.6 65.2 ± 3.6 64.8 ± 3.4 70.2 ± 5.6 52.9 ± 2.8
TGMN 73.5 ± 0.9 73.0 ± 1.3 69.0 ± 2.4 68.6 ± 2.1 69.3 ± 1.8 54.7 ± 1.5
ADAN 61.4 ± 2.0 61.1 ± 1.9 57.0 ± 1.6 57.0 ± 1.6 55.9 ± 7.5 47.2 ± 3.3
CLA 77.1 ± 1.8 76.9 ± 1.7 76.2 ± 1.3 76.1 ± 1.3 74.6 ± 1.1 57.8 ± 2.4
ACLR 77.2 ± 2.7 77.0 ± 2.8 76.2 ± 1.5 76.0 ± 1.5 75.5 ± 2.0 58.1 ± 3.9
mBERT-FT 77.6 ± 1.6 77.5 ± 1.6 75.6 ± 2.0 75.5 ± 1.9 74.0 ± 3.5 57.8 ± 4.9
TaRA 79.3 ± 1.4† 79.0 ± 1.4† 78.1 ± 1.2† 78.0 ± 1.1† 75.8 ± 2.9 62.3 ± 3.0†

Table 2: Experimental results of the comparative methods and TaRA on the three datasets. For each method, we
report the average scores and standard deviations of 5 runs. The best performance of each evaluation metric is
marked in bold, and † means that our proposed TaRA is statistically significantly better than the baselines (p < 0.05).

The whole method is implemented with PyTorch
on NVIDIA GeForce RTX 3090. The mBERT is
Multilingual Cased BERT-Base model, which is 12-
layer, 768-hidden, and 12-head, with about 110M
parameters, and is implemented in the Transform-
ers framework. For the three datasets, the running
time is around 1 GPU hour.

4.3 Comparison Methods
We select the following methods for cross-lingual
tasks as the comparative methods. (1) ADAN
(Chen et al., 2018) is an adversarial based method
for cross-lingual sentiment classification; (2) CLA
(Mohtarami et al., 2019) aligns the representations
in the two languages with contrastive language
adaptation; (3) ACLR (Lin et al., 2022) improves
the alignment method of CLA by devising two
different alignments for the src and tgt languages
respectively for cross-lingual rumor detection; (4)
mBERT-FT (Devlin et al., 2019) fine-tunes the
language model mBERT with the training data.

In addition, we also choose the following mono-
lingual methods for stance detection and adapt
them to the cross-lingual stance detection task by
replacing the original word embeddings with the
hidden vectors of mBERT. (1) BiCond (Augenstein
et al., 2016) incorporates target representations into
text representations with bidirectional conditional
LSTMs; (2) TAN (Du et al., 2017) learns the target-
specific representations with attention mechanism;
(3) TGMN (Wei et al., 2018) utilizes a multi-hop
memory network to obtain the implicit clues for
stance detection.

4.4 Main Results
We use accuracy and the average F1 score of “Fa-
vor” and “Against” as the evaluation metric. Table

2 gives the experimental results of the compara-
tive methods and our proposed TaRA on the three
datasets. It can be seen from the table that our
method outperforms all the baseline methods on
the three datasets. In general, cross-lingual meth-
ods perform better than monolingual methods, indi-
cating the importance of knowledge transfer across
languages for cross-lingual tasks. As for the cross-
lingual methods, we can see that the performance
of fine-tuning mBERT is relatively good on the
three datasets, which benefits from the superior-
ity of the pre-trained language model. ACLR and
CLA perform better among the cross-lingual meth-
ods, demonstrating the advantage of cross-lingual
alignment with contrastive learning. More impor-
tantly, the results in Table 2 reveal that with the de-
crease of the number of topics shared between lan-
guages, the improvements of our method compared
to the suboptimal methods become greater. Specifi-
cally, TaRA achieves 1.5%, 1.9% and 4.2% per-
formance gains on F1 scores compared to the sub-
optimal results on X-Stance-all, X-Stance-partial
and Election-none, respectively. The experimental
results verify the effectiveness of our relation align-
ment method for dealing with target inconsistency.

4.5 Ablation Study
Table 3 gives the ablation results of all the variants
of our proposed TaRA on the three datasets. It
can be seen from the table that removing the in-
language target relation graph Gs and Gt decreases
the performance, showing the necessity of incor-
porating in-language target relations to provide the
preliminary information for cross-lingual relation
graph. It can also be seen from the table that re-
moving the cross-lingual relation graph G causes
larger drops in performance, indicating that cross-
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Variants X-Stance-all X-Stance-partial Election-none
Acc F1 ∆Acc ∆F1 Acc F1 ∆Acc ∆F1 Acc F1 ∆Acc ∆F1

TaRA (Ours) 79.3 79.0 - - 78.1 78.0 - - 75.8 62.3 - -
- Gs, Gt 78.1 78.0 -1.2 -1.1 76.9 76.8 -1.2 -1.2 75.6 61.0 -0.2 -1.3
- G 77.4 77.4 -1.9 -1.7 76.5 76.4 -1.6 -1.6 74.2 59.8 -1.6 -2.5
- Gs, Gt, G 77.1 77.0 -2.2 -2.0 76.5 76.4 -1.6 -1.6 74.8 59.7 -1.0 -2.6
- Ls,Lt 78.3 78.1 -1.0 -0.9 76.3 76.1 -1.8 -1.9 75.6 59.1 -0.2 -3.2
- Lcross 77.5 77.3 -1.8 -1.7 75.8 75.6 -2.3 -2.4 74.0 58.8 -1.8 -3.5
- Ls,Lt,Lcross 76.6 76.4 -2.8 -2.6 75.3 75.1 -2.8 -2.9 75.6 57.4 -0.2 -4.9
- Target Relation 77.7 77.6 -1.6 -1.4 75.3 75.1 -2.8 -2.9 73.6 58.4 -2.2 -3.9
- Language 77.5 77.4 -1.8 -1.6 75.8 75.7 -2.3 -2.3 75.0 59.7 -0.8 -2.6
- Both 76.6 76.4 -2.7 -2.6 74.7 74.6 -3.4 -3.4 74.2 57.2 -1.6 -5.1

Table 3: Ablation results of all the variants of our proposed TaRA on the three datasets.
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Figure 2: Impact of hyperparameters k in Top K Calcu-
lation on X-Stance-partial.

lingual relation graph is vital for addressing the
target inconsistency issue.

Regarding learning objectives, it can be seen
from the table that the F1 scores decline without
target relation alignment within the language Ls,
Lt or across languages Lcross, demonstrating the
effectiveness of our proposed relation alignment
strategies and the validity of model optimization.

Furthermore, the table also shows the results
of the variants of relation alignment strategies.
Excluding the “target relation” has a greater in-
fluence in target inconsistency cases (X-Stance-
partial, Election-none) than excluding the “lan-
guage”, whereas removing the “language” has a
greater impact in target consistency case (X-Stance-
all) than removing the “target relation”. This in-
dicates that the alignment between semantically
correlated targets across languages is more effec-
tive than the sole alignment of language for target
inconsistency.

4.6 Analysis of Hyperparameters
Impact of Top K in Target Relation Graph The
value of k in the Top K operation determines the
number of related targets. We conduct experiments
on X-Stance-partial. As shown in Figure 2, the per-
formance is low in the beginning. When k (or ks,
kt) is small, the related targets are rather few, re-
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Figure 3: Performances of our method with different
trade-off hyperparameters β and γ when α = 0.7.

sulting in that most samples in the mini-batch have
no target-related positive samples. As the value
of k (or ks, kt) increases, the performance gradu-
ally improves until it reaches a peak value. After
that, increasing the value of k (or ks, kt), leads to
too many positive samples with low correlations,
resulting in a decrease in contrastive ability.

Analysis of Trade-off Hyperparameters We
use three hyperparameters α, β and γ to balance
different losses in our method. We set α = 0.7 em-
pirically. As shown in Figure 3, we conduct experi-
ments to analyze the influence of different values
of β and γ on X-Stance-partial. It can be seen that
our method performs best when β and γ are around
0.6 ∼ 0.8. When β is greater than 0.5, the model
gains higher performance because it pays more at-
tention to the cross-lingual relation alignment, so
that the shared knowledge between correlated tar-
gets can be transferred across languages. However,
when β is too large, the drop in performance indi-
cates that in-language target relations are the basis
for cross-lingual relation learning.
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Figure 4: Visualization of representations. Red, blue
and green points denote the samples of Favor, Against
and None classes, respectively.

4.7 Visualization of Representations

We compare the representations learned by our
method TaRA and the baseline methods mBERT-
FT and CLA on the test set of Election-none. We
use t-SNE to visualize them on a two-dimensional
plane, as shown in Figure 4. It can be seen from the
left column that the representations of mBERT and
CLA overlap in Favor and Against samples. Our
method clearly separates the three classes of sam-
ples, with higher in-class compactness. Comparing
the predicted results visualized in the left column
and the ground truth in the right column, it can
be seen that our method gets fairly consistent re-
sults. This shows that our method can better handle
target inconsistency with fine-grained alignment
strategies at the both target and language levels.

5 Conclusion

We first identify the issue of target inconsistency
in cross-lingual stance detection and propose a
target-oriented relation alignment method TaRA,
which considers relation associations and language
alignments at both target and language levels.
Our method explores the in-language and cross-
language associations of targets via target relation
graphs and aligns samples between highly corre-
lated targets within the language and across lan-
guages through the fine-grained relation alignment

strategies. Experimental results demonstrate the ef-
fectiveness of our method for cross-lingual stance
detection.

6 Limitations

For the Top K operation in target relation calcu-
lation, we set K’s three hyperparameters (i.e., ks,
kt and k) to determine the number of the related
targets. To explore the influence of the selection
of K on model performance, a grid search on these
three hyperparameters needs to be conducted to
iterate each combination. However, due to the time
and resource limits, we explore the impact of one
hyperparameter in K by controlling the other two
hyperparameters. Based on the empirical findings
from this, we then set the value of K so as to achieve
an appropriate performance.
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A More Details on Datasets

We use two political domains in X-Stance (Vamvas
and Sennrich, 2020), “Foreign Policy” and “Immi-
gration”, which have a similar target-text ratio to
that of the original X-Stance dataset (with 10 do-
mains in total). Table 4 shows the complete list of
the 31 targets and their descriptions (translated into
English). The X-Stance-all and X-Stance-partial
datasets in our experiments are constructed as fol-
lows: In X-Stance-all, all the 31 targets in Table 4
are adopted in the tgt language, and the targets in
the src language are exactly the same as those in
the tgt language. In X-Stance-partial, we use the
first 20 targets in Table 4 in the src language and
the last 19 targets in Table 4 in the tgt language,
with 8 targets overlapping.

6401



Domain Target (English)
1 Immigration Are you in favour of legalizing the status of sans papiers immigrants (i.e. immigrants who have no

official paperwork) through a one-off, collective granting of residency permits?
2 Immigration Would you support foreigners who have lived for at least ten years in Switzerland being given voting

and electoral rights at municipal level throughout Switzerland?
3 Immigration Should the state provide more funding for the integration of foreigners?
4 Immigration Should access to "facilitated naturalization" via the Federation be made more difficult?
5 Immigration The United Nations High Commissioner for Refugees (UNHCR) is seeking host countries for groups

of refugees known as "quota refugees". Should Switzerland accept more of these groups?
6 Immigration A popular initiative has been launched that wants to regulate immigration and thus limit migration-

related population growth to 0.2% annually. Do you support this idea?
7 Foreign Policy Would you support the introduction of the automatic exchange of bank client data between Switzerland

and foreign tax authorities?
8 Foreign Policy Should Switzerland embark on negotiations in the next four years to join the EU?
9 Foreign Policy Should Switzerland conclude an agricultural free trade agreement with the EU?
10 Immigration Do you support the existing agreement with the EU on the free movement of peoples?
11 Foreign Policy Today, the Swiss Army can take part in UN or OSCE peace-keeping missions abroad, armed for

self-defence purposes. Do you approve?
12 Foreign Policy For a number of years, Switzerland has pursued a more active and open foreign policy that is less

geared to strict neutrality. Do you welcome this change?
13 Foreign Policy Should compliance with human rights play a greater role when deciding whether to enter into

economic agreements with other countries (e.g. free trade agreements)?
14 Immigration Would you support that foreigners who have lived for at least ten years in Switzerland being given

voting and electoral rights at municipal level throughout Switzerland?
15 Immigration Are you in favour of legalizing the status of sans papiers immigrants (i.e. immigrants who have no

official paperwork) through a one-off, collective granting of residency permits?
16 Immigration Do you think Switzerland should accept an increased number of refugees directly from crisis regions

for which the United Nations High Commissioner for Refugees (UNHCR) needs host countries (what
is called quota refugees)?

17 Foreign Policy Should Switzerland embark on negotiations in the next four years to join the EU?
18 Foreign Policy Should Switzerland start negotiations with the USA on a free trade agreement?
19 Foreign Policy Should liability regulations for companies operating from Switzerland be tightened with regard to the

compliance with human rights and environmental standards?
20 Foreign Policy Do you think that Swiss foreign policy should increasingly be oriented to a strict interpretation of

neutrality?
21 Foreign Policy Should Switzerland terminate the Schengen Agreement with the EU and reintroduce increased

identity checks directly on the border?
22 Immigration Should the federal government provide more support for the integration of foreigners?
23 Immigration Should foreigners who have lived in Switzerland for at least ten years be given the right to vote and

be elected at the municipal level?
24 Immigration Is limiting immigration more important to you than maintaining the bilateral treaties with the EU?
25 Immigration Should sans-papiers be able to obtain a regularized residence status more easily?
26 Immigration Are you in favor of further tightening the asylum law?
27 Immigration Should the requirements for naturalization be increased?
28 Foreign Policy Should Switzerland start membership negotiations with the EU?
29 Foreign Policy Should Switzerland strive for a free trade agreement with the USA?
30 Foreign Policy An initiative calls for liability rules for Swiss companies with regard to compliance with human

rights and environmental standards abroad to be tightened. Do you support this proposal?
31 Foreign Policy Are you in favour of Switzerland’s candidacy for a seat on the UN Security Council?

Table 4: Targets in X-Stance-all.
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