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Abstract

Automatic literature review generation is one
of the most challenging tasks in natural lan-
guage processing. Although large language
models have tackled literature review gener-
ation, the absence of large-scale datasets has
been a stumbling block to the progress. We re-
lease SciReviewGen, consisting of over 10,000
literature reviews and 690,000 papers cited in
the reviews. Based on the dataset, we evaluate
recent transformer-based summarization mod-
els on the literature review generation task, in-
cluding Fusion-in-Decoder (Izacard and Grave,
2021) extended for literature review genera-
tion. Human evaluation results show that some
machine-generated summaries are compara-
ble to human-written reviews, while reveal-
ing the challenges of automatic literature re-
view generation such as hallucinations and a
lack of detailed information. Our dataset and
code are available at https://github.com/
tetsu9923/SciReviewGen.

1 Introduction

Scientific document processing has been a topic of
interest in the frontiers of natural language process-
ing (NLP) (Cohan et al., 2022). Although neural-
based NLP models have achieved remarkable suc-
cess in diverse areas, scientific documents present
distinct challenges, such as longer inputs, technical
terms, and complex logic. These challenges have
motivated NLP researchers to undertake various
studies on scientific documents, such as scientific
document summarization, retrieval, and informa-
tion extraction (Cohan et al., 2018; Beltagy et al.,
2019; Cohan et al., 2020; Yuan et al., 2022).

Automatic literature review generation is one of
the most attractive research topics in scientific doc-
ument processing. A literature review is a summary
of scientific papers written by experts to compre-
hend previous findings (Jaidka et al., 2013a). Born-
mann and Mutz (2015) investigated that the number
of published scientific papers doubles every nine
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Figure 1: An overview of the literature review genera-
tion task in SciReviewGen.

years, increasing the demand for literature reviews
in diverse research areas. Automatic literature re-
view generation significantly benefits researchers
by expanding their studies into new research fields.

However, only a few studies have addressed au-
tomatic literature review generation. For example,
Taylor et al. (2022a) recently proposed GALAC-
TICA, a large-scale language model trained on
48 million scientific papers. GALACTICA was
made publicly available to demonstrate its ability
to generate literature reviews; however, it was shut
down within a few days owing to the hallucina-
tion problem (Taylor et al., 2022b). As there are
no large-scale literature review datasets, applying
data-hungry supervised neural summarization mod-
els is difficult. The absence of large-scale datasets
is a significant bottleneck in research on automatic
literature review generation.

In this study, we pioneer the research of auto-
matic literature review generation by providing a
large-scale dataset based on the Semantic Scholar
Open Research Corpus (S2ORC; Lo et al., 2020).
We release SciReviewGen, which consists of over
10,000 literature reviews in the field of computer
science and 690,000 papers cited in the reviews.
As our dataset is created in a domain-agnostic way,
it is possible to create datasets in other scientific
fields, such as medical and biological sciences.

Figure 1 shows an overview of the literature re-
view generation task. We regard it as a query-
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focused multi-document summarization (MDS)
task. The inputs are the abstracts of papers cited
in the reviews, and the queries are the titles of the
reviews and chapters, which specify the topics in
the reviews. In the actual writing process of a lit-
erature review, we need to decide on the papers to
cite in the review and group them into several chap-
ters. As the first step for automatic literature review
generation, we exclude those processes from our
scope and focus on summarization given the cited
papers and chapter division. As SciReviewGen and
S2ORC include bibliographic information on re-
views and their cited papers (e.g., DOI, citation,
and chapter division), our dataset can be used for
end-to-end literature review generation.

Based on our dataset, we evaluate recent
transformer-based summarization models for the
literature review generation task. As current sum-
marization models cannot simultaneously generate
the entire text of reviews, we split a review into
chapters and evaluate each of the generated chap-
ters. In addition to recent models, such as Big
Bird (Zaheer et al., 2020) and Fusion-in-Decoder
(FiD; Izacard and Grave, 2021), we propose Query-
weighted Fusion-in-Decoder (QFiD), a simple ex-
tension of FiD for query-focused MDS. As shown
in the experimental results, our proposed model
outperforms the other models by focusing on the
contents concerning the query.

Finally, we conduct a human evaluation of the
generated reviews and compare them with human-
written reviews. The human evaluation results clar-
ified that we have not reached the fully automatic
literature review generation stage due to issues such
as hallucinations and less informativeness. How-
ever, we obtained promising results, showing that
approximately 30% of the generated chapters are
competitive or superior to human-written reviews.
Our dataset and evaluation results provide a basis
for future research on automatic literature review
generation.

2 Related Work

2.1 Datasets for Scientific Document
Summarization

The most common datasets for document sum-
marization are based on news articles, such as
CNN/Daily Mail (Nallapati et al., 2016), XSum
(Narayan et al., 2018), and Multi-News (Fabbri
et al., 2019). On the other hand, there are many
datasets for scientific document summarization.

Cohan et al. (2018) released arXiv and PubMed
datasets, commonly used for abstract generation
tasks. Lu et al. (2020) proposed Multi-XScience,
which aims to generate a related work section by us-
ing the abstract of a subject paper and papers cited
in its related work section. While related work sec-
tion generally describes the position of the subject
paper w.r.t. the previous studies, literature reviews
generally provide the comprehensive summary of
a research field. Furtheremore, the length of in-
put/output text of SciReviewGen is significantly
longer than that of Multi-XScience (see Section
3.3). Hence, our dataset has distinct challenges
from Multi-XScience.

DeYoung et al. (2021) proposed MSˆ2 for the
automatic generation of systematic reviews in
biomedical science. Systematic reviews integrate
findings from all relevant studies to answer clearly
formulated questions, such as the safety of public
water fluoridation (Khan et al., 2003). In contrast,
literature reviews include various topics, such as
the motivations behind the research topic, technical
details of the methods, and their real-world applica-
tions. Furthermore, the target summaries in MSˆ2
are very short and are written under an explicit
methodology (Khan et al., 2003). In contrast, lit-
erature reviews are significantly longer, and the
writing style varies according to the author (Jaidka
et al., 2013a,b). Therefore, SciReviewGen is more
challenging than MSˆ2 in terms of output diversity.

2.2 Automatic Literature Review Generation

Few studies have addressed the automatic gener-
ation of literature reviews. For example, Moham-
mad et al. (2009) applied unsupervised summariza-
tion methods, such as LexRank (Erkan and Radev,
2004), to generate technical surveys of scientific
papers. Agarwal et al. (2011) proposed clustering-
based extractive methods for generating summaries
of co-cited papers. However, these methods do not
aim to generate literature reviews, and only a few
dozen gold summaries are used for evaluation in-
stead of existing literature reviews. While Jaidka
et al. (2013a) claimed that they conducted litera-
ture review generation, no technical details of the
model are described. In contrast to these studies,
we first release a large-scale dataset for literature
review generation and intensively evaluate recent
models by both automatic and human evaluation.
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2.3 Transformer-based long document /
query-focused summarization

Transformers (Vaswani et al., 2017) have shown
remarkable success in document summarization.
Standard Transformer-based models can accept up
to only 512-1024 tokens at once due to the high
computational cost of the self-attention mechanism.
Recently, various methods have been proposed to
overcome this limitation (Beltagy et al., 2020),
such as the sparse attention mechanism used in
Big Bird (Zaheer et al., 2020). FiD (Izacard and
Grave, 2021) is a Transformer encoder-decoder
model that allows multiple documents to be input.
Although initially designed for open-domain ques-
tion answering, it can be applied to MDS tasks
(DeYoung et al., 2021; Vig et al., 2022).

Query-focused summarization (QFS) aims to
generate summaries related to user-specified
queries (Vig et al., 2022). Recent studies have
applied Transformers to QFS, but most of them
simply concatenate queries into input documents
(Vig et al., 2022; Laskar et al., 2022).

As mentioned in Section 3, SciReviewGen has
an average input length longer than 1024 tokens
and contains the titles of literature reviews and
chapters as queries. Therefore, we extend FiD for
query-focused summarization to tackle the task of
literature review generation. Our proposed QFiD
explicitly considers the relevance of each input
document to the queries.

3 Task Definition & Dataset

We now describe the literature review generation
task and the SciReviewGen dataset, which is cre-
ated using S2ORC. The data collection process and
dataset statistics are presented below.

3.1 Task Definition

As there are no previous datasets for literature re-
view generation, we first describe the definition of
the literature review generation task.

Target Text Ideally, the entire text of a literature
review should be used as target. However, as cur-
rent summarization models can generate relatively
short summaries of less than a thousand tokens
(Fabbri et al., 2019; Narayan et al., 2018), it is diffi-
cult to generate the entire text of literature reviews
simultaneously. Therefore, we split a review paper
into chapters in the following experiments and use
each chapter as a target text. In addition, as each

chapter of the literature review generally discusses
different topics, we assume that each chapter can
be generated independently as the first step for au-
tomatic literature review generation.

Input Text The following data are input for the
literature review generation task: abstracts of cited
papers, titles of literature reviews, and titles of
chapters. Here, cited papers refer to those cited
in each chapter. The abstracts of the cited papers
are used as the primary sources for the contents of
the generated chapter. Although it is desirable to
input the full text of the cited papers, we use only
abstracts, as approximately 30% of them do not
have access to the full text in the S2ORC dataset.
The titles of the review and chapter serve as queries.
They suggest the topics described in each chapter.

Additional Inputs As SciReviewGen contains
citation information, such as citation sentences and
citation networks, they can be used as information
sources that complement abstracts. The citation
sentences provide the cited paper’s actual impact
on the research community (Yasunaga et al., 2019),
whereas citation networks provide the relationships
between the cited papers. Furthermore, SciReview-
Gen are linked to S2ORC by paper_id. Therefore,
various metadata in S2ORC (e.g., DOI, journal, and
semantic scholar URL) attached to the literature
review and cited papers can be accessed.

3.2 Dataset Construction

We constructed SciReviewGen based on S2ORC
(Lo et al., 2020), a large corpus of English aca-
demic papers. First, as candidates for literature
reviews, we extracted papers with access to full-
text data where the field of study includes “Com-
puter Science,” and the title contains either “survey,”
“overview,” “literature review,” or “a review.” This
yielded 13,984 candidates for the literature reviews.

As the above candidates still contain many pa-
pers unrelated to literature reviews, we trained a
SciBERT-based classifier (Beltagy et al., 2019) to
extract appropriate literature reviews from the can-
didates. We first created a gold-standard dataset of
literature reviews to train the classifier. We asked
three annotators with computer science research
backgrounds to annotate whether each candidate
paper was suitable as a literature review following
the two criteria: 1) Reviewing multiple scientific
papers. Not reviewing general tools or books and
not explaining a specific project or shared task;
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dataset train/valid/test input len. target len. # inputs unigrams bigrams trigrams 4-grams

Multi-News 44,972/5,622/5,622 2,103 264 2.79 16.87% 55.57% 74.44% 81.23%
MSˆ2 14,188/2,021/1,667 6,930 61 22.80 15.24% 62.35% 87.23% 95.27%
Multi-XScience 30,369/5,066/5,093 778 116 4.42 35.28% 81.57% 94.88% 97.89%
SciReviewGen (original) 9,187/484/459 12,503 8,082 68.00 17.88% 64.86% 90.56% 97.20%
SciReviewGen (split) 84,705/4,410/4,457 1,274 604 7.01 32.74% 80.23% 95.16% 98.09%

Table 1: Comparison of large-scale multi-document summarization (MDS) datasets. The number of target summaries
in each split (train/valid/test), the average number of input tokens per target summaries (input len.), the average
number of target tokens (target len.), the average number of input documents per target summary (# inputs), and
percentage of novel n-grams are shown. SciReviewGen (original) sets the whole text of literature reviews as target,
while SciReviewGen (split) sets each filtered chapter as target. We use SciReviewGen (split) in our experiments.

2) Only reviewing scientific papers. Not propos-
ing new methods, re-testing previous studies, or
conducting questionnaires (i.e., the paper does not
contain contents that cannot be generated only by
the cited papers’ information).

The above criteria were set so that the annotators
could judge only from the title and abstract of a
candidate paper. They classified whether each pa-
per was suitable as a literature review, and the class
in which most annotators voted was used as the
final annotation result. The annotators classified
583 of 889 candidate papers as suitable and 306 as
unsuitable, resulting in Cohen’s kappa = 0.66.

The annotated papers were then split into a
train/valid/test set containing 589/150/150 papers
for training the SciBERT-based classifier. Us-
ing the train/valid split, we fine-tuned the SciB-
ERT classifier, which achieved precision = 88%,
recall = 97%, and f1 = 92% on the test split.
Using this classifier, we extracted 10,269 papers
from 13,984 candidate papers, including 210,049
chapters and 698,049 cited papers. As a result, we
constructed SciReviewGen (original), consisting
of the entire text of literature reviews, the titles of
literature reviews and chapters, and the abstracts of
the cited papers.

For our experiments, we split the literature re-
views into chapters and excluded chapters that had
access to less than two abstracts of their cited pa-
pers, leaving 93,572 chapters. This split version is
denoted as SciReviewGen (split). As S2ORC does
not contain the data of some cited papers, the num-
ber of filtered chapters will increase if we obtain
the data of all cited papers.

Finally, to ensure that the test set includes only
suitable papers, we set the human-annotated papers
as the test sets and created the train/valid sets by
randomly splitting the rest for both original and
split version. Furthermore, we removed the chap-

ters in the test sets that have more than 20% overlap
of cited papers with one or more literature reviews
in the training set.

3.3 Dataset Statistics

Table 1 presents the statistics of SciReviewGen
compared with current large-scale MDS datasets,
including Multi-News (Fabbri et al., 2019), MSˆ2
(DeYoung et al., 2021), and Multi-XScience (Lu
et al., 2020). Regarding the split version, SciRe-
viewGen has more than approximately twice as
many summaries as the other datasets, which is
more suitable for data-driven neural-based summa-
rization models. The target length is more than
twice that of the other datasets. SciReviewGen
also has more input documents and a longer input
length than Multi-XScience. Furthermore, the orig-
inal version presents distinct characteristics, such
as significantly longer input/target text and more
input documents than the others. These character-
istics would be the challenge for further research
in automatic literature review generation. Note that
the ratio of input length to target length are rela-
tively small in both versions; however, inputs can
be complemented by additional information, such
as body text and citation sentences.

Table 1 also lists the percentage of novel n-grams
in the target summary that do not appear in the
input documents. The target summaries in SciRe-
viewGen contain more novel n-grams than those in
Multi-News and MSˆ2, indicating that SciReview-
Gen is more challenging and suitable for abstract
summarization. It is reasonable that both SciRe-
viewGen (split) and Multi-XScience contain many
novel n-grams because both the literature reviews
and related work sections contain high-level sum-
maries of the cited papers (Jaidka et al., 2013a,
2019).

6698



4 Experiments

We study the performance of the current docu-
ment summarization models on the split version
of SciReviewGen (hereinafter refered to as SciRe-
viewGen). We use the abstracts of the cited papers,
the literature review titles, and the chapter titles
as inputs. As mentioned in Section 3.3, SciRe-
viewGen has an average input length of longer
than 1024 tokens and contains many novel n-grams.
In addition, it contains literature review titles and
chapter titles that can be used as summarization
queries. Therefore, we employ query-focused ab-
stractive summarization models that can accept
long sequences for the literature review generation
task. We first experiment with several transformer-
based models that simply concatenate queries into
documents as encoder inputs. We then propose the
Query-weighted Fusion-in-Decoder (QFiD) that
extends Fusion-in-Decoder (FiD) to explicitly con-
sider each paper’s relevance to queries.

4.1 Baseline Methods

We use LEAD, LexRank (Erkan and Radev, 2004),
ext-oracle, Big Bird (Zaheer et al., 2020), and FiD
(Izacard and Grave, 2021) as the baseline methods.

LEAD-k selects the first k sentences from each
input document and concatenates them as a sum-
mary. LexRank is a graph-based unsupervised ex-
tractive method that considers a graph in which
the sentences are nodes, and the similarities be-
tween the sentences are edges. It calculates the
importance of sentences using PageRank algorithm
(PAGE, 1998) and extracts the top l sentences with
high importance as a summary. Ext-oracle greedily
selects l sentences that maximize the ROUGE-2
scores between the selected sentences and the tar-
get summary. Its results show the upper bound of
an extractive system on SciReviewGen. We set
k = 1 and l = 5 such that the average summary
length is the same as that of the abstractive models.

Big Bird simplifies the self-attention computa-
tion in the Transformer using the sparse attention
mechanism, supporting longer inputs of up to ap-
proximately 16K tokens. In our experiments, we
use the model that was fine-tuned for summariza-
tion on arXiv dataset (Cohan et al., 2018)1. We
further fine-tuned it on SciReviewGen. FiD is a
Transformer encoder-decoder model that allows
multiple documents to be input. As shown in the

1https://huggingface.co/google/
bigbird-pegasus-large-arxiv

upper part of Figure 2, FiD separately encodes
multiple documents and concatenates their hidden
states. The hidden states are then input into the de-
coder together, which enables multiple documents
to be simultaneously processed while capturing the
relations among documents. In our experiment,
we initialized the weights of FiD using the BART-
Large model (Lewis et al., 2020) fine-tuned for
summarization on the CNN/Daily Mail dataset2,
and further fine-tuned it on SciReviewGen.

Note that we also evaluated the performance
of GPT-3 model davinci (Brown et al., 2020) on
SciReviewGen with the prompt “Summarize the
above scientific papers focusing on the title and
chapter title.” However, it yielded almost no mean-
ingful sentences, resulting in significantly lower
ROUGE scores (ROUGE-1 = 9.77, ROUGE-2 =
1.25, ROUGE-L = 8.67).

4.2 Query-weighted Fusion-in-Decoder
(QFiD)

This section describes our QFiD model that extends
FiD to explicitly consider each paper’s relevance to
the queries. As mentioned in Section 3.1, the titles
and chapter titles serve as queries that suggest the
topic in each chapter. The baseline methods simply
concatenate these queries with the abstract of each
cited paper. For FiD, this simple approach makes
the encoder consider the local relation between the
queries and the words of each abstract. However,
the model cannot explicitly identify which cited
papers are related to the queries. In the literature re-
view generation task, not all cited papers are related
to a chapter’s topic. For example, when the chapter
describes machine learning methods, it typically
cites papers that describe datasets or evaluation
metrics along with experimental results. However,
these papers are not directly related to the methods,
and their contents should be less focused on.

For the aforementioned reason, we improved
FiD to explicitly consider the relevance of each
cited paper to the queries. Our model weights
each cited paper according to its similarity to the
query to identify which papers are more related
to the topic in the chapter. Specifically, as shown
in the lower part of Figure 2, let n be the num-
ber of the cited papers, rm be the input token se-
quence of the m-th cited paper, and lm be its length
for m ∈ {1, . . . , n}. Let q be the query that con-

2https://huggingface.co/facebook/
bart-large-cnn
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Figure 2: An overview of Fusion-in-Decoder (FiD) (Izacard and Grave, 2021) and our Query-weighted Fusion-in-
Decoder (QFiD) model, which extends FiD for query-focused MDS.

catenates the title and chapter title, and lq be its
length. The hidden states of the m-th cited paper
Hm ∈ Rd×(lq+lm) and query Hq ∈ Rd×lq are ob-
tained as follows:

Hm = Enc (q + rm) (1)

Hq = Enc (q) (2)

where Enc is the BART encoder, and d denotes the
dimension of each hidden state. Then, the feature
vectors of the m-th cited paper hm ∈ Rd and query
hq ∈ Rd are obtained as follows:

hm = Avgpool (Hm) (3)

hq = Avgpool (Hq) (4)

where Avgpool is the operation for computing the
average of the hidden states. The similarity be-
tween the query and the m-th cited paper wm ∈ R
is obtained as the inner product of these vectors.
Subsequently, the hidden states of the m-th cited
paper are weighted by wm and input to the BART
decoder.

wm = 1 +
exp(h⊤

mhq)∑n
m=1 exp(h

⊤
mhq)

(5)

c ∼ Dec ([w1H1; ...;wnHn]) (6)

where [w1H1; ...;wnHn] is the concatenation of
matrices. Dec denotes the BART decoder, and c is
the generated chapter of the literature review.

4.3 Implementation Details
The input data format is shown in Table 2. We con-
catenated the title and chapter title of the literature

Literature review title <s> Chapter title <s> Abstract of
paper 1 <s> BIB001 </s> Literature review title <s> Chap-
ter title <s> Abstract of paper 2 <s> BIB002 </s> ... </s>
Literature review title <s> Chapter title <s> Abstract of
paper N <s> BIB00N

Table 2: Input data format.

review, the abstract of the cited paper, and an iden-
tifier to distinguish the different cited papers. They
are separated by the token “<s>,” and each cited
paper’s inputs are separated by the token “</s>.” In
Big Bird, the information on all cited papers is con-
catenated and input into the model. In FiD/QFiD,
the information on each cited paper is input into
the encoder separately. In LEAD, LexRank, and
ext-oracle, only the abstract of each paper is input
because titles are noise for the extractive methods.

The models were implemented using PyTorch
(Paszke et al., 2019) and HuggingFace Transform-
ers (Wolf et al., 2020) libraries. The number of
parameters of Big Bird and FiD/QFiD is approx-
imately 577M and 406M, respectively. These
models were trained for ten epochs with a sin-
gle run, and the final checkpoints were selected
based on the ROUGE-2 scores on the validation
dataset. Training required approximately three
days on one NVIDIA A100 GPU (40GB). For
validation, 1,000 chapters were randomly sam-
pled from 8,217 chapters in the original validation
dataset owing to time constraints. The AdamW op-
timizer (Loshchilov and Hutter, 2019) was used as
the learning optimizer, with β1=0.9, β2=0.999,
and learning_rate = 5e − 5. The model output
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Models ROUGE-1 ROUGE-2 ROUGE-L

LEAD 23.09 4.68 11.72
LexRank 24.40 5.02 12.52
Ext-oracle 29.43 10.13 14.88
Big Bird 24.25 4.08 15.30
FiD 32.40 6.75 16.17
QFiD (ours) 34.00 7.75 16.52

Table 3: ROUGE evaluation results on SciReviewGen.

was decoded by a beam search with beam_size=4.
These hyperparameters were determined based on
the validation performance.

5 Experimental Results

5.1 Automatic Evaluation

We report the ROUGE scores (Lin, 2004)3 for the
baseline methods and our QFiD on the SciReview-
Gen dataset in Table 3. The evaluation results show
that FiD-based models outperform the others ex-
cept for ext-oracle, whereas Big Bird is comparable
to LEAD and LexRank. As Big Bird is pretrained
on abstract generation (single document summa-
rization; SDS), it results in significantly lower per-
formance in literature review generation. These
results contrast with those reported in MSˆ2 and
Multi-XScience, where SDS models are compet-
itive with MDS models. As simply fine-tuning
the SDS model does not work, the literature re-
view generation presents distinct characteristics
from the above datasets. In contrast, FiD uses
an encoder pretrained on a SDS task and encodes
each cited paper separately, leading to significantly
higher performance. Furthermore, FiD-based mod-
els outperform ext-oracle regarding ROUGE-1 and
ROUGE-L, which shows the difficulty of our task
since simply copying sentences from the the cited
papers does not work well.

Table 3 show that QFiD outperforms all the base-
line methods, including vanilla FiD. This improve-
ment suggests that QFiD can generate more appro-
priate reviews by considering the relevance of each
cited paper to the queries.

5.2 Human Evaluation

We conducted a human evaluation of QFiD, which
yielded the highest ROUGE score. The generated

3We used the Python implementation of ROUGE (https:
//github.com/google-research/google-research/
tree/master/rouge) with the option “use_stemmer=True”

and ground truth chapters were compared following
the five criteria.

• Relevance: relevance to the title of the paper
and chapter

• Coherence: how well the text is structured and
coherent

• Informativeness: whether the text mentions
concrete information in the cited papers, not
only general information

• Factuality: whether the text does not contra-
dict the content of the cited papers

• Overall: which of the texts is preferable as a
literature review?

As the evaluation required expert knowledge,
we asked three annotators with graduate-level com-
puter science backgrounds to perform the evalu-
ation. All annotators had at least one year of re-
search experience in computer vision. We asked
them to rate the generated chapters superior, com-
parable, or inferior to the ground truth chapter ac-
cording to each criterion. The generated chapters,
ground truth chapters, cited papers’ abstracts, cited
papers’ body text (as needed), literature review
titles, and chapter titles were provided for the an-
notators. They were not informed which of the two
chapters was the ground truth.

We selected five literature reviews in the com-
puter vision domain for the evaluation (Wang et al.,
2020; Jiao and Zhao, 2019; Hossain et al., 2019;
Laga, 2019; Tian et al., 2020). All of them had less
than 20% overlap of cited papers with any litera-
ture review in the training set. Since a considerable
amount of time is required to evaluate long scien-
tific texts, we randomly selected 30 chapters for
the evaluation, where the total number of words in
the cited papers’ abstracts was less than 1,000, and
that of the ground truth was less than 400. The pa-
pers/chapters used for the evaluation were chosen
regardless of the quality of the generated text.

Table 4 shows the human evaluation results. The
percentages indicate the proportion of the ground
truth chapters that are rated superior to the gener-
ated chapters (Ground truth > Generated), compa-
rable, and inferior to the generated chapters (Gener-
ated > Ground truth) w.r.t. each criterion. The inter-
annotator agreement is scored as Cohen’s kappa =
0.212, which is reasonable because the number of
categories is three (Hallgren, 2012). The ground
truth outperforms the generated chapters for all
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Evaluation results Relevance Coherence Informativeness Factuality Overall

Ground truth > Generated 25.6% 48.9% 64.4% 40.0% 68.9%
Comparable 56.7% 31.1% 20.0% 48.9% 8.9%
Generated > Ground truth 17.8% 20.0% 15.6% 11.1% 22.2%

Table 4: Human evaluation results on the SciReviewGen dataset. We show the percentage of the ground truth
chapters rated superior/comparable/inferior to the chapters generated by QFiD.

criteria, indicating that automatic literature review
generation does not achieve human-level perfor-
mance. However, regarding overall, 68.9% of the
ground truth outperforms the generated chapters,
whereas 22.2% of the generated chapters outper-
forms the ground truth. This result is surprising be-
cause some machine-generated chapters are more
sophisticated than those written by experts.

The generated chapters achieve relatively high
scores for relevance and coherence. Specifically,
for relevance, 74.5% of the generated chapters are
comparable or superior to the ground truth, indicat-
ing that our QFiD can generate coherent summaries
concerning the titles of papers and chapters. How-
ever, for informativeness and factuality, the gener-
ated chapters remarkably underperform the ground
truth. This underperformance suggests that gener-
ated reviews tend to describe general or sometimes
incorrect information. Specifically, while the total
percentage of generated chapters comparable or su-
perior to the ground truth is 60.0% w.r.t. factuality,
the percentage is only 35.6% for informativeness.
We elaborate on these causes in Section 5.3.

Table 5 shows an example of a chapter describ-
ing progressive upsampling super-resolution, one
of the techniques for upsampling operation. Two
annotators rate the generated chapter superior to
the ground truth w.r.t. overall. The ground truth
first mentions the general upsampling operation
(BIB001 and BIB003) and then explains progres-
sive upsampling super-resolution in detail (BIB002,
BIB004, and BIB005). In contrast, the generated
chapter consistently focuses on progressive up-
sampling super-resolution by referring to BIB002,
BIB004, and BIB005, and explains the details of
the papers with sufficient fluency. This example
suggests that the generated chapter appropriately
focuses on content related to the titles while main-
taining sufficient consistency. For more examples,
see Appendix A and B.

Title: Deep Learning for Image Super-resolution: A Survey

Chapter title: Progressive Upsampling Super-resolution

Ground truth chapter (Wang et al., 2020)

Although models under post-upsampling SR framework have re-
duced the immensely large computational and runtime cost, it still
has some shortcomings. On the one hand, the upsampling oper-
ation is performed in only one step, which greatly increases the
learning difficulty for large scaling factors (e.g., BIB001 BIB003
. On the other hand, each scaling factor requires an individual
SR model, which cannot cope with the need for multi-scale SR.
To address these drawbacks, a progressive upsampling SR frame-
work is adopted by Laplacian pyramid SR network (LapSRN)
BIB002 , as Fig. 2c shows. Specifically, the models under this
framework are based on a cascade of CNNs and progressively
reconstruct higher-resolution images. At each stage, the images
are upsampled to higher resolution and refined by CNNs. Some
other works such as MS-LapSRN BIB005 and progressive SR
(ProSR) BIB004 also adopt this framework and achieve relatively
high performance. ...

Generated chapter

The Progressive Upsampling Super-Resolution (PSR) BIB002,
BIB004 is proposed to progressively reconstruct the sub-band
residuals of high-resolution images at multiple pyramid levels.
This method does not require the bicubic interpolation step as the
pre-processing step, and thus dramatically reduces the computa-
tional complexity. The key idea of PSR is that the network upsam-
ples an image in intermediate steps, while the learning process
is organized from easy to hard, as is done in curriculum learning.
To obtain more photorealistic results, a generative adversarial
network (GAN), named ProGanSR, is proposed, which follows
the same progressive multi-scale design principle. This not only
allows to scale well to high upsampling factors (e.g., 8×) but also
constitutes a principled multiscale approach that increases the
reconstruction quality for all up-sampling factors simultaneously
BIB005. The authors train the network with deep supervision us-
ing the robust Charbonnier loss function and achieve high-quality
image reconstruction. Furthermore, the recursive layers are used
to share parameters across as well as within pyramid levels, which
drastically reduce the number of parameters. In addition, the
authors use the recursive loss function to

Table 5: Example of a generated chapter and correspond-
ing ground truth. Two annotators rate the generated
chapter superior to the ground truth w.r.t. overall.

5.3 Discussions

As shown in Section 5.2, the generated chapters
considerably underperform the ground truth con-
cerning informativeness and factuality, which may
be attributed to the lack of source information.
Since only abstracts are input into the model, it
is difficult to describe the details of the cited pa-
pers. As discussed in Ji et al. (2022), hallucina-
tions tend to occur when the target text contains a
large amount of information absent from the source.
Therefore, adding other input information, such as
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body text, citation sentences, and the text of co-
cited papers, will improve both informativeness
and factuality. In addition to textual information,
citation networks can be used to determine which
cited papers should be focused on concerning the
topic. While this study uses only abstracts and ti-
tles as the first step for literature review generation,
using the aforementioned information would be
required in future research.

The human evaluation results clarified that we
have not yet reached the stage of fully automatic
literature review generation without manual modi-
fications. At the same time, we show some promis-
ing results that approximately 30% of the gener-
ated chapters are competitive or superior to human-
written reviews concerning overall. This result
suggests that a fully automatic generation of lit-
erature reviews will be possible if the remaining
issues, such as hallucinations and less informative-
ness, are solved. Currently, automatic literature
review generation can be effectively utilized with
human revision, such as writing assistance tools,
by providing drafts of literature reviews.

6 Conclusion

We propose SciReviewGen, a large-scale dataset
for automatic literature review generation. We also
introduce an extension of FiD (Izacard and Grave,
2021) for query-focused summarization and show
that our QFiD model outperforms naive FiD. The
human evaluation results show that some generated
texts are comparable to human-written literature re-
views. However, challenges such as hallucinations
and a lack of detailed information still remain to be
addressed. We hope that our study will serve as a
basis for future research on the challenging task of
automatic literature review generation.

Limitations

In our experiment, we use only abstract text as the
input text for literature review generation However,
in writing literature reviews, a writer reads the full
text of each cited paper and even other papers re-
lated to the research area. Therefore, the input data
are insufficient to write a complete literature re-
view. As only 70% of the cited papers have access
to the body text in our SciReviewGen, a dataset
containing full-text information is required for fur-
ther research.

In human-written literature reviews, the chap-
ters complement each other and are not redundant.

However, as our QFiD and baseline models gener-
ate each chapter independently, they cannot con-
sider the relationships between chapters. Further-
more, the relations between each cited paper are
considered in the actual literature review writing
process (e.g., which paper is the first on the topic
and which is the following). However, these rela-
tionships are not considered in the models. In fu-
ture research, a literature review generation model
that can consider the relations between chapters and
cited papers by using additional information, such
as the contents of other chapters, citation networks,
and citation sentences, should be investigated.

As mentioned in Section 5.2, the generated text
contains incorrect information to a certain extent.
Therefore, we cannot publish it without human
revision. Currently, the model can be utilized as a
writing assistance tool, not as a complete literature
review generation model.

Ethics Statement

Potential Risks As discussed in Section 5.2, our
model risks generating incorrect information. Cur-
rently, it can be effectively utilized with human
revision, such as writing assistance tools, by pro-
viding drafts of literature reviews. However, a lit-
erature review with wrong information could be
published if abused.

Licenses We used S2ORC (Lo et al., 2020, CC
BY-NC 4.0), PyTorch (Paszke et al., 2019, BSD-
style license), and HuggingFace Transformers
(Wolf et al., 2020, MIT for facebook/bart-large-cnn,
Apache-2.0 for all materials) as scientific artifacts.
All artifacts can be used for research purposes. We
release the SciReviewGen dataset based on S2ORC,
as CC BY-NC 4.0 allows users to adapt and share
licensed material for noncommercial purposes.

Annotation Procedures The annotation proce-
dures complied with the ACL Ethics Policy. Prior
to the annotation, we informed the ethics review
board in our university of the annotation procedures
and were notified that it was exempt from ethics
review. More details are presented in Section C.
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A Examples of generated chapters

Table 8 shows an example of a chapter describing
stylized caption, one of the categories of image cap-
tioning methods. The generated chapter is rated
competitive or superior to the ground truth w.r.t.
relevance and coherence by all annotators. The
first half describes the background of stylized cap-
tions, while the second half describes the details
of BIB002 and BIB003, which are both methods
of stylized captions. This example suggests that
the generated chapter is a consistent and structured
summary of stylized captions.

Table 9 shows an example of a chapter describ-
ing Convolutional neural networks (CNN). The
generated chapter is rated inferior to the ground
truth w.r.t. informativeness and factuality by more
than two annotators. The generated chapter does
not refer to BIB002 and BIB003 and contains only
general descriptions of CNN. Moreover, it has a
wrong description that BIB001 proposed CNN in
2012. In fact, CNN was first proposed by LeCun
et al. (1989), and BIB001 proposed new pooling
methods for CNN in 2014. On the other hand, it
correctly states that Yann LeCun proposed CNN,
although no input documents state it at all. This
result indicates that the model learned knowledge
about the computer vision domain during the train-
ing process and includes it in the generated text
correctly.

B Example of a generated literature
review

We show an example of a literature review gener-
ated based on Liu et al. (2019) at the end of the
appendix. It has less than 20% overlap of cited
papers with any literature review in the training set.
Only chapters that have access to two or more cited
papers are shown.

C Details of Annotation Procedures

Details of Annotation for Filtering Literature
Reviews The full instructions to the participants
are shown in Table 6. We recruited three graduate
students from our graduate school with graduate-
level computer science backgrounds as annotators.
The working hours averaged 50 hours for each an-
notator, and we paid 100,000 yen as rewards. The
hourly wage is determined according to the univer-
sity’s rules and is higher than the minimum wage
in our country. We informed the annotators that

Referring to the titles and abstracts of 889 candidate papers,
please annotate them per the criteria below. Please feel
free to ask me if you have any questions.

• Reviewing multiple scientific papers.
– Not reviewing general tools or books.
– Not explaining a specific project or shared task.

• Only reviewing scientific papers. Not proposing new
methods, re-testing previous studies, or conducting
questionnaires (i.e., the paper does not contain con-
tent that cannot be generated only by the cited papers’
information).

Table 6: Full instructions to participants in the suitability
annotation

Please evaluate the chapters of literature reviews automat-
ically generated by the model. A literature review is a
scientific paper that summarizes existing scientific articles
and provides an overview of the research field. We devel-
oped a model that takes the abstracts of the papers cited by
the chapter and the titles of the paper and chapter as inputs
and generates the chapter.
Specifically, please evaluate which is better or compara-
ble regarding the generated and human-written chapters
following the five criteria below. We provide the abstracts
and full text of the cited papers, the titles of the papers and
chapters, the generated chapters, and the human-written
chapters.

• Relevance: Relevance to the title of the paper and chap-
ter.

• Coherence: How well the text is structured and coherent.
• Informativeness: Whether the text mentions concrete

information in the cited papers, not only general infor-
mation.

• Factuality: Whether the text does not contradict the con-
tent of the cited papers.

• Overall: Which of the texts is preferable as a literature
review?

Table 7: Full instructions to participants in the human
evaluation

the data would be used to create the SciReviewGen
dataset.

Details of Human Evaluation The full instruc-
tions to the participants are shown in Table 7. We
recruited three graduate students from our gradu-
ate school with graduate-level computer science
backgrounds for the evaluation. The working hours
averaged 30 hours for each annotator, and we paid
50,000 yen as rewards. The hourly wage is deter-
mined according to the university’s rules and is
higher than the minimum wage in our country. We
informed the annotators that the data would be used
to evaluate the performance of our model, and the
evaluation results would be reported herein.
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Title: A Comprehensive Survey of Deep Learning for Image
Captioning

Chapter title: Stylized Caption.

Ground truth chapter (Hossain et al., 2019)

Existing image captioning systems generate captions based on
only the image content, which can also be called factual descrip-
tions. They do not consider the stylized part of the text separately
from other linguistic patterns. However, the stylized captions can
be more expressive and attractive than only the flat description
of an image. ... Gan et al. BIB003 proposed a novel image
captioning system called StyleNet. This method can generate
attractive captions, adding various styles. The architecture of this
method consists of a CNN and a factored LSTM that can sepa-
rate factual and style factors from the captions. It uses multitask
sequence-to-sequence training BIB001 for identifying the style
factors and then adds these factors at runtime to generate attractive
captions. ... In our day-to-day conversations, communications,
interpersonal relationships, and decision making, we use various
stylized and nonfactual expressions such as emotions, pride, and
shame. However, Mathews et al. BIB002 claimed that automatic
image descriptions are missing these nonfactual aspects. There-
fore, they proposed a method called SentiCap. This method can
generate image descriptions with positive or negative sentiments.
It introduces a novel switching RNN model that combines two
CNN+RNNs running in parallel. In each time step, this switching
model generates the probability of switching between two RNNs.
One generates captions considering the factual words and the
other considers the words with sentiments. It then takes inputs
from the hidden states of both RNNs for generating captions. This
method can generate captions successfully given the appropriate
sentiments.

Generated chapter

The stylized aspect of image description is missing in current deep
learning based image captioning systems. The reason is that these
systems focus on the non-factual aspects of the written descrip-
tion, which are missing from the current systems. One such style
is descriptions with emotions, which is common in everyday com-
munication, and influences decision-making and interpersonal
relationships. Chen et al. BIB002 proposed a model that auto-
matically generates captions with positive or negative sentiments.
They use a novel switching recurrent neural network with word-
level regularization to produce emotional image captions using
only 2000+ training sentences containing sentiments. Their model
is evaluated with different automatic and crowd-sourcing metrics.
In 84.6% of cases, the generated positive captions were judged
as being at least as descriptive as the factual captions. Another
work BIB003 proposed a novel framework named StyleNet to
address the task of generating attractive visual captions for images
and videos with different styles. The framework consists of two
sets of data: factual image/video-caption paired data and stylized
monolingual text data (e.g., romantic and humorous sentences).
They show experimentally that StyleNet outperforms existing ap-
proaches for generating visual captioning with different visual
styles, measured in both automatic

Table 8: Example of a generated chapter and correspond-
ing ground truth. All annotators rated the generated
chapter comparable or superior to the ground truth w.r.t.
relevance and coherence.

Title: A Survey on the New Generation of Deep Learning in
Image Processing

Chapter title: A. CNN SERIES MODELS FOR IMAGE PRO-
CESSING 1) CNN

Ground truth chapter (Jiao and Zhao, 2019)

In recent years, CNN has also made great success in image
processing and object recognition. The strength of CNN lies
in their shared weights. Weight sharing dramatically reduces
the number of free parameters learned, thus to lower the mem-
ory requirements for running the network and allowing the
training of more extensive, more powerful networks BIB002.
A CNN consists of convolutional layers, pooling layers, nor-
malization layers, and fully connected layers. At each layer,
the input image X ∈ Rn×m is convolved with a set of K
kernels

{
Wk ∈ Rv×v , k = 1, 2, · · · ,K

}
and subsequently bi-

ases {bk ∈ R, k = 1, 2, · · · ,K} are added, each generating a
new feature map Xk by an element-wise non-linear transform
σ(·). The same process is repeated for convolutional layer l,
Xl

k = σ
(
W l

k ⊗Xl−1 + blk
)

where symbol ’ ⊗ ’ denotes the
discrete convolution operator, and its specific type of operation
has a variety of forms, such as ’valid’ convolution, ’same’ convo-
lution, ’extra’ convolution, strided convolution, fractional-strided
convolution, etc. Another essential layer of CNN is pooling,
which is a form of non-linear down-sampling. Convolutional
layers are typically alternated with pooling layers where pixel
values of neighborhoods are aggregated using some permutation
invariant function, usually the max or average operations, which
provides another form of translation invariance BIB003-BIB001.
S

(l)
k = Pooling

(
X

(l)
k

)
Finally, after several convolutional and

max-pooling layers, the high-level reasoning in the neural network
is done via fully connected layers, where weights are no longer
shared. CNN is typically trained end-to-end in an entirely super-
vised manner. The significant reduction in the number of weights
parameters and the translational invariance of the learned features
contributes to the ability of CNN to be trained end-to-end.

Generated chapter

The convolutional neural network (CNN) is a special type of feed-
forward neural network proposed by Yann LeCun et al. BIB001
in 2012. CNN is a feed forward neural network that consists of
a stack of convolution layers, pooling layers, and non-linearity
layers. The convolution and pooling operations are performed at
the same time in each layer of the CNN. The basic idea of the
convolution operation is to convolve the input image with a set of
filters at the beginning of the network. Then, the filters are applied
to the image in order to extract the feature maps. The feature
maps are then passed to the next convolution layer for further
processing. Finally, the output is fed to the fully connected layer
for classification. The CNN architecture is shown in Fig. 1. Fig.
2 shows the basic architecture of CNN. Fig. 3 shows the general
block diagram of CNN, where convolution, max-pooling, average
pooling, and fully connected layers are the basic building blocks
of the architecture. The architecture of a typical CNN consists
of three parts: input, hidden, and output layer. The input layer is
used to extract features from the image, and the hidden layers are
used

Table 9: Example of a generated chapter and correspond-
ing ground truth. All annotators rated the generated
chapter comparable or inferior to the ground truth w.r.t.
informativeness and factuality.
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A Survey of Sentiment Analysis Based on Transfer Learning

Generated based on Liu et al. (2019)

I. INTRODUCTION4

Sentiment Analysis (SA) is the process of ana-
lyzing people’s opinions, attitudes, emotions, and
emotions expressed in social media data, such as re-
views, blogs, forum discussions, and news articles
BIB01 - BIB02. Sentiment analysis is an impor-
tant part of Information Retrieval (IR) and Natural
Language Processing (NLP) BIB03. However, it is
difficult to obtain a large amount of human-labeled
data for Sentiment Analysis because of the huge
amount of user-generated content on social me-
dia. Therefore, transfer learning has been proposed
to overcome this problem and improve the perfor-
mance of sentiment analysis. Transfer learning is
a learning method that transfers knowledge from
a source domain to a target domain BIB04. In
other words, the target domain is different from the
source domain but similar enough in some aspects.
For example, if we have a dataset of reviews about
a product, we can transfer the reviews about this
product to the review about another product. On
the other hand, if the dataset of a news event is
different but similar in many aspects, then transfer
learning can be used to solve the review classifica-
tion problem. In this paper, we mainly focus on the
transfer learning methods for sentiment analysis
based on machine learning. Transfer

II. THE RELATED METHODS

In this section, we will introduce several related
methods that are used to solve the problems in the
field of sentiment analysis, including opinion min-
ing BIB05, transfer learning and multi-task learn-
ing. These methods can be divided into two main
categories: unsupervised learning methods and su-
pervised learning methods. In this paper, we mainly
introduce these methods because they have been
widely used in sentiment analysis research. Ac-
cording to the taxonomy in BIB06, these methods
are divided into three categories: dictionary-based,
rule-based and feature-based methods.

4As discussed in Section 5.2, the generated text contains
incorrect information to a certain extent.

A. TRADITIONAL SENTIMENT ANALYSIS
Sentiment analysis is the process of analyzing opin-
ions and sentiments expressed in natural language
text. Sentiment analysis can be divided into two
main categories, which are sentiment polarity and
sentiment orientation. The former is the evaluation
of positive or negative sentiments, and the latter is
the interpretation of the sentiment of a word. In
general, the polarity of a sentiment word can be
positive, negative, or neutral. For example, the
word "amazing" can be interpreted as expressing-
constructive or negative opinion, and "good" and
"bad" are interpreted asconstructive and negative
opinions, respectively. On the other hand, the senti-
ment orientation can be used to indicate negative or
positive sentiments. The polarity can be either pos-
itive (e.g., great, excellent, excellent) or negative
BIB07, BIB08. The sentiment orientation of a sen-
tence can be expressed by a single word or a set of
words. For instance, the sentence "I like this cam-
era, but it is not free of bugs" is negative because it
expresses strong negative sentiment. The sentiment
orientations of the words in a sentence are usually
determined by the word co-occurrences in the sen-
tence. Therefore, it is necessary to determine the
semantic orientation of each word in

B. SENTIMENT ANALYSIS BASED ON
DEEP LEARNING
In recent years, deep learning has achieved great
success in many fields such as computer vision, nat-
ural language processing (NLP), speech recogni-
tion, and computer vision. The deep learning-based
sentiment analysis based on deep neural networks
(DNN) BIB09 - BIB10 has been proposed to solve
the problems of sentiment classification and sen-
timent analysis. In this section, we will introduce
the deep transfer learning based sentiment analy-
sis methods in the field of NLP and deep learn-
ing. Deep transfer learning is a kind of deep neural
network-based transfer learning method, which can
transfer the knowledge learned from the source do-
main to the target domain through a set of labeled
data. In general, transfer learning can be divided
into two categories, i.e., inductive transfer learn-
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ing and unsupervised transfer learning. • Inductive
transfer learning: In this type of transfer learning,
a neural network model is first trained with a large
amount of unlabeled data, and then the neural net-
work is fine-tuned with a small amount of data for
a specific domain. After that, it is used to classify
or predict the sentiment of a new target domain.
The target domain contains a large number of dif-
ferent types of data, such as text, images, videos,
and documents.

1) CNN-BASED MODELS Recently, CNN-
based models have been widely used in NLP tasks,
such as text classification BIB11 - BIB12, speech
recognition , and optical image de-scattering. Com-
pared with the traditional shallow neural network
models, CNNs are able to capture the global struc-
ture of the input data. CNNs contain multiple con-
volutional layers, pooling layers, and fully con-
nected layers, which can capture the local features
in an end-to-end manner. Convolution and pooling
operations in CNNs can be regarded as a kind of
unsupervised feature learning method. In the field
of NLP, CNN is one of the most successful models
due to its ability to learn high-level abstractions
from low-level image features. In recent years,
CNN has achieved great success in computer vi-
sion and natural language processing (NLP) tasks,
and has been successfully applied to many fields
such as image classification, speech recognition,
machine translation, and computer vision. How-
ever, due to the lack of transferability of CNNs to
transfer learning tasks, most existing deep learning-
based sentiment analysis models based on CNNs
cannot be directly applied to sentiment analysis
problems.

2) RNN-BASED MODELS RNN-based models
are a type of neural networks that are used for pro-
cessing sequential data. RNNs are a special type of
deep neural networks, in which the hidden units of
the neural network are connected to each other in a
manner similar to the way that neurons in the brain
memorize information. In other words, the hidden
unit of a neural network is a vector or a tensor,
and the output of the hidden layer is a binary value
indicating the strength of the relation between the
input and output. To make use of RNN in sentiment
analysis, some researchers have applied RNNbased
models to sentiment analysis tasks, such as BIB13
- BIB14, and BIB15. In general, the architecture of
these models is shown in Fig. 4.

3) HYBRID NEURAL NETWORK MODELS
The traditional neural network models, such as
SVM, CNN, RNN, RBM, and RBM-NN, all have
their pros and cons. Each model has its advantages
and limitations. For instance, CNN has many lay-
ers of neurons, while RNN has only one layer of
neurons. However, CNN and RNN have different
levels of nonlinearity and therefore have different
strengths and weaknesses. Combining these two
kinds of neural networks can improve the perfor-
mance of sentiment transfer learning models. In
BIB16, the authors proposed a hierarchical atten-
tion network for text classification. The proposed
model has a hierarchical structure that mirrors the
hierarchical structure of documents and it has two
levels of attention mechanisms applied at the word
and sentence levels. The attention mechanism is ap-
plied to differentially attend differentially to more
and less important content during the construction
of the document representation. Experiments con-
ducted on six large scale text classification tasks
demonstrate that the proposed model outperforms
previous methods by a substantial margin. BIB17
proposed a deep memory network for aspect level
sentiment classification. This model explicitly cap-
tures the importance of each context word when
inferring the sentiment polarity of an aspect. In this
model, the importance degree and text represen-
tation are calculated with multiple computational
layers, each of which is a

C. SENTIMENT ANALYSIS BASED ON
TRANSFER LEARNING

Transfer learning BIB04, BIB18 is a new branch
of machine learning methods that aims to solve
the problems where the training data and testing
data are taken from the same or different domains.
The difference between the source domain and the
target domain is that the feature space and the data
distribution characteristics of the source and target
domains are the same. However, in some real-
world situations, this assumption may not hold.
Therefore, there are cases where training data are
expensive or difficult to collect. There is a need
to create high-performance learners trained with
more easily obtained data from transfer learning.
This methodology is referred to as transfer learning,
which transfers knowledge from a source domain
to a target domain BIB19. Transfer learning can
be divided into two categories: inductive transfer
learning and unsupervised transfer learning .
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1) PARAMETER-TRANSFER METHODS
These methods are based on the assumption that the
source domain and target domain are drawn from
the same distribution, which means that the prob-
ability distributions of the source and target data
are similar. The parameter-transformation based
transfer learning methods can be divided into two
categories: Parameter-based and model-based. In
the parameter-based method, the parameters of the
target domain and source domain are learned si-
multaneously. In other words, the target and source
domains are treated as two different domains, and
the model parameters are jointly optimized to im-
prove the performance of transfer learning. In this
method, a deep neural network model is first trained
on the source data, and then the parameters are
used to initialize the target model. After that, the
model is fine-tuned on the target data to achieve the
best transfer learning performance. This method
is also known as stacked denoising autoencoder
(SDA) BIB20, BIB21, marginalized SDA BIB22,
and Universal Language Model Fine-Tune (ULM-
FiT) method BIB23. 1) STacked Denoising Au-
toencoders (SDAs): In the SDA model, the encoder
and decoder are trained simultaneously. The en-
coder learns the

2) INSTANCE-TRANSFER METHODS The
instance-transfer methods aim to transfer knowl-
edge from a source domain to a target domain by
using a small amount of labeled training data and
large amount of unlabeled data in the target do-
main. The advantage of these methods is that the
source domain data can be used to improve the
performance of the target-side classifier. However,
these methods may face the problem that the dis-
tribution of training data is different between the
source and target domains. Therefore, it is nec-
essary to find a balance between the training data
distribution and the target distribution in order to
achieve good transfer learning performance. The
Instance-Transfer methods can be divided into two
categories: instance-based methods and instance-
tracing methods. In the following, we will intro-
duce these methods in detail. The first method is
the instancebased method. In this method, the tar-
get data is firstly transformed into the source data,
and then the target samples are used to train the tar-
get classifier by using the labeled target data. The
second method is to use the labeled source data to
initialize the training process of the new target do-
main, which is called the transfer learning method.

For instance, in BIB24, a novel transfer learning
framework called TrAdaBoost is proposed, which
extends boosting-based

3) FEATURE-REPRESENTATION-
TRANSFER METHODS In order to bridge the
gap between domains, feature-representation-based
transfer methods can be used to transfer knowledge
from the source domain to the target domain. In
this kind of methods, the feature transformation
matrix of the source and target domain can be
obtained by mapping the feature space into a
common latent space. Then, the classifiers trained
on the source data can be easily applied to solve
the target problem by using the common space
BIB25, BIB26. Feature representation-based
methods mainly include co-clustering methods,
semi-supervised methods, and inductive transfer
learning methods. The co- Clustering method
is to find the co-occurrence patterns of words
in the common latent representation space, and
then the domain-independent words are used as
the bridge between domains. In this method, the
similarity between the feature spaces of the two
domains is measured by computing the distance
between the two feature spaces. The similarity
measure can be based on the cosine similarity,
the Kullback-Leibler divergence, or the Jaccard
similarity. The Co-Clustering-based Transfer
Learning (CCL) method is a semisupervised
method that uses unlabeled target data and labeled
source data

4) SUMMARY In this paper, we summarize the
current state-of-the-art of transfer-based sentiment
classification methods for sentiment transfer learn-
ing in the following three aspects: (1) classifica-
tion methods, (2) clustering methods, and (3) fine-
grained transfer learning methods. Classification
methods are mainly divided into two categories: su-
pervised learning and unsupervised learning. Clus-
tering methods are divided into co-clustering and
hierarchical clustering. Hierarchical clustering is
mainly used for dimensionality reduction and fea-
ture representation learning. Feature representation
learning is used to bridge the distribution gap be-
tween different feature spaces. Transfer learning is
divided into inductive and inductive transfer learn-
ing. Inductive transfer learning focuses on transfer-
ring knowledge from a source domain to a target
domain. On the other hand, transfer learning can be
divided into semi-supervised and supervised learn-
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ing. Supervised learning is based on labeled data
in the source domain and unlabeled data only in
the target domain, and transfer learning is to trans-
fer knowledge between domains. In addition, the
methods based on co-occurrence matrix and spec-
tral feature alignment (SFA) BIB27, TCT BIB28,
ULMFiT, LSTM-CNN

A. CROSS-DOMAIN SENTIMENT
ANALYSIS

In order to solve the problem of cross-domain sen-
timent analysis, transfer learning has been widely
used in recent years BIB26, BIB28, . The main
idea of transfer learning is to build a bridge be-
tween the source domain and the target domain
by transferring knowledge from a source domain
to a target domain BIB15 - BIB12. Cross-domain
transfer learning based sentiment analysis can be
divided into two categories: (1) unsupervised trans-
fer learning and (2) supervised transfer learning. In
the following, we will introduce the two sub-tasks
in more detail.
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