Abstract
Detecting named entities in text has long been a core NLP task. However, not much work has gone into distinguishing whether an entity mention is addressing the entity vs. referring to the entity: e.g., John, would you turn the light off? vs. John turned the light off. While this distinction is marked by a vocative case marker in some languages, many modern Indo-European languages such as English do not use such explicit vocative markers, and the distinction is left to be interpreted in context. In this paper, we present a new annotated dataset that captures the address vs. reference distinction in English, an automatic tagger that performs at 85% accuracy in making this distinction, and demonstrate how this distinction is important in NLP and computational social science applications in English language.

1 Introduction
Named entity recognition (NER) in text has long been a core task in the NLP community (Sundheim, 1995; Yadav and Bethard, 2018). However, not much work has looked into distinguishing whether an entity mention is an instance of addressing the entity or referring to them:

- John, would you turn the light off? (Address)
- John turned the light off. (Reference)

The address usage is also called a vocative phrase: “a noun phrase which does not belong to the thematic grid of a predicate and is used to attract someone’s attention” (Moro, 2003). Many languages have explicit morphological vocative case markers: e.g., in “Et tu, Brute?”, Brutus marks the vocative case of the nominative Brutus. However, many modern Indo-European languages, including English, do not have vocative case markers, and the distinction is left to be interpreted based on context.

Distinguishing vocative phrases is important in many NLP tasks, such as sentiment analysis (Karami et al., 2020), offensiveness detection (Mubarak et al., 2020) and information extraction (Makazhanov et al., 2014). For instance, Karami et al. (2020) point out the difference in interpretations between “Let’s eat, Grandma” and “Let’s eat Grandma”. The vocative distinction is also important for NLP-aided computational social sciences, since the pragmatics and the patterns of usage vary between these two types of name mentions (Dickey, 1997), and since name mentions capture various societal biases (Prabhakaran et al., 2019). This aspect is especially crucial in studies analyzing political discourse, with the goal of understanding the rhetoric by and about political personalities (Prabhakaran et al., 2014; Gupta, 2022).

Despite the prevalence of NER as a useful task in various NLP applications (Marrero et al., 2013), efforts to make this distinction have largely been limited to languages that have explicit vocative case markers such as Portuguese (Baptista and Mamede, 2017), Hebrew (Tsarfaty et al., 2019), Korean (Nam and Choi, 1997), and Sindhi (Muslim and Bhatti, 2010), and not much work has looked into detecting vocative name mentions in English.

In this paper, we present a dataset of social media text in the political domain in English language, with person mentions annotated with the address vs. reference distinction. We then build a tagger that is able to make this distinction automatically, with an accuracy of 85%. We use this tagger to demonstrate the importance of this distinction in two large-scale computational socio-linguistic analysis. First,
we demonstrate that female personalities are more likely to be mentioned in the addressing context than male personalities, across three different social medial corpora, which has implications for NLP research on gender bias in data and models. Second, we demonstrate that sentences with address mentions are significantly more likely to be toxic than those with reference mentions. This finding has important implications for the active area of NLP research on detecting online abuse.

2 Address vs. Reference Mentions

How a person is addressed or referenced in language, and its associated pragmatics has long been of interest in sociolinguistics (Brown et al., 1960; Brown and Ford, 1961). While most of this research focused on the different address pronouns and the T/V distinction, much less work has looked into the difference in the social meaning of a mention when used as an address vs. when used as a reference (Dickey, 1997). While this distinction is not limited to persons (for instance, organizations may also be mentioned in an addressing context, as in Hey Doordash, where is my food?), person names add additional nuance owing to the social relations. For instance, Dickey (1997) show that the words used to address a person by a speaker may differ from the words used to refer to them depending on the social power relations between the speaker, the referent, and the addressee.

Forms of address has been studied in NLP-aided computational sociolinguistics, for instance, in the context of how they relate to social power relations (Prabhakaran et al., 2013). The address vs. references distinction has also been shown to be of value in NLP tasks, for instance, Mubarak et al. (2020) extracts Arabic tweets with the vocative particle “yA” as it indicates directing speech to a person or a group, increasing the likelihood of offensiveness. However NLP work on making this distinction is largely limited to languages that have explicit vocative case markers. In the absence of any vocative markers, as in English, this becomes a task that relies on the syntactic context. In this paper, we build resources to perform and evaluate this distinction, and demonstrate its utility in NLP applications.

There is related work in NLP on detecting addressees in multi-party dialog (op den Akker and op den Akker, 2009; Ouchi and Tsuboi, 2016; Le et al., 2019; Ek et al., 2018), which is a substantially different task from ours. First, addressee detection in multi-party dialog takes into account the larger dialog/content context (e.g., prior utterances). For instance, Ouchi and Tsuboi (2016) jointly captures “who is talking about what at each time step” in order to determine the addressee. Ours is a simple linguistic task that relies on the local syntactic context of named mentions, making it applicable in broader contexts. Second, the above work crucially looks into the implicit cues about addressees. In contrast, our work focuses only on explicit mentions, primarily motivated by the computational social science analyses anchored on them.

2.1 Data

Source: We use the corpus of Facebook comments on politicians’ posts released by (Voigt et al., 2018) for this study. Our choice is motivated by three reasons. First, the comments in this corpus are all made in response to a individual’s Facebook post and hence it is likely for it to have more instances of comments addressing the person than general social media data with mentions of that person. Second, the corpus captures the individual’s name within the metadata, making it easy to detect and disambiguate different mentions referring to the same person. Finally, the corpus also captures the gender information of the person the comments are in response to (unlike most other gender-labeled data that captures the gender of the speaker/writer) as it was originally developed to study gender bias in social media, which is one of our goals too.

Pre-processing: Since the metadata captures the politician’s name that each comment is in response to, we use a regex-based approach to determine if that politician is mentioned in the comment or not. We made sure the regex captures different forms of address including full name mentions, first name mentions, and last name mentions. Furthermore, since the corpus contained comments directed at only 402 politicians, we manually coded different common variations and misspellings of their first and last names. For instance, the first name of the politician Jim Boozman could be mentioned as Jim, James, or Jimmy, and the common variations of his lastname included Boozman, Booze man, and Bozeman. While some of these choices may be genuine misspellings, some others may indicate pragmatic connotations: Jimmy instead of Jim may have been used to evoke familiarity, while Booze man instead of Boo zman may have been intended to evoke humor or disrespect. We do not analyze
these distinctions in this paper, however, we included them in our regex to ensure that we capture such diverse associated linguistic contexts.

**Annotation:** We sampled 800 comments with at most 100 words (to avoid exceedingly long comments) from the corpus. We restricted ourselves to only those comments with a single mention of the individual (i.e., removed comments with no or multiple mentions). Multiple mentions were rare in our data (less than 1%), and when they do happen they were almost exclusively all reference mentions, as it is unlikely for someone to address someone by name, and then refer to them in third person in the same sentence itself. We trained two annotators to make the *address* vs. *reference* distinction. The annotators were undergraduate students majoring in Psychology at Yale University. Annotators were provided with the comments, the individual whose post the comment was in response to, as well as the mention of that individual detected in the comment. They were asked to label whether the mention was addressing the individual vs. referencing the individual, along with examples.

**Analysis:** All comments were double annotated, obtaining an inter-annotator agreement of $\kappa = 0.898$, suggesting that the task is relatively easy for trained humans, and that our annotations capture reliable data. We then performed an adjudication round where both annotators met with one of the authors and arrived at a final label through discussion. While most disagreements were due to misinterpretations, some cases were inherently ambiguous. For instance, in “Yes!!! Sen. Booker”, it is ambiguous whether the commenter is addressing Sen. Booker or just mentioning him.

The annotation and adjudication process revealed 15 comments where the name mention was not valid; e.g., within a URL contained in the comment, and 11 comments where the comment did not have enough linguistic context to make the distinction; e.g., when the comment was just a name mention. We removed these comments as they will add noise, resulting in 774 comments in the dataset, each with a mention labeled as either *address* or *reference*. There were 250 (32.3%) instances that were the *address* usage compared to 524 (67.7%) instances that were the *reference* usage.

### 2.2 Automatic Tagger

We now investigate automatically distinguishing *address* vs. *reference*, given a text and a name mention in it. Since contextualized embeddings such as BERT (Devlin et al., 2019) are proven to capture syntactic information (Clark et al., 2019), we expect the positional embedding of the name mention to capture its syntactic context and hence help make this distinction. Further, we use the intuition that *reference* mentions are more likely to occur in syntactic contexts where third person pronouns could fit, while *address* mentions are more likely to fit second person pronouns or address terms. We consider three settings, each with two sets of words that fit with the *address* vs. *reference* contexts:

- **S1**: you/your vs. he/him/his/she/her
- **S2**: you/your vs. he/him/his/she/her/they/them
- **S3**: you/your/hey/hi vs. he/him/his/she/her

S1 uses singular pronouns, S2 includes the (usually) plural pronouns *they/them*, S3 includes addressing terms (hey/hi). For each setting, we use a contextual embedding, replace the mention with [MASK] and calculate the score for each word in the list to fit the masked slot. If the top scored word from the list is of the *address* category, we predict the mention as *address*, otherwise, as *reference*. To illustrate, the top candidate from S3 above for the input “[MASK], would you turn the light off?” as per BERT is *hey*, while the top candidate for “[MASK] turned the light off” is *he*, then *she*.

This approach is not entirely foolproof, but as Table 1 shows, this simple approach yielded good performance of 85% accuracy. We report results using BERT and DistillBERT models across all three settings outlined above. Adding addressing terms *hey* and *hi* increased the accuracy, while adding the third person pronouns *they* and *them* that are usually used in plural context (but also has singular usage) resulted in reducing the accuracy.

Most errors happen when the sentence is not well-formed or uses non-standard language. An approach to circumvent this issue is to fine-tune a pre-trained model using our data. In our preliminary experiments, fine-tuning a BERT model only yields marginal (~1%) improvement in accuracy at sentence level. Using more advanced models and hyper parameter tuning may yield better performance. However, our goal in this paper is not to build the best tagger possible for this task, rather to demonstrate the utility of this task in NLP and computational social science applications. Given the high performance of the Slot-filling model, we use it for all analyses in the rest of this paper.
Table 1: Results on predicting address vs. reference distinction using Random (RND), BERT based Slot-filling, and DistilBERT based Slot-filling approaches.

<table>
<thead>
<tr>
<th>Model</th>
<th>Address</th>
<th></th>
<th></th>
<th></th>
<th>Reference</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>Acc.</td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>Acc.</td>
<td></td>
</tr>
<tr>
<td>RND</td>
<td>30.5</td>
<td>46.8</td>
<td>36.9</td>
<td>65.9</td>
<td>49.0</td>
<td>56.2</td>
<td>48.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT Slot-filling</td>
<td>79.6</td>
<td>68.8</td>
<td>73.8</td>
<td>86.0</td>
<td>91.6</td>
<td>88.7</td>
<td>84.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>76.3</td>
<td>70.8</td>
<td>73.4</td>
<td>86.5</td>
<td>89.5</td>
<td>88.0</td>
<td>83.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>83.7</td>
<td>68.4</td>
<td>74.7</td>
<td>86.0</td>
<td>92.9</td>
<td>89.4</td>
<td>85.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DistilBERT Slot-filling</td>
<td>81.5</td>
<td>65.2</td>
<td>72.4</td>
<td>84.8</td>
<td>92.9</td>
<td>88.7</td>
<td>84.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>77.1</td>
<td>67.2</td>
<td>71.8</td>
<td>85.3</td>
<td>90.5</td>
<td>87.8</td>
<td>82.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>83.0</td>
<td>66.4</td>
<td>73.8</td>
<td>85.4</td>
<td>93.5</td>
<td>89.3</td>
<td>84.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3 Gender Effects in Addressing

We first look into the RtGender dataset (Voigt et al., 2018) built to study differential responses to gender. They found that responses to female posters or speakers were more likely to be about the individuals (e.g., their appearance) rather than about the content they posted or talked about. As a complementary analysis, we analyze whether these responses were addressed to the speaker or poster, or referring to them. We apply the tagger to 5K comments each, chosen at random, from three different sub-corpora in the RtGender corpus: comments in response to (1) Facebook posts by politicians (FB Congress), (2) Facebook posts by celebrities (FB Wiki), and (3) TED talk videos (Ted Talks). We ensured that the tagger does not introduce systematic gender bias; t-test revealed no association between gender and error ($p = 0.166$).

Across board, mentions of female personalities were more likely to be in the address rather than reference contexts (Figure 1). This difference was statistically significant in all three cases: $t(4999) = 3.51, p < .001$ (FB Congress); $t(4999) = 3.87, p < .001$ (FB Wiki); and $t(4999) = 4.41, p < .001$ (TED Talks). For the congress dataset, we also have access to the political party they belong to; we added it as a control causing the effect size to decrease (2.72) suggesting that political party affiliation plays an important role. In fact, Figure 2 shows that the gender disparity is present only for the Republican party politicians.

Addressing someone directly could be an expression of friendliness or familiarity, and its prevalence in comments directed at female personalities is notable. These insights enable adding nuance to many NLP-aided studies of gender and power. Moreover, this finding adds to research on gender influences on communication with and about professionals (Atir and Ferguson, 2018).

4 Address vs. Reference and Toxicity

We now turn to online abuse detection, an NLP task where address vs. reference distinction is important. Prior work has shown that 2nd person pronouns are spuriously associated with toxic comments (Hede et al., 2021). In languages such as Arabic that has explicit vocative markers, researchers have used vocative markers to curate comments with higher likelihood of offensiveness (Mubarak et al., 2020). In this section, we use our tagger to analyze the tox-
Figure 3: Ratio of names being addressed vs. referenced in the Jigsaw dataset across toxic vs. non-toxic.
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trained or tested for might result in erroneous insights. Hence, we will be releasing a data card and model card along with the publication to document the intended use cases and various analysis results. Furthermore, although we ensured our tagger do not have gender bias in error rates, it may vary across other socio-demographic groups. However, the likelihood of this is rather low since we mask the identity of the name in the slot-filling approach, and hence any biases captured by person names are avoided in our current scheme. Finally, our gender bias analysis is limited to the binary gender, as all the RtGender corpus captured only binary gender.
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