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Abstract

Scholarly text is often laden with jargon, or specialized language that can facilitate efficient in-group communication within fields but hinder understanding for out-groups. In this work, we develop and validate an interpretable approach for measuring scholarly jargon from text. Expanding the scope of prior work which focuses on word types, we use word sense induction to also identify words that are widespread but overloaded with different meanings across fields. We then estimate the prevalence of these discipline-specific words and senses across hundreds of subfields, and show that word senses provide a complementary, yet unique view of jargon alongside word types. We demonstrate the utility of our metrics for science of science and computational sociolinguistics by highlighting two key social implications. First, though most fields reduce their use of jargon when writing for general-purpose venues, and some fields (e.g., biological sciences) do so less than others. Second, the direction of correlation between jargon and citation rates varies among fields, but jargon is nearly always negatively correlated with interdisciplinary impact. Broadly, our findings suggest that though multidisciplinary venues intend to cater to more general audiences, some fields’ writing norms may act as barriers rather than bridges, and thus impede the dispersion of scholarly ideas.

1 Introduction

Specialized terminology, or jargon, naturally evolves in communities as members communicate to convey meaning succinctly. It is especially prevalent in scholarly writing, where researchers use a rich repertoire of lexical choices. However, niche vocabularies can become a barrier between fields (Vilhena et al., 2014; Martínez and Mammana, 2021; Freeling et al., 2019), and between scientists and the general public (Liu et al., 2022; August et al., 2020a; Cervetti et al., 2015; Freeling et al., 2021). Identifying scholarly jargon is an initial step for designing resources and tools that can increase the readability and reach of science (August et al., 2022a; Plavén-Siggay et al., 2017; Rakedzon et al., 2017).

Research on scholarly language typically focuses on the relative prevalence of words (McKeown et al., 2016; Prabhakaran et al., 2016; Sim et al., 2012; Rakedzon et al., 2017). However, the same word can be overloaded with multiple meanings, such as bias referring to electric currents or statistical misestimation (Figure 1). We use BERT-based word sense induction to disentangle these, and demonstrate the utility of including both word types and senses in our operationalization of scholarly jargon. We measure jargon in English abstracts across three hundred fields of study, drawn from over 12 million scholarly abstracts and one of the largest datasets of scholarly documents: the Semantic Scholar Open Research Corpus (S2ORC) (Lo et al., 2020).

Our findings are valuable for several groups that...
partake in science: readers, authors, and science of science researchers.

Due to scholarly language’s gatekeeping effect, natural language processing (NLP) researchers have developed tools to support readers, such as methods for simplifying or defining terminology (Kim et al., 2016; Vadapalli et al., 2018; August et al., 2022a; Head et al., 2021; August et al., 2022b; Murthy et al., 2022). When deciding what constitutes jargon, studies may rely on vocabulary lists based on word frequency, often collapsing all of science into one homogeneous language variety (August et al., 2020b; Rakedzon et al., 2017; Plavén-Sigray et al., 2017). Our approach identifies language associated with individual subfields and proposes a bottom-up, data-driven process for creating these vocabularies (§3 and 4).

Second, measuring levels of discipline-specific language in abstracts can inform authors who wish to communicate to a wider audience or enter a new field. We show that while some subfields tend to use highly specialized word types, others use highly specialized senses (§5). In addition, we provide evidence for audience design in scholarly discourse (§6.1), following a sociolinguistic framework that describes how speakers accommodate language to the scope of their audience (Bell, 1984).

Finally, our language-centered approach contrasts the typical paradigm in science of science research, where citation behavior often defines relationships among articles, venues, and fields (e.g. Boyack et al., 2005; Rosvall and Bergstrom, 2008; Peng et al., 2021). Citation count is a common measurement of “success”, and the mechanisms behind it form a core research area (Wang and Barabási, 2021; Foster et al., 2015; Fortunato et al., 2018). On the other hand, interdisciplinarity is increasingly valued, but does not always lead to short-term citation gains (Van Noorden, 2015; Larivière and Gingras, 2010; Okamura, 2019; Chen et al., 2022). We run regression analyses to examine the relationship between discipline-specific senses and types and these two distinct measures of success (§6.2).

To summarize, we contribute the following (Figure 1):

- **Methods.** We propose a new measure of scholarly jargon to identify discipline-specific word types and senses (§3). We validate our approach for measuring senses by showing it recalls more overloaded words in Wiktionary compared to word types alone (Figure 3).

- **Social implications.** We illustrate the utility of our jargon measurements for computational social science by analyzing audience design and articles’ success (§6). Though multidisciplinary venues may intend to be general-purpose, more dominant fields in these venues reduce jargon less so than others (Figure 5). Since jargon nearly always has a negative relationship with interdisciplinary impact (Table 4), our findings encourage the reconsideration of existing scholarly writing norms.

We hope our measure of scholarly jargon can help researchers quantify language barriers in science and their implications. Our code and scored lists of jargon for each subfield can be found at https://github.com/lucy3/words_as_gatekeepers.

2 Data

Our work involves several datasets: scholarly abstracts, Wikipedia, and Wiktionary. We use abstracts to calculate the association of words with disciplines and Wikipedia to supplement our calculation of background word probabilities. Later, in §4, we introduce and describe how we use Wiktionary to validate our approach.

2.1 Contemporary S2ORC

Our dataset of academic articles, CONTEMPORARY S2ORC, contains 12.0 million abstracts and 2.0 billion words\(^1\) that span a mix of scholarly fields (Figure 2, Appendix A).

\(^1\)We define a word as a non-numeric, non-punctuation token outputted by Huggingface transformer’s whole-word BasicTokenizer.
To create Contemporary S2ORC, we draw from the July 2020 release of S2ORC (Lo et al., 2020). S2ORC is a general purpose corpus that contains metadata for 136 million scholarly articles, including 380.5 million citation links (Lo et al., 2020). These articles originate from Semantic Scholar, which obtains data directly from publishers, the Microsoft Academic Graph (MAG), arXiv, PubMed, and the open internet. Metadata, such as titles, authors, publication years, journals/venues, and abstracts are extracted from PDFs and LaTeX sources or provided by the publisher. Though extensive, S2ORC contains some amount of noisy or missing metadata. We remove non-English articles and those with missing metadata, consolidate journals and venues into a single venue label, and limit the dataset to the years 2000-2019 (Appendix B).

S2ORC links articles to paper IDs in the Microsoft Academic Graph (MAG) (Sinha et al., 2015; Wang et al., 2019), so we match S2ORC abstracts to MAG fields of study (FOS). S2ORC originally contains top-level MAG FOS (level 0), e.g. biology, but we also join abstracts with second level MAG FOS (level 1), e.g. immunology, for more granularity. In this present paper, we refer to level 0 FOS as fields, and level 1 FOS as subfields. We take an approximately uniform sample of 50k articles per subfield, resulting in a total of 293 subfields that fall under 19 fields (Appendix A).

2.2 Wikipedia

We include Wikipedia article content to counterbalance Contemporary S2ORC’s STEM-heavy focus for our estimation of words’ typical prevalence. Wikipedia is a popular information-gathering resource (Reagle and Koerner, 2020), and we use an Oct 1, 2022 dump of its articles. It offers complementary topical coverage that is collectively curated and driven by public interest, and includes biographies, culture, and arts (Mesgari et al., 2015). We remove Wiki formatting using Attardi (2015)’s text extractor, and discard all lines, or paragraphs, that are less than 10 white-spaced tokens long. We sample twice as many Wikipedia paragraphs as the number of Contemporary S2ORC abstracts, so that each is similar in size despite differences in document length. In total our Wikipedia dataset, WikiSample, contains 24.0 million paragraphs and 1.5 billion tokens.

3 Methods

Language differences among subsets of data can be measured by a variety of approaches, from geometric to information theoretic (Ramesh Kashyap et al., 2021; Vilhena et al., 2014; Aharoni and Goldberg, 2020). We calculate the association of a word’s type or sense to subfields using normalized pointwise mutual information (NPMI). We choose NPMI over similar metrics (e.g. tf-idf, divergence, z-score) because of the nature of language difference it emphasizes: higher NPMI scores reflect language that is not only commonly used in a community, but also highly specific to it (Lucy and Bamman, 2021; Gardner et al., 2021). NPMI offers an interpretable metric of association, where a score of 1 indicates perfect association, 0 indicates independence, and -1 indicates no association. We follow Lucy and Bamman (2021)’s framework of calculating NPMI separately for word types and senses, which they originally used to identify community-specific language on social media. We update their approach with a more recent word sense induction (WSI) method, and use a different interpretation of type and sense NPMI scores.

3.1 Discipline-specific words

We calculate NPMI for word types, or type NPMI, as the following measure:

\[ T_f(t) = \frac{ \log \left( \frac{P(t \mid f)}{P(t)} \right) }{- \log P(t, f)} \] (1)

Here, \( P(t \mid f) \) is the probability of a word \( t \) occurring given a set of abstracts \( f \) in a field, \( P(t, f) \) is their joint probability, and \( P(t) \) is the probability of the word overall (Lucy and Bamman, 2021; Zhang et al., 2017). “Overall” refers to the combined background dataset of Contemporary S2ORC and WikiSample. We only calculate \( T_f(t) \) for words that appear at least 20 times in each field.\(^3\)

As illustrative examples, Table 1 shows words with the highest \( T_f(t) \) in several fields.

3.2 Discipline-specific senses

Widely disseminated words can be overloaded with domain-specific meanings or use. For example,\(^4\) as we will describe in §3.2, the sense NPMI pipeline operates on lemmas, not words. Standard lemmatizers may not be suitable for rarer words in science, so to make our type and sense metrics comparable, we only lemmatize the set of widely-used words that are shared by both pipelines.

\(^3\)As we will describe in §3.2, the sense NPMI pipeline operates on lemmas, not words. Standard lemmatizers may not be suitable for rarer words in science, so to make our type and sense metrics comparable, we only lemmatize the set of widely-used words that are shared by both pipelines.
bias could refer to a type of voltage applied to an electronic system, social prejudice, or statistical misestimation. Thus, we include word senses as a complement to word types for characterizing domain-specific language. We use senses to refer to different meanings or uses of the same word induced by word sense induction (WSI).

3.2.1 Word sense induction

To partition occurrences of words into senses, we adapt Eyal et al. (2022)’s WSI pipeline with minimal modifications. WSI is an unsupervised task where occurrences of words are split into senses. Eyal et al. (2022)’s approach is designed for large-scale datasets, where a sample of a target word’s occurrences is used to induce senses, and remaining occurrences are then assigned to them. To induce senses, a masked language model predicts the top \( s \) substitutes of each occurrence of a target word. Then, a network is created for each target word, where nodes are substitutes and edges are their co-occurrence. Louvain community detection is then applied to determine senses, or sets of substitutes (Blondel et al., 2008). For example, in the network for bass, the substitutes for its sense as a type of fish are likely not predicted at the same time as substitutes for its musical sense, so each set would represent separate senses.

We carry out this WSI pipeline on a case-insensitive target vocabulary of 6,497 “widely used” words: those that appear in the top 98th percentile by frequency and in at least 50% of venues, not including stopwords and words split into wordpieces. We lemmatize and lowercase target words as a complement to word types for characterizing domain-specific language. We use senses to refer to different meanings or uses of the same word induced by word sense induction (WSI).

We sample 1000 instances of each vocabulary lemma, and use ScholarBERT to predict each instance’s top \( s = 5 \) substitutes (Hong et al., 2022). We truncate each abstract to this model’s maximum input length. We follow Eyal et al. (2022)’s heuristics for determining sets of substitutes that are big enough to recognize as senses: each set needs to have at least two substitutes, and the second most frequent substitute needs to appear at least 10 times across the target word’s sample. If no sets are big enough, we add a fallback case, where we place all occurrences of a word to a single sense.

Eyal et al. (2022) assigns additional occurrences of the target word to induced senses based on Jaccard similarity. We also add a fallback case here: if the overlap of a remaining occurrence’s substitutes with all senses is zero, we assign that occurrence to an extra sense representing previously unseen senses.

3.2.2 Sense NPMI

Once each occurrence of a widely-used word is labeled with a sense, their frequencies can be used to calculate sense NPMI. Sense NPMI uses the same formula as type NPMI, except it is calculated at the sense-level rather than the word-level (Lucy and Bamman, 2021). That is, counts of a word \( t \) are replace with counts of its \( i \)th sense, \( t_i \):

\[
S_f(t_i) = \frac{\log (P(t_i | f)/P(t_i))}{-\log P(t_i, f)}. \tag{2}
\]

4 Validation

4.1 Wiktionary

We perform in-domain validation of the unsupervised sense pipeline using Wiktionary. Words


<table>
<thead>
<tr>
<th>NLP</th>
<th>Chemical Engineering</th>
<th>Immunology</th>
<th>Communication</th>
<th>International Trade</th>
<th>Epistemology</th>
</tr>
</thead>
<tbody>
<tr>
<td>word</td>
<td>( T_f(t) )</td>
<td>word</td>
<td>( T_f(t) )</td>
<td>word</td>
<td>( T_f(t) )</td>
</tr>
<tr>
<td>nlp</td>
<td>0.412</td>
<td>rgo</td>
<td>0.334</td>
<td>treg</td>
<td>0.346</td>
</tr>
<tr>
<td>corpora</td>
<td>0.404</td>
<td>mesoporous</td>
<td>0.328</td>
<td>cd4</td>
<td>0.341</td>
</tr>
<tr>
<td>treebank</td>
<td>0.401</td>
<td>nanosheets</td>
<td>0.327</td>
<td>immune</td>
<td>0.338</td>
</tr>
<tr>
<td>disambiguation corpus</td>
<td>0.393</td>
<td>nanocomposite</td>
<td>0.325</td>
<td>th2</td>
<td>0.335</td>
</tr>
</tbody>
</table>

Table 1: Top five words that are highly specialized to different disciplines. These have the highest type NPMI (\( T_f(t) \)) scores in their respective subfields. As examples, \( \text{treg} \) in immunology stands for “regulatory T cells”, and \( \text{antidumping} \) in international trade places high taxes on imports.
marked as associated with a subfield in this online dictionary should also be highly scored by our metrics. Wiktionary is collaboratively maintained and includes common words listed with definitions that may be labeled as having “restricted usage” to a topic or context. For example, the word *ensemble* has the labels *machine learning*, *fashion*, and *music* (Appendix C). We map Wiktionary labels in English definitions of target words using exact string matching to fields and subfields. If an NPMI score threshold were used to determine whether a token should be considered discipline-specific or not, we expect sense NPMI to recall more words labeled by Wiktionary than NPMI does. We do not calculate precision, because Wiktionary is not necessarily comprehensive for all subfields.

We obtain Wiktionary entries for 94.94% of the common, widely used words that were inputs in the WSI pipeline. We filter out words where all definitions are labeled with only one field, and allow subfields to inherit the words labeled with their parent field. In total, we have 11,548 vocabulary word and subfield pairs to recall across 83 subfields. Since recall is calculated at the word-level and sense NPMI is at the sense-level, we use a word *t*’s most frequent sense *t_0*’s *S_f(t_0)* in a subfield to represent word-level sense NPMI *S_f(t)*.

In Eyal et al. (2022)’s WSI pipeline, the resolution parameter *γ* in Louvain community detection calibrates the number of senses induced per word. Increasing resolution leads to more fine-grained word senses and higher recall, but potentially spurious senses (Figure 3). Rather than using Eyal et al. (2022)’s default resolution value of 1, we use a dynamic formula for resolution (Newman, 2016):

\[ \gamma = \frac{\omega_{in} - \omega_{out}}{\log \omega_{in} - \log \omega_{out}}, \]

where *ω_in* is the probability of an edge between two nodes in the same community, and *ω_out* is the probability of an edge between two nodes in different communities. Intuitively, nodes within communities should be more connected than nodes between them. We follow Newman (2016)’s algorithm, initializing *γ* = 1 and iterating for each target lemma at most 10 times. In each iteration, we run Louvain community detection and recalculate *γ* using the edge probabilities in the current clustering. We stop early if *γ* converges within 0.01 of its previous value.

Sense NPMI with dynamic resolution recalls more discipline-specific Wiktionary words than type NPMI at the same score cutoff (Figure 3). In addition, the sense NPMI of a word in a subfield labeled by Wiktionary is higher than the score of the same word in a random field (paired *t*-test, *p* < 0.001, Appendix C). Thus, Wiktionary-based validation shows that our unsupervised approach is able to measure discipline-specific senses, and in all downstream analyses, we use the dynamically defined *γ* for WSI.

4.2 Examples and interpretation

Examples of semantically overloaded words between fields can also lend face validity to our results (Table 2). Returning to the example introduced at the beginning, *bias* is indeed very overloaded. It has distinct senses with high NPMI (> 0.2) across multiple fields, including statistics (*skew*), optoelectronics (*charge*), cognitive psychology (*preference*), and climatology (*error*). These examples suggest that future work could examine how our approach could provide potential candidates for updating dictionaries or glossaries when new senses are introduced.

Table 3 shows examples of words whose scores increase from type NPMI to sense NPMI despite having counts split across senses. Lucy and Bamman (2021) interpret sense and type NPMI similarly in their downstream analyses, based on the magnitude of their values, but this does not account for how type and sense NPMI scores are related. In the boundary case where a word *t* only has a single sense *t_0*, *S_f(t_0) = T_f(t)*. This leads to a strong correlation between the two metrics, especially when a sense scored as highly associated with a field is also the dominant sense of that word in general. Thus, to narrow in on what

---

6Word in parentheses is the top predicted substitute for that subfield’s sense for *bias*. 

---

Figure 3: Recall and area under the curve (AUC) of 11,548 Wiktionary words with discipline-specific definitions. Sense NPMI with dynamic resolution (γ) recalls more semantically overloaded words than type NPMI at the same score threshold.
Table 2: Hand-selected words that are common across fields, but have different uses or meanings. The senses shown for each word are the two with the highest sense NPMI scores for that word across fields. Each sense is represented by the five most common substitutes suggested by ScholarBERT for instances in that sense.

Table 3: Top five words that have senses associated with each subfield \( (S_f(t_i) > 0.1) \), ordered by the difference \( \Delta \) between word-level sense and type NPMI. These are words that are highly specific to subfields based on their sense, rather than their type. As examples, monetary economics uses liquid to describe valuables that can be easily converted to cash, and stereochemistry uses attack to refer to the addition of atoms or molecules during chemical reactions.

5 Language norms across fields

The linguistic insularity of science varies across fields. For example, Vilhena et al. (2014) found that phrase-level jargon separates biological sciences more so than behavioral and social sciences. We perform a similar analysis with the novel addition of word senses.

To summarize the distinctiveness of word types in a field, we calculate the mean type NPMI score of unique words in a field. Before taking the mean, however, we adjust scores by zeroing negative values, since we are more interested in words associated with a field rather than those that are not. This zeroing practice is typically used in studies where PMI measures word relatedness (Levy et al., 2015; Dagan et al., 1993; Bullinaria and Levy, 2007).

Like Vilhena et al. (2014), we also find that the biological sciences have very distinctive word types (Figure 4). However, there is a considerable amount of overlap in word type distinctiveness across fields. Similar to how natural sciences name molecules and chemicals, the arts and humanities name canons of writers, philosophers, and artists.

We also examine what fields gain the most in NPMI scores when common words are broken into their senses. We recalculate subfields’ average adjusted NPMI, but use \( \max(T_f(t_i), S_f(t_i)) \) instead of \( T_f(t_i) \) for words that have induced senses. Based on their relative increases in average adjusted NPMI, subfields in math/technology, physics, and economics often use common words in specialized contexts (Table 3, Figure 4). There is no significant
Pearson correlation between the distinctiveness of subfields’ word types and that of their senses. Thus, word senses provide a very different perspective on language norms and suggests an additional route through which gatekeeping may occur.

6 Social implications

In this section, we examine two social implications of our metrics: audience design and scholarly success. We limit these experiments to articles in CONTEMPORARY S2ORC that are published among 11,047 venues in the top 95th percentile by abstract count (at least 800 each in S2ORC), to ensure solid estimation of venue-level information, such as their disciplinary focus and average citations per article.

6.1 Audience design

Audience design is a well-studied sociolinguistic phenomenon where a speaker’s language style varies across audiences (Bell, 1984, 2002; Ndubuisi-Obi et al., 2019; Androutsopoulos, 2014). For example, on Twitter, when writers target smaller or more geographically proximate audiences, their use of nonstandard language increases (Pavalanathan and Eisenstein, 2015). Here, we examine this type of language accommodation at the level of subfields, as our data does not contain unique author identifiers that would allow measurements of author-level variation. We hypothesize that for abstracts within the same subfield, ones published for broader audiences (general-purpose venues) use less scholarly jargon than those published in narrower, discipline-focused venues.

To address this hypothesis, we first collect sets of 6 general-purpose and 2464 discipline-specific venues. We use general-purpose venues that appear in both our dataset and Wikipedia’s list of general and multidisciplinary journals:7 Nature, Nature Communications, PLOS One, Science, Science Advances, and Scientific Reports. Discipline-focused venues are those where 80% of articles fall under a single subfield or its name contains the subfield, e.g. Agronomy Journal.8 Among these two venue sets, we examine abstracts labeled with only one subfield.

We then calculate the fraction of jargon over all words in each abstract, by counting tokens

8There is substantial overlap between these two groups, where 80% of venues dominated by one subfield also mention the subfield in its name.

that are either discipline-specific senses or types, where \( c = 0.1 \). In other words, we count \( t \) if \( \max(T_f(t), S_f(t)) > 0.1 \) in the abstract’s subfield \( f \). We find that most fields adjust their rate of jargon based on audience, though fields such as medicine and physics are notable exceptions (Figure 5). One explanation for this exceptional behavior is that general-purpose venues have a history of being led and dominated by biological sciences, and in some, by physical sciences as well (de Carli and Pereira, 2017; Koopman, 2011; Varmus et al., 2000). Thus, jargon-laden fields further from these areas adjust their writing the most when publishing in these venues.

A limitation of this approach for quantifying the amount of jargon in an abstract is that it relies on choosing \( c \). We also obtain similar results with \( c = 0.2 \) and justify our choice of \( c \) in Appendix D.1. An alternative perspective mimics how soon a reader may encounter highly special-
ized language in an abstract. In this approach, we calculate the maximum over an abstract’s type or sense NPMI scores within the first $m$ tokens of the abstract. These results provide another view of our previous finding: fields such as computer science and engineering adjust their content for general-purpose venues more so than those in the biological sciences (Figure 6). This indicates that though most “general-purpose” venues intend to be for all of science, some fields are expected to adapt their language more so than others.

Among in-group members, the use of specialized vocabulary can signal legitimacy and expertise (Agha, 2005; Labov, 1973). Thus, there may be competing incentives influencing authors’ writing. In the next section, we further investigate the relationship between jargon and two incentives in science: citation count and a metric of interdisciplinary impact.

### 6.2 Scholarly success

We hypothesize that jargon plays different roles in the success of an article depending on how “success” is defined. In particular, since jargon gatekeeps outsiders from a discipline, we expect it to negatively affect interdisciplinary impact. To test this hypothesis, we run two sets of regressions to measure the relationship between abstracts’ use of jargon and citation behavior within five years after publication. The first set of regressions predicts short-term citation counts, while the second predicts interdisciplinary impact. We run separate regression models for each field to compare heterogeneity across fields. Each unit of analysis is an abstract published in 2000-2014 labeled with only one or two subfields.

Two key independent variables are the fractions of discipline-specific words and senses in an abstract, with $c = 0.1$. For abstracts that have two subfields in the same analyzed parent field, we sum their type and sense jargon counts. Additional independent variables include time (three evenly-sized time bins within 2000-2014), length of abstract in tokens, number of authors, number of references in the article, number of subfields (one or two), and the venue’s average citations per article.

Citation count is an over-dispersed count variable, so we run a negative binomial regression to predict this outcome (Hilbe, 2011). In some cases,

<table>
<thead>
<tr>
<th>Field</th>
<th>Citation count</th>
<th>Interdisciplinary impact (DIV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>types senses</td>
<td># obs.</td>
</tr>
<tr>
<td>Medicine</td>
<td>-0.15*** 0.60***</td>
<td>1,137,923</td>
</tr>
<tr>
<td>Engineering</td>
<td>0.07 0.64***</td>
<td>786,559</td>
</tr>
<tr>
<td>Comp. sci.</td>
<td>-0.87*** 0.71***</td>
<td>556,330</td>
</tr>
<tr>
<td>Biology</td>
<td>-0.12*** 0.52***</td>
<td>824,768</td>
</tr>
<tr>
<td>Economics</td>
<td>0.15 1.23***</td>
<td>1,245,215</td>
</tr>
<tr>
<td>Physics</td>
<td>0.47*** -1.04***</td>
<td>648,789</td>
</tr>
<tr>
<td>Chemistry</td>
<td>-1.36*** -2.32***</td>
<td>613,535</td>
</tr>
<tr>
<td>Mathematics</td>
<td>1.22*** 1.40***</td>
<td>303,369</td>
</tr>
<tr>
<td>Psychology</td>
<td>0.34*** 3.68***</td>
<td>261,102</td>
</tr>
<tr>
<td>Geology</td>
<td>-0.42*** 0.83***</td>
<td>343,250</td>
</tr>
<tr>
<td>Sociology</td>
<td>1.18*** 2.24***</td>
<td>149,484</td>
</tr>
<tr>
<td>Business</td>
<td>0.30*** 2.71***</td>
<td>160,536</td>
</tr>
<tr>
<td>Environ. sci.</td>
<td>-1.22*** -2.20***</td>
<td>137,862</td>
</tr>
<tr>
<td>Geography</td>
<td>0.17 0.37</td>
<td>127,561</td>
</tr>
<tr>
<td>Material sci.</td>
<td>-1.73*** 1.42***</td>
<td>149,602</td>
</tr>
<tr>
<td>Philosophy</td>
<td>-0.92*** 2.16***</td>
<td>68,512</td>
</tr>
<tr>
<td>Art</td>
<td>-1.75*** -2.30</td>
<td>68,220</td>
</tr>
<tr>
<td>History</td>
<td>-0.27 10.94***</td>
<td>47,910</td>
</tr>
<tr>
<td>Political sci.</td>
<td>2.27*** 2.86***</td>
<td>44,994</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Field</th>
<th>Citation count</th>
<th>Interdisciplinary impact (DIV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>types senses</td>
<td># obs.</td>
</tr>
<tr>
<td>Medicine</td>
<td>-0.15*** 0.60***</td>
<td>1,137,923</td>
</tr>
<tr>
<td>Engineering</td>
<td>0.07 0.64***</td>
<td>786,559</td>
</tr>
<tr>
<td>Comp. sci.</td>
<td>-0.87*** 0.71***</td>
<td>556,330</td>
</tr>
<tr>
<td>Biology</td>
<td>-0.12*** 0.52***</td>
<td>824,768</td>
</tr>
<tr>
<td>Economics</td>
<td>0.15 1.23***</td>
<td>1,245,215</td>
</tr>
<tr>
<td>Physics</td>
<td>0.47*** -1.04***</td>
<td>648,789</td>
</tr>
<tr>
<td>Chemistry</td>
<td>-1.36*** -2.32***</td>
<td>613,535</td>
</tr>
<tr>
<td>Mathematics</td>
<td>1.22*** 1.40***</td>
<td>303,369</td>
</tr>
<tr>
<td>Psychology</td>
<td>0.34*** 3.68***</td>
<td>261,102</td>
</tr>
<tr>
<td>Geology</td>
<td>-0.42*** 0.83***</td>
<td>343,250</td>
</tr>
<tr>
<td>Sociology</td>
<td>1.18*** 2.24***</td>
<td>149,484</td>
</tr>
<tr>
<td>Business</td>
<td>0.30*** 2.71***</td>
<td>160,536</td>
</tr>
<tr>
<td>Environ. sci.</td>
<td>-1.22*** -2.20***</td>
<td>137,862</td>
</tr>
<tr>
<td>Geography</td>
<td>0.17 0.37</td>
<td>127,561</td>
</tr>
<tr>
<td>Material sci.</td>
<td>-1.73*** 1.42***</td>
<td>149,602</td>
</tr>
<tr>
<td>Philosophy</td>
<td>-0.92*** 2.16***</td>
<td>68,512</td>
</tr>
<tr>
<td>Art</td>
<td>-1.75*** -2.30</td>
<td>68,220</td>
</tr>
<tr>
<td>History</td>
<td>-0.27 10.94***</td>
<td>47,910</td>
</tr>
<tr>
<td>Political sci.</td>
<td>2.27*** 2.86***</td>
<td>44,994</td>
</tr>
</tbody>
</table>

Table 4: The columns type and sense show regression coefficients for the fractions of discipline-specific words or senses in abstracts. The dependent variables are citation count and interdisciplinary impact (DIV). Significantly negative coefficients are highlighted, and # obs. is the number of observations. Since dependent variables and their expected values differ across regressions, the magnitude of coefficients are not comparable.

jargon use has a significant positive relationship with citations, but the direction of this relationship differs across fields (Table 4, Appendix D.2).

Alternatively, interdisciplinary impact considers the subfield composition of articles citing a target abstract. We use Leydesdorff et al. (2019)’s established formula, which they call DIV:

$$\text{DIV}(C) = \frac{n}{N} (1 - \text{Gini}) \sum_{i,j \in C,i \neq j} \frac{d_{ij}}{n(n-1)}$$

where $C$ is the set of subfields citing the abstract, $n = |C|$, $N$ is the total number of subfields, and $d_{ij} = 1 - \cos(v_i, v_j)$, where $v$ are subfields vectorized using overall cross-subfield citation counts (Appendix D.2). The first component measures the fraction of citing subfields, the second uses the Gini coefficient to calculate balance of citation counts among $C$, and the third incorporates subfield similarity (Leydesdorff et al., 2019; Chen et al., 2022; Stirling, 1998). We run ordinary least squares regression on abstracts that are cited by at least two subfields, with DIV as the dependent variable. Discipline-specific words and senses have a negative relationship with DIV across fields that have highly distinctive language norms (Table 4).

Thus, though jargon has a varying relationship with citation counts, our regression results suggest

---

For example, Nature’s “Aims and Scope”: https://www.nature.com/nature/journal-information.
that it may generally impede the forging of interdisciplinary connections.

7 Related Work
Computational sociolinguistics often focuses on social media (Nguyen et al., 2016), with less attention on situation-dependent language varieties, or registers, in scholarly communities (Agha, 2005). Here, language differences can indicate different factions of authors and disciplinary approaches (Ngai et al., 2018; West and Portenoy, 2016; Sim et al., 2012).

In addition to our present work, a few studies have examined word meaning or use, such as semantic influence or novelty (Soni et al., 2021, 2022) and semantic uncertainty (McMahan and Evans, 2018). Research on lexical ambiguity in science also appears in education, with an emphasis on how to improve the teaching of overloaded terminology (Ryan, 1985; Cervetti et al., 2015). Other NLP studies of science have predicted responses to articles (Yogatama et al., 2011), measured impact and innovation (Gerow et al., 2018; Hofstra et al., 2020; McKeown et al., 2016), and classified topics' rhetorical functions (Prabhakaran et al., 2016).

8 Conclusion
We use data-driven, interpretable methods to identify jargon, defined as discipline-specific word types and senses, across science at scale. By identifying senses, we are able to recall more words labeled as associated with a field in Wiktionary than with word types alone. We then map language norms across subfields, showing that fields with distinctive word types differ from those with distinctive word senses. Finally, we analyze implications of jargon use for communication with out-groups. We find that supposedly general-purpose venues have varying expectations around abstracts’ use of jargon depending on the field, and jargon is negatively related to interdisciplinary impact. This suggests a potential opportunity for the reconsideration of abstract writing norms, especially for venues that intend to bridge disciplines.

9 Limitations
Below, we outline several limitations of our work. **Data coverage.** Our claims are only valid for the datasets accessed in our study. We use the Microsoft Academic Graph (Sinha et al., 2015) and S2ORC, which is larger than other publicly-available scientific text corpora (Lo et al., 2020). However, these sources can differ from other collections of scientific text, because which journal/venues, sources, and resource types constitute “science” differs across academic literature search systems and databases (Gusenbauer and Haddaway, 2020; Ortega and Aguillo, 2014). In particular, since a substantial portion of S2ORC comes from scrapes of arXiv and PubMed, its coverage of computer science and medicine is better than that of other fields (Lo et al., 2020). Also, our coverage is limited to English articles. Past work has shown that citation-based metrics of impact favor articles written in English, and articles from non-English-speaking countries have different citation patterns compared to others (Liang et al., 2013; Liu et al., 2018; González-Alcaide et al., 2012). Finally, we recognize that MAG field of study labels are contestable and imperfect. For example, less than two-thirds of ACL articles are labeled as natural language processing, and the most popular subfield in ICML is mathematics rather than machine learning.

**Token-level analyses.** Another limitation of our study is that many scholarly terms are not single words or tokens, but rather phrases. Phrases are somewhat accounted for by measuring words’ senses, since senses induced by language models reflect words’ in-context use, including their use in discipline-specific phrases. For example, Table 3 shows that title has a sense specific to stereochemistry, and in abstracts, this word often occurs in the phrases title reaction or title compound. Phrases containing distinctive words are also somewhat accounted for by measuring individual words in the phrase. However, phrase-level measurements of jargon would likely still be useful for improving interpretability and downstream applications of our metrics, and so discipline-specific phrases are a promising avenue for future work.

**Compute.** Science of science is interdisciplinary and involves a range of organizations and institutions. Not all researchers will have easy access to the computational resources needed to replicate our study or apply our approach to data of the same scale. The most resource intensive step of our pipeline is when ScholarBERT predicts each instance of a vocabulary word’s top 5 substitutes across CONTEMPORARY S2ORC and WIKISAMPLE. This took approximately 90 GPU hours split across Nvidia RTX A6000 and Quadro RTX 8000 GPUs. ScholarBERT itself is a 770M-parameter BERT model (Hong et al., 2022), and generally our
compute infrastructure included machines with 64 to 128 cores and 512 to 1024 GB of RAM.

Social implications. In §6.2, we define “success” in two ways, both of which are based on citations. However, though citations are an important currency in science, they are imperfect signals of credit or impact. One article may cite another for reasons that span a range of significance, from brief mentions of related background to core motivation (Jurgens et al., 2018). In addition, associations between jargon use and scientific success may differ as success is redefined using indicators beyond citations. For example, success could be defined beyond scientific communities, such as findings that lead to societal change, products, and use (Bornmann, 2013). Finally, our study on the relationship between jargon and success is not causal, but associational and descriptive.

10 Ethical considerations

Data. With regards to data privacy, the dataset we use, S2ORC, is not anonymized, since entries for each article includes a list of author names. Even with the removal of author names, data can easily be linked to authors since abstracts are published online with attribution. We don’t use author information in our research, and our outputs are aggregated over subsets of data. Still, we acknowledge that science of science research involving author information has the risk of judging research productivity and quality using metrics that may de-emphasize some forms of contribution and labor, systemically disadvantaging some demographic groups. In addition, we did not receive the explicit consent of authors to use their content for our study, though the harms of this are minimized since the type of science we study is inherently a public-facing endeavor. S2ORC is released under a CC BY-NC 4.0 license, and its intended use is for NLP task development and science of science analysis. Any derivatives we produce share the same intended use and license.

“Jargon”. In this paper, we use jargon to refer to sets of words that are specific to a discipline. Jargon can be a neutral term when referring to scientific or technical language, but has negative connotations of being incomprehensible or undesirable when used to refer to community vernacular or entire language varieties. Thus, care should be taken when deciding when and how to use jargon to refer to language.
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Figure 7: The number of abstracts in each top-level MAG field of study (FOS) in S2ORC, sorted from biggest to smallest, before subsampling. Medicine is the most frequent field, and is almost twice as large as the next largest field, which is biology.


A Fields of study

Figure 7 shows the number of valid abstracts in each top-level MAG field of study before subsampling a similar number of abstracts from each subfield. This figure can be compared to Figure 2 to show how the distribution of fields changed after sampling. The following lists the subfields, or level 1 MAG FOS, used in our study. The same subfield may fall under multiple fields.

- **Art** (6 children): art history, classics, humanities, visual arts, literature, aesthetics.
- **Biology** (31 children): computational biology, biochemistry, bioinformatics, cancer research, evolutionary biology, anatomy, molecular biology, pharmacology, immunology, virology, ecology, agronomy, botany, toxicology, food science, microbiology, biological system, agroforestry, biophysics, animal science, paleontology, cell biology, physiology, endocrinology, horticulture, genetics, biotechnology, neuroscience, fishery, zoology, biology (other).
- **Business** (10 children): international trade, accounting, risk analysis (engineering), process management, actuarial science, marketing, industrial organization, finance, advertising, business (other).
- **Chemistry** (20 children): polymer chemistry, molecular physics, biochemistry, organic chemistry, physical chemistry, chemical physics, nuclear chemistry, medicinal chemistry, photochemistry, combinatorial chemistry, computational chemistry, analytical chemistry, food science, chromatography, mineralogy, inorganic chemistry, crystallography, stereochemistry, environmental chemistry, chemistry (other).
- **Computer Science** (32 children): natural language processing, software engineering, theoretical computer science, embedded system, computer security, programming language, data science, computer vision, computer network, human–computer interaction, world wide web, information retrieval, parallel computing, operating system, computer hardware, multimedia, computer graphics (images), library science, real-time computing, artificial intelligence, database, distributed computing, simulation, telecommunications, internet privacy, pattern recognition, machine learning, knowledge management, data mining, speech recognition, algorithm, computer science (other).
- **Economics** (28 children): international trade, labour economics, political economy, natural resource economics, industrial organization, monetary economics, economic system, economy, operations management, demographic economics, management, finance, management science, environmental resource management, accounting, agricultural economics, economic growth, actuarial science, financial economics, market economy, socioeconomics, environmental economics, econometrics, law and economics, development economics, public economics, microeconomics, economics
• **Engineering** (35 children): engineering ethics, software engineering, control engineering, embedded system, nuclear engineering, reliability engineering, operations research, transport engineering, engineering drawing, biomedical engineering, engineering management, electronic engineering, automotive engineering, forensic engineering, operations management, mechanical engineering, petroleum engineering, process engineering, systems engineering, management science, civil engineering, control theory, simulation, telecommunications, geotechnical engineering, pulp and paper industry, process management, environmental engineering, marine engineering, chemical engineering, manufacturing engineering, waste management, structural engineering, electrical engineering, engineering (other).

• **Environmental Science** (7 children): environmental resource management, environmental planning, environmental engineering, agroforestry, soil science, environmental protection, environmental science (other).

• **Geography** (7 children): environmental planning, meteorology, archaeology, physical geography, remote sensing, environmental protection, geography (other).

• **Geology** (14 children): atmospheric sciences, geochemistry, geomorphology, soil science, hydrology, oceanography, climatology, mineralogy, geotechnical engineering, seismology, petroleum engineering, remote sensing, paleontology, geology (other).

• **History** (5 children): art history, classics, ancient history, archaeology, history (other).

• **Materials Science** (6 children): polymer chemistry, optoelectronics, composite material, nanotechnology, metallurgy, materials science (other).

• **Mathematics** (17 children): geometry, topology, combinatorics, operations research, mathematical optimization, pure mathematics, control theory, discrete mathematics, statistics, algebra, mathematics education, mathematical physics, applied mathematics, econometrics, mathematical analysis, algorithm, mathematics (other).

• **Medicine** (45 children): audiology, gerontology, pediatrics, medical physics, urology, radiology, gynecology, dentistry, cancer research, cardiology, veterinary medicine, biomedical engineering, medical education, general surgery, andrology, oncology, dermatology, traditional medicine, orthodontics, anatomy, pharmacology, medical emergency, anesthesia, gastroenterology, immunology, virology, risk analysis (engineering), emergency medicine, surgery, psychiatry, physiology, nursing, endocrinology, clinical psychology, intensive care medicine, physical therapy, nuclear medicine, family medicine, ophthalmology, environmental health, internal medicine, physical medicine and rehabilitation, pathology, medicine (other).

• **Philosophy** (6 children): environmental ethics, humanities, epistemology, aesthetics, linguistics, philosophy (other).


• **Political Science** (4 children): public relations, public administration, law, political science (other).

• **Psychology** (15 children): mathematics education, cognitive psychology, criminology, clinical psychology, applied psychology, social psychology, communication, pedagogy, psychoanalysis, neuroscience, developmental psychology, psychiatry, psychotherapist, cognitive science, psychology (other).

• **Sociology** (11 children): social science, criminology, demography, law and economics, communication, pedagogy, political economy, gender studies, socioeconomics, media studies, sociology (other).
B Dataset filtering

We perform the following preprocessing steps of S2ORC to create CONTEMPORARY S2ORC:

- **Venue.** We consolidate the venue and journal keys of each article’s metadata. We use whichever label is non-empty, and only a small fraction (0.08%) of articles with valid abstracts have venue and journal that differ, in which case we use use the article’s journal. We handle venue names case insensitively, and also remove tokens in their names that contain numbers to consolidate years and editions.

- **Time.** Our study focuses on contemporary science, which are abstracts published during 2000-2019. S2ORC contains some abstracts from 2020 and onwards, but dates past 2020 are likely metadata processing errors. We remove 47.6 million articles outside of this time range.

- **Valid metadata.** We remove 42.5 million articles with missing abstracts, titles, or journal and venue labels.

- **Language.** We remove 77,133 articles from 925 non-English journals or venues, which are those that have less than 80% of their articles in English, using Lui and Baldwin (2012)’s language classifier.

- **Field of study.** Medicine fields dominate S2ORC abstracts. We balance the dataset by taking a sample of 50k articles per subfield. For subfields that are too small to sample or articles that have field-level but no subfield-level labels, we categorize these in an OTHER subfield under their parent field. Since articles can be labeled with multiple FOS, our sample is not perfectly stratified, but prevents large subfields from dominating calculations of the general prevalence of words in English. In total we identify specialized language across 293 subfields that fall under 19 fields (listed in Appendix A).

C Validation details

Here, we include two additional figures to supplement §4.

Figure 8 shows a screenshot of a Wiktionary entry for the word *ensemble*, which is overloaded with several labeled definitions.10 Some labels, such as collective, show grammatical information, while others indicate restricted usage to different fields, dialects, or contexts.11 We match these labels to MAG fields and subfields when evaluating recall of words marked as discipline-specific by Wiktionary.

In the main text, we show that sense NPMI is able to recall more Wiktionary words at the same threshold than type NPMI. In addition, sense NPMI scores are higher in Wiktionary-labeled fields than random ones (Figure 9).

D Additional experimental details

D.1 Cutoff decision

We generated Figure 5 with additional values of the NPMI cutoff $c_i$, such as $c = 0.2$, and achieve similar conclusions (Figure 10). That is, these results are similar when it comes to which fields tend to adjust their language between general-purpose and discipline-focused venues. In the main text, we

---

10https://en.wiktionary.org/wiki/ensemble
11https://en.wiktionary.org/wiki/Template:label
Figure 10: Abstracts’ average fraction of discipline-specific words and senses in fields that appear in both general-purpose and discipline-focused venues (95% CI). This plot uses an NPMI cutoff of 0.2.

Figure 11: Sometimes, NPMI score distributions for subfields are bimodal with a second peak among positive values, especially when a subfield contains large amounts of jargon. The left shows the distribution for pure mathematics, while the right shows particle physics.

usually use $c = 0.1$, as positive NPMI values indicate association, but NPMI values too close to 0 would instead lean towards independence. Though NPMI ranges from -1 to 1, the outputted scores for various subfields tended to range from -0.5 to 0.5, and some include bimodal behavior where the latter peak of the distribution usually occurs after $c = 0.2$ (Figure 11). We assume that this latter peak is indicative of jargon. Thus, we experimented with cutoffs that would separate the initial peak around 0 and a secondary peak in the positive NPMI value range, if any.

D.2 Scholarly success

D.2.1 Subfield similarity

To calculate subfield similarity, we first create a $(N + 1) \times (N + 1)$ citation matrix, where $N$ is the total number of subfields, and the additional row and column represents articles in unknown subfields. Rows in this matrix represent subfields that are cited, and columns are citing subfields. This matrix is generated using all articles published in S2ORC within the years 2000 and 2019 that have inbound citations. For subfield similarity calculations, we use the rows to represent each subfield. For example, the nearest neighbors via cosine similarity of the row representing chemical engineering include polymer chemistry, polymer science, and inorganic chemistry.

D.2.2 Regressions

We ran a few statistical tests to determine what regressions to use.

**Citation counts.** We run both Poisson regressions and negative binomial regressions on citation count data, as these generalized linear models are typically used to model count data. Negative binomial regression is used for data that shows overdispersion, when the variance of the dependent variable exceeds the mean. We calculate the overdispersion ratio $\phi$ of Poisson regressions for each field:

$$
\phi = \frac{\text{Pearson’s } \chi^2}{\text{residual degrees of freedom}}.
$$

Since it exceeds 1 for each field’s regression, there is overdispersion in our data, and thus we use negative binomial regressions for citation counts. Negative binomial regressions require choosing a constant $\alpha$ which is used to express the variance in terms of the mean. We determine $\alpha$ by inputting the fitted rate vector from the Poisson regression into an auxiliary OLS regression without a constant (Cameron and Trivedi, 2013). The $\alpha$ we obtain from this for each regression is significant for all fields except for Art and Philosophy ($p < 0.01$, right-tailed $t$-test).

**Interdisciplinary impact.** We run ordinary least squares (OLS) regressions for this dependent variable. OLS involves several assumptions: randomly sampled data, linearity, exogeneity, noncollinearity, and homoskedasticity. We check for linearity and exogeneity by comparing residuals and fitted values, non-collinearity by checking that the variance inflation factors of covariates do not exceed 5, and homoskedasticity by running a Breusch-Pagan test (Breusch and Pagan, 1979). We find that we satisfy all assumptions except homoskedasticity. Due to this, we also run a weighted least squares regression to check the robustness of our OLS results, and achieve similar coefficients.
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