Abstract

In NLP, recent work has seen increased focus on spurious correlations between various features and labels in training data, and how these influence model behavior. However, the presence and effect of such correlations are typically examined feature by feature. We investigate the cumulative impact on a model of many such intersecting features. Using a new statistical method, we examine whether such spurious patterns in data appear in models trained on the data. We select two tasks—natural language inference and duplicate-question detection—for which any unigram feature on its own should ideally be uninformative, which gives us a large pool of automatically extracted features with which to experiment. The large size of this pool allows us to investigate the intersection of features spuriously associated with (potentially different) labels. We then apply an optimization approach to reweight the training data, reducing thousands of spurious correlations, and examine how doing so affects models trained on the reweighted data. Surprisingly, though this method can successfully reduce lexical biases in the training data, we still find strong evidence of corresponding bias in the trained models, including worsened bias for slightly more complex features (bigrams). We close with discussion about the implications of our results on what it means to “debias” training data, and how issues of data quality can affect model bias.

1 Introduction

Machine learning research today, including within NLP, is dominated by large datasets and expressive models that are able to take advantage of them. At the same time, as the scale of training data has grown, this explosion of data has come at the expense of data curation; for many of the datasets currently in use today, human oversight of the full breadth of their contents has become unrealistic. This makes it more likely that training datasets contain undesirable associations or shortcuts to learning intended tasks. Many cases are attested (e.g., Tsuchiya, 2018; Gururangan et al., 2018; Poliak et al., 2018; McCoy et al., 2019; Rudinger et al., 2018; Stanovsky et al., 2019; Davidson et al., 2019; Sap et al., 2019), and we suspect a vast number of these so-called “spurious correlations” remain undetected.

One question is whether these unintended biases in the training data propagate to models trained on that data. Recent work has found mixed results on this point (Steed et al., 2022; Joshi and He, 2022). We begin by introducing an approach to testing for undesirable model biases that can operate using existing held-out data, even though that data might itself have spurious correlations. In particular, we repurpose the classic permutation test to examine whether observed differences in model performance between instances exhibiting more common feature-label pairings and those exhibiting less common feature-label pairings are statistically significant.

For our experiments, we focus on the simplest kind of feature-label association: correlations between lexical features and task labels. We select two tasks (natural language inference and duplicate-question detection) for which any such lexical feature should be uninformative on its own. Finding strong evidence that models finetuned on three different datasets have at least some of the same lexical biases that exist in their training data, we then examine the extent to which those biases are mitigated by lessening biases in the training data. To do this, we apply an optimization-based approach to reweighting the training instances. The approach brings uneven label distributions closer to uniform for thousands of different intersecting lexical features, many more than we use for our model bias evaluation, and still manages to have a strong effect on the most initially biased features despite our reweighting approach not focusing on those
in particular. We then finetune new models on those (rewighted) datasets. We find that although model bias lessens somewhat when we do this, we still find strong evidence of bias. Surprisingly, this holds even when we consider models that make use of no pretraining data.

We close with a discussion of possible factors contributing to these results. We first note that perhaps the continued relative lack of variety of minority-class examples containing certain features hinders the reweighted models’ ability to generalize their recognition of those less-common feature-class pairs, even though the combined weight given to those few instances in the loss function is increased. However, when we examine the effect of our reweighting on higher-order features (namely, bigrams), we see another problem: the same reweighting that mitigates associations between unigrams and any particular label actually strengthens associations between bigrams and certain labels in data. Based on this observation, we arrive at two conclusions: (1) simultaneously reducing bias across features of different levels of granularity for natural-language data is likely not feasible, and (2) even if we aim to mitigate model bias only with respect to simple features, if we do so by reweighting the data, the high-capacity models used in modern NLP are still capable of learning the spurious correlations of the original unweighted data through associations that remain encoded in more complex features even after reweighting. We conclude that bias reduction in NLP cannot be cast purely as a “data problem,” and solutions may need to focus elsewhere (e.g., on models).

2 What Do We Mean by Bias?

The term “bias” is polysemous, having been adopted by different communities to mean different things, from historically rooted social inequity to skewed model evaluations (Mehrabí et al., 2021) to techniques that help with supervised class imbalance in labels (Chen et al., 2018). In our work, we use “bias” to mean correlations between individual input features and task labels. This framework is fairly general, but our focus in this work is natural language data. Therefore, as an example to illustrate our definition of bias, we will refer to correlations between the presence of individual word types in the input (unigrams) and a given label in a classification task.

More formally, consider a task of mapping inputs in $X$ to labels in $Y$. We assume a training dataset $D = \{(x_i, y_i)\}_{i=1}^n$, each $x_i \in X$ and $y_i \in Y$. We are particularly interested in a designated collection of $d$ binary features on $X$, the $j$th of which is denoted $f_j : X \rightarrow \{0, 1\}$. For example, $f_j$ might be the presence of the word “nobody” in an instance. Let $f_{j,i}$ be shorthand for $f_j(x_i)$ (e.g., whether instance $x_i$ contains the word “nobody” ($f_j(x_i) = 1$) or not ($f_j(x_i) = 0$)).

Introducing random variable notation, we can characterize $D$ by its empirical conditional distribution over labels given each feature, such that for all $y \in Y$,

$$\hat{p}(Y = y | F_j = 1) = \frac{\sum_i 1\{f_{j,i} = 1 \land y_i = y\}}{\sum_i 1\{f_{j,i} = 1\}}.$$  

If the conditional distribution of output labels given the presence of a particular lexical feature is very different from the overall label distribution in the data, we consider that feature to be biased in the training data.

3 Measuring Bias in Model Performance and Data

Recall that when $\hat{p}(Y = y | F_j = 1)$ is close to 1, it means feature $j$ is correlated with label $y$ in a given dataset. Let us denote the set of examples that contain feature $j$ and have the label most strongly associated with feature $j$ in $D$ by $U_j$, which we call the “usual-labels” set. Then, denote the examples that contain $j$ but have a different label by $N_j$, which we call the “unusual-labels” set.

To build intuition, the accuracy of the model on instances which contain feature $j$ is the accuracy over the union $U_j \cup N_j$. However, to measure if the model is picking up bias from the data, we will measure accuracy over $U_j$ and $N_j$ separately. To maximize accuracy on $U_j \cup N_j$ the model would be justified in disproportionately labeling instances containing $f_j$ with $y$, so we can’t use accuracy by itself to measure model bias. Instead, the key idea here will be to look for differences in error rates between instances whose labels align with features’ training biases (the “usual-labels” set), and instances whose labels do not.

If the model has learned a biased representation of the data, we expect it to have higher accuracy on the “usual-labels” set, $U_j$. On the other hand, if the model hasn’t learned that bias, we would expect the correct predictions to be uniformly distributed between $U_j$ and $N_j$. We use this as the basis for
a hypothesis test: the null hypothesis $H_0$ is that the accuracy of model is the same on both sets $\text{ACC}(\mathcal{U}_j) = \text{ACC}(\mathcal{N}_j)$, and the alternative hypothesis $H_1$ is that $\text{ACC}(\mathcal{U}_j) > \text{ACC}(\mathcal{N}_j)$. That is, if the errors are distributed uniformly at random, how likely is it that $\mathcal{U}_j$ would have at least its observed number of correct instances?

### 3.1 Permutation Test

Given a model’s accuracy on $\mathcal{U}_j$ and $\mathcal{N}_j$, and the size of the two sets, we can calculate the $p$-value for this hypothesis test exactly using the permutation test (Phipson and Smyth, 2010). Our null hypothesis is that the errors are uniformly distributed between $\mathcal{U}_j$ and $\mathcal{N}_j$, so the permutation test calls for randomly shuffling whether a given instance is correctly labeled, while not changing the number of instances in each category or the model’s overall accuracy on the set union, both of which change the shape of the distribution of correct instances that we’d expect to see, but neither of which is the property for which we’re testing. As there are finitely many ways to shuffle whether a given instance is correctly labeled, this test also has the benefit of having a closed form, giving us an exact $p$-value.1

### 3.2 Calculating Bias over Multiple Features

In the previous section we described how we could use a permutation test for a single feature $f_j$. Here we describe how to apply this to the full dataset. We define $\mathcal{U}$ as $\cup_j \mathcal{U}_j$ and $\mathcal{N}$ as $\cup_j \mathcal{N}_j$ for 50 features $f_j$ per distinct label (namely, those that demonstrate the highest association with that label in the training data), so 100 or roughly 150 features $f_j$ total depending on whether the dataset is 2- or 3-class (“roughly” because some features are among the most associated for two classes in 3-way classification). Given that each example $x_i$ includes multiple features (e.g., $f_{j,i} = 1 \land f_{k,i} = 1$) it’s possible for example $x_i$ to have label $y_i$, which is the “usual-labels” for $f_j$ but an “unusual-labels” for $f_k$. When this happens, we add it to both sets $\mathcal{U}$ and $\mathcal{N}$, meaning that their intersection is not necessarily empty. Pooling examples in this way allows us to run a single hypothesis test for whether or not the model learns bias from the dataset, avoiding the multiple-comparisons issue of running one hypothesis test for each feature. This procedure is described in Figure 1.

## 4 Applying the Test

Here we shift our focus to particular tasks and datasets, in order to apply our test in practice.

### 4.1 Determining Biased Features (and Tasks)

For our experiments, we want a large volume of features that should ideally exhibit no correlation with labels. In order to get a large number of features, we’d like them to be simple and easy to automatically detect, so unigram features again come to mind, guiding our selection of tasks and datasets for experiments.

When is the association of unigram features with a particular label a problem? While previous work has argued that the presence of an individual word type in a given instance, by itself, does not provide enough information to predict the label for any ideal task that requires an understanding of natural language (Gardner et al., 2021), in this work we consider this argument only as it relates to two tasks where such a position is relatively uncontroversial: natural language inference, and duplicate-question detection.

Consider the task of natural language inference (NLI), where the input consists of two sentences (premise and hypothesis), and the correct label is a human annotation indicating whether the premise entails the hypothesis, contradicts it, or neither. Continuing our example from section 2, if $f_{j,i} = 1$, then the word “nobody” appears somewhere in example $x_i$ (premise, hypothesis, or both). Given these definitions of the task and the features, $f_{j,i} = 1$ by itself is uninformative for predicting $y_i$ (intuitively, we don’t learn any information about whether or not the premise entails the hypothesis by knowing that the word “nobody” appears somewhere in the input). However, it has been shown that in the SNLI dataset (Bowman et al., 2015) $f_j = 1$ almost perfectly predicts the label, in both the training and test sets (for example, in the training set, 2368 instances with $f_j = 1$ have a label of “contradiction” and only 13 don’t). Thus, this is an example of a “spurious correlation” (or, bias in the data).

---

1For simplicity, we assume here that the model has an equal likelihood of guessing any of the output classes. In practice, this is approximately accurate for the data on which we experiment, though this assumption could be removed in principle by multiplying each permutation by a corresponding probability.
4.2 Applying the Test to Models

We now apply the described permutation test to finetuned models. For each of SNLI (Bowman et al., 2015), QNLI (Wang et al., 2018), and QQP, we finetune three pretrained RoBERTa-large models (Liu et al., 2019) with different random seeds on their training sets. We use a learning rate of $2 \times 10^{-6}$ and finetune for 15 epochs using a single GPU with 12GB memory.

Following the argument by Gardner et al. (2021) that unigram features for these kinds of theoretically complex tasks should ideally be uninformative in isolation, we use lexical types as our bias evaluation features. For the purpose of this calculation, each label will contribute the 50 features that have the strongest correlation with it (as calculated by $z$-score, again following Gardner et al., 2021) in the lowercased training data, excluding stop words, since they tend to receive high $z$-scores due to appearing in such an overwhelming number of instances. We then select all test instances with one or more of those types present as our evaluation set for our permutation test. For models finetuned on SNLI and QQP, we find $p$-values of at most $2.3 \times 10^{-17}$ (see “Trained on uniform” rows of Table 2), indicating very strong evidence that—as expected—these models reflect the bias associated with types with high $z$-scores in the training set. For QNLI, we see mixed results depending on our random seed, with $p$-values of 0.0057, 0.024, and 0.053 for our three finetuned models. (Worth noting is the fact that, as we will see later in Section 5.1, QNLI has the lowest overall feature-label bias of any of these three datasets.) Still, we see enough of these models demonstrating bias to merit investigating why this occurs.

---

2Quora Question Pairs dataset (QQP): data.quora.com/First-Quora-Dataset-Release-Question-Pairs

3In section A.1, for illustration purposes, we include the resulting list of 50 lexical types per label for SNLI.
5 Where Does that Bias Come From?

Having established that there is often similar bias in the finetuning data and models trained on that data, we consider that the finetuning data is not necessarily the source of the bias in the model. For example, the bias could come from the pretrained data as well. With that in mind, how might we check the impact of the finetuning data specifically?

5.1 Intervening on the Data by Balancing It

Our strategy is to intervene on the data to lessen lexical bias. While modifying the data is only one family of approaches towards reducing eventual bias of a learned model (see, for example model-based strategies such as those proposed by Clark et al., 2019, or Karimi Mahabadi et al., 2020), recall that our goal here is to investigate the effect of the finetuning data on the rest of the training setup, so for our purposes we keep the rest of the training procedure the same.

Prior work has explored different ways of intervening on data, such as manual data augmentation (Zhao et al., 2018; Zhang and Sang, 2020; Gowda et al., 2021; Lee et al., 2021), or occluding bias in the original data (Feldman et al., 2015), but along very few different axes of bias. Other work augments minority-class data for the purpose of addressing class imbalance (Chawla et al., 2002). Yet others have taken the approach of generating new data to augment the existing data in ways that counteract certain biases (Wu et al., 2022). However, this last work relies on model-generated text, which, as Wu et al. (2022) themselves acknowledge, could differ from human-generated text in ways that aren’t immediately obvious (Zellers et al., 2023).

In order to avoid potential new artifacts introduced by using machine-generated training data, and to improve the label balance in aggregate for a large volume of features simultaneously, we reweight existing training data such that in expectation, the disproportionate association of lexical features with certain labels is decreased. Reweighting data to remove bias is not a new idea—Kamiran and Calders (2012) do this through downsampling—but typically such approaches have considered at most a handful of different axes of bias. Some existing work, namely Byrd and Lipton (2018) and
sum of squares of the left side of Equation 4; the approach is simplified by a reparameterization:

\[ q_i = \frac{\exp z_i}{\sum_i \exp z_i} \]

This is equivalent to optimizing with respect to unnormalized weights \( (z_i) \) that are passed through a “softmax” operator, eliminating the need for the constraints in Equations 2 and 3. Once we have \( q \), we multiply each \( x_i \)’s contribution to the loss during training by \( q_i \cdot |\mathcal{D}| \).

We apply this algorithm to reweight the following training datasets: SNLI (Bowman et al., 2015), MNLI (Williams et al., 2018), QNLI (Wang et al., 2018), and QQP. In contrast to the <200 features per dataset that we use for evaluation of bias in models, when reweighting data, we used all types that appeared at least 100 times in their corresponding training data as features, and we denoted an “instance” as the concatenation of a paired premise and hypothesis (or, for QQP, the concatenation of the two questions). We removed features from consideration if they did not have at least one document in the dataset for each of their labels.\(^6\)

We see in Table 1 that by solving for distributions \( q \) over the different datasets as described, we successfully reduce \( \text{Err}(q) \) compared to the initial uniform weighting for all datasets except MNLI.\(^7\)

This leaves us with three successfully reweighted datasets with lessened unigram bias overall, and we can use these to investigate possible reduction of lexical bias compared to their original, uniformly-weighted counterparts. We confirm that for the high-\( z \)-score features used for model bias evaluation for each of these three, their label balance in the data either improves (often dramatically) or stays comparable as a result of our reweighting \( q \). (Here and elsewhere, we use “label balance” of a feature to refer to the average absolute difference between its empirical label distribution in the training data and the overall label distribution of the training data, averaging elementwise over each possible label.) For example, see Figure 2 for the change that our reweighted \( q \) makes in improving the label distributions of our original high-\( z \)-score features from SNLI that we use for evaluation.

\(^6\)This was not the case for any features in MNLI or QNLI, but applied to the word “recess” for SNLI, and the words “gobi” and “weakest” for QQP.

\(^7\)MNLI is unusual among the datasets we studied in its remarkably low degree of lexical-feature bias to begin with, so it is perhaps not surprising that further lowering that bias across thousands of features proves difficult.

5.2 Impact when Finetuning on Reweighted Data

We now consider what happens when we finetune models on that data. We finetune RoBERTa-large models using new random seeds and all the same hyperparameters as before, only this time on training data reweighted using the new \( q \) distributions. We see similar validation accuracies (a point or so of difference), indicating that this reweighting has a small effect on overall performance, even though the validation sets may contain similar biases to their corresponding training sets and therefore benefit models that leverage those biases.

The results of rerunning our model bias evaluation are listed in the top half of Table 2. While we do see an increase in \( p \)-values, indicating weaker evidence of bias than for models trained on the uniformly-weighted training data, for both SNLI and QQP, we are still left with very strong evidence of bias (\( p \)-values of at most \( 1.2 \times 10^{-5} \)). A natural question that we might ask is whether we can attribute this remaining bias to the pretraining data.

To test whether we see the same patterns in the absence of any other training data, we also train two bidirectional three-layer LSTMs per dataset from scratch (i.e., no pretraining and no pretraining data), one using uniform weighting and the other using \( q \)-rewighted.\(^8\) As we can see in Table 2,
### Table 1: The average absolute difference between the empirical fraction of label $y$ in instances with any particular unigram feature $j$ and the total weight given to label $y$ in the full training data, computed over all features and all their label values. Lower is better.

| $|\mathcal{D}|$ | # Features | $|\mathcal{Y}|$ | Err(Uniform) | Err(Adjusted $q$) |
|-----------------|-----------------|-----------------|--------------|-----------------|
| SNLI            | 549,367         | 3866            | 3            | 0.057           | 0.040           |
| MNLI            | 392,376         | 6854            | 3            | 0.022           | 0.084           |
| QNLI            | 104,743         | 3770            | 2            | 0.042           | 0.012           |
| QQP             | 363,831         | 4386            | 2            | 0.154           | 0.047           |

### Table 2: Exact $p$-values for permutation tests conducted on different models, which check the probability that the usual-gold-label subset of the test data would have at least its observed accuracy if the instances guessed correctly by the model were distributed uniformly at random across the usual and unusual gold-label test subsets. The pretrained model used to initialize each finetuned transformer was RoBERTa-large, and for each pairing of a dataset and a uniform or adjusted weighting of its data in finetuning a transformer, we ran three separate random seeds to observe variance. For each dataset-weighting pairing in training LSTMs from scratch, we used a single random seed.

<table>
<thead>
<tr>
<th></th>
<th>SNLI</th>
<th>QNLI</th>
<th>QQP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trained on uniform</td>
<td>Trained on adjusted $q$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1.9 \times 10^{-35}$, ${1.1, 2.2} \times 10^{-25}$</td>
<td>$5.7 \times 10^{-3}$, ${2.4, 5.3} \times 10^{-2}$</td>
<td>$2.4 \times 10^{-26}$, $2.6 \times 10^{-20}$, $2.3 \times 10^{-17}$</td>
</tr>
<tr>
<td></td>
<td>Trained on adjusted $q$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>${1.2, 1.7, 3.2} \times 10^{-14}$</td>
<td></td>
<td>${3.7, 7.6, 2.6} \times 10^{-1}$</td>
</tr>
</tbody>
</table>

### Table 3: The average absolute difference between the empirical distribution of label $y$ (in the data) for instances with a bigram feature $j$ and the overall distribution of label $y$ given the full data (we perform this difference elementwise). The calculations over any row in this table are performed over 200 randomly selected bigrams $j$ from that dataset, which are kept consistent across columns. Lower is better.

<table>
<thead>
<tr>
<th></th>
<th>Err(Uniform) ($\downarrow$)</th>
<th>Err(Adjusted $q$) ($\downarrow$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNLI</td>
<td>0.059</td>
<td>0.122</td>
</tr>
<tr>
<td>QNLI</td>
<td>0.134</td>
<td>0.173</td>
</tr>
<tr>
<td>QQP</td>
<td>0.215</td>
<td>0.224</td>
</tr>
</tbody>
</table>

while there continues to be a rise in $p$-value with the switch to the reweighted $q$, the higher $p$-value is still vanishingly small. All the models trained from scratch are biased.

Of particular interest is the fact that the LSTMs trained on QNLI display strong evidence of bias, while the pretrained transformers that were finetuned on either version of QNLI (rewighted or not) were the only models that did not display strong evidence of bias. This indicates that at least in QNLI’s case, bias has entirely separate causes than training data; for QNLI, it’s only the models trained from scratch that display significant evidence of bias. This, along with the tiny $p$-values for the other LSTMs, indicates that there are still factors even in the reweighted data that contribute to bias.

bag-of-words embeddings (Mikolov et al., 2013) trained using their respective $q$-weighted training sets. We use a word embedding dimension of 128, a hidden size as input to the second LSTM layer of 256, and a hidden size as input to the third LSTM layer of 512. That third layer outputs a 128-dimensional vector, to which a linear projection projecting it to the appropriate number of output dimensions is then applied.

At first, this is surprising. Given that the LSTMs trained with the reweighted $q$ distributions over data were exposed to no other data, why do they still exhibit bias? One possibility is issues of quality inherent to some unusual-label data. For example, consider the word “favorite” in SNLI, which has one of the highest $z$-scores for the “neutral” label. Even though nothing about the task of de-
terminating whether one sentence entails another inherently suggests an association between “favorite” and a particular label, since SNLI was constructed based on photographs (without any additional data about their subjects’ mental states) as the underlying source of data for written premises, we expect the term “favorite” to occur mostly in hypotheses that are neither entailed nor contradicted by this data. Even though the reweighted $q$ gives more weight to unusual examples, those examples could sometimes be of lower quality due to details of how the data was collected.

Furthermore, even though the total contribution to the loss function during training is approximately the same across labels using the reweighted $q$, the model still sees a wider variety of instances for types’ “usual” labels, which perhaps allows it to generalize better in that regard. In other words, the characteristics of less common $(f_j, y)$ pairings aren’t inherently easier for a model to learn than the characteristics of more common pairings, so models’ generalization to new examples with the less common $(f_j, y)$ pairing would still be hurt by seeing a smaller variety of examples representing those kinds of instances, even if that smaller variety received greater total weight in the loss function.

### 6 Effects of Rebalancing on Higher-Order Features

We have found that rebalancing labeled data doesn’t remove bias in a downstream model. Another possible explanation is that rebalancing also affects higher-order features’ effective correlations with labels, and such bias may carry over into models (whether it was originally present or not). We consider bigrams, as they represent only a slight additional level of complication.

To get a sense of how bigrams overall are affected, we randomly sample 200 bigrams for each of the three successfully rebalanced datasets, selecting uniformly at random among the set of bigrams that appear in at least one instance of each label. We then examine the effect of our (unigram-based) rebalancing of data from table 1 on associations in the data between bigram features and labels. Table 3 shows that in all cases, the average gap between the overall label distribution in the data and the empirical distribution of labels given a bigram worsens, despite unigrams’ label distributions better reflection of the data’s overall label distribution (Table 1) that results from the same reweighted $q$.

This analysis provides a possible explanation for how rebalancing the data with respect to biased unigram features fails to prevent models from learning bias: the rebalancing didn’t correct for biased bigram features, which mislead the model, effectively “bringing the unigram features” along with them so that unigram-bias gets learned anyway. This is a troubling sign for approaches to bias reduction that focus on data alone, pointing to the need for methods that focus on other aspects of model learning as well.

### 7 Methods from Related Work

Considerable research has posed similar questions of undesirable associations in data manifesting in models, whether through spurious correlations between lexical features and labels (Tsuchiya, 2018; Gururangan et al., 2018; Poliak et al., 2018; McCoy et al., 2019) or through gender or racial bias (Waseem and Hovy, 2016; Rudinger et al., 2018; Stanovsky et al., 2019; Davidson et al., 2019; Sap et al., 2019). Out of this large body of work, a few prevailing evaluation methods have emerged.

Foremost among these is assembling a single test set in which a particular bias of interest is lessened and evaluating models’ aggregate performance on that test set, such as by excluding instances for which a model that should be too simple to perform the task is correct (Gururangan et al., 2018) or by constructing such a dataset from scratch (McCoy et al., 2019). Similarly, Gardner et al. (2020) assemble what is essentially a new, miniature test set (a “contrast set”) for each human-identified possible category of mistake that a model might make.

We now consider what existing work finds regarding bias in models using these different methods. Overall, we see mixed results. Caliskan et al. (2017) determine that trained word vectors do pick up societal biases from their training corpora. Likewise, Rudinger et al. (2018) find evidence of gender bias in coreference resolution systems. Stanovsky et al. (2019) find gender bias in machine translation systems, and Sap et al. (2019) find racial bias in hate speech detection models. However, whether multiple attributes’ biases in data transfer to models is less clear. For example, Steed et al. (2022) find that both pretraining data and finetuning data have an effect on biases having to do with gendered pronouns and identity terms that are learned by occupation and toxicity classifiers, but that certain forms of bias reduction in either pretraining or fine-
tuning data don’t necessarily overcome bias that the model might pick up from the other. This is possibly explained by the results of Zhou and Srikanth (2022), who find that data used for finetuning largely distances clusters of textual representations by label without significantly changing other properties of the underlying distribution of data. In a similar vein, Joshi and He (2022) find that counterfactually augmented training data can actually exacerbate other spurious correlations in models.

For all the different results reported in this body of literature, there are some typical characteristics of the bias evaluation methodology they apply. As referenced earlier, it is common for this work to test for a single undesirable form of behavior (e.g., biased use of gendered pronouns). For example, Belinkov et al. (2019) focus on whether NLI models ignore input instances’ premise, an important problem, but this also simplifies their evaluation, as they don’t need to consider the potentially disparate impact of their adjusted model on intersecting biases. Another common characteristic is the creation of new and separate test data (McCoy et al., 2019; Zhang et al., 2019), on which decreased performance is taken to indicate bias (Tu et al., 2020; Wu et al., 2022). A concern regarding this strategy, though, is that such test sets very likely still contain (undetected) biases of their own. Due to the complicated nature of natural language and the highly intertwined features that occur together in text, it is very likely that this will be true regardless of the test set created.

Results using our permutation testing framework indicate the difficulty of removing or mitigating bias from data in a way that corresponds to the mechanisms by which models absorb that bias in practice. This is reminiscent of results from, for example, Gonen and Goldberg (2019) or Elazar and Goldberg (2018), who note that certain ways of seemingly covering up bias still leave traces of that bias in models, and is in line with arguments made by, for example, Eisenstein (2022) and Schwartz and Stanovsky (2022). Further development and testing of hypotheses about how models acquire bias will be important to ensuring that they truly perform the tasks that we intend, and not versions that rely on biased shortcuts in the data.

8 Conclusion

We explored how lexical bias in labeled data affects bias in models trained on that data. Our methodological contribution is a procedure, based on the permutation test, for analyzing biased associations between given features and model predictions, in test data that might itself contain biases. Our empirical finding is that, in cases where a dataset can be rebalanced to remove most lexical bias, the resulting models remain biased. This may be related to our observation that the correlations of higher-order (bigram) features with labels actually get worse after rebalancing. We conclude that reducing bias in NLP models may not be achievable by altering existing training data distributions.

Limitations

One of the limitations of this work is that we restrict ourselves to examining datasets for supervised learning that contain relatively short instances of text. This likely facilitated the reweighting of data that we wished to perform as an intervention to produce the reweighted data that we study, as the short length of each text effectively capped the number of different lexical features that could cooccur in the same instance. The results we present here might not be representative of lexical feature bias in data with much longer units of text. Also, the fact that the datasets that we used are all in English means that our lexical features were premised on simple whitespace tokenization with punctuation removal; for other languages with a larger variety of reasonable tokenization schemes at varying levels of granularity, the distribution of lexical features, and the resulting conclusions, might look very different.

In addition, apart from the issues we have raised in transferring reduced bias in data to models, we note that an exhaustive list of all features that are present in particular data is extremely impractical (and in some cases impossible); any set of features will inevitably leave out some trait of the data, making the reweighting procedure we follow in this work inherently incomprehensive. For those features not included in the problem setup, the measured quality of a returned $q$ distribution will not reflect any changes relevant to those features, although the balance of those features has likely also changed. Even among the features included in the problem input, shifting $q$’s probability mass to improve the balance for one set of features’ labels may simultaneously hurt the balance for another.
Ethics Statement

This work addresses one piece of the much broader set of questions surrounding how biases—from low-level word associations to high-level social biases—manifest in natural language, and the effects that they have on the models that we train and develop as researchers and practitioners. Parsing out how such biases transfer to models, and when they are harmful, has been and will continue to be key to making progress towards understanding the technologies we create and the scope of what they can or should do.
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A Appendix

A.1 List of non-stop-word types most associated with each SNLI label

A.1.1 Entailment

These were the 50 word types (after stop words were filtered out) that had the highest $z$-scores for the “entailment” label in SNLI:

outside
outdoors
person
near
people
animal
human
humans
least
someone
moving
instrument
something
animals
sport
together
wet
touching
vehicle
things
theres
clothes
multiple
picture
proximity
interacting
physical
using
activity
canine
music
active
musical
object
wears
motion
consuming
clothed
clothing
mammals
working
objects
present

A.1.2 Contradiction

These were the 50 word types (after stop words were filtered out) that had the highest $z$-scores for the “contradiction” label in SNLI:

sleeping
nobody
cat
eating
sitting
tv
alone
swimming
asleep
inside
bed
couch
cats
naked
driving
home
empty
eats
car
nothing
running
watching
woman
movie
basketball
nap
television
pool
sleep
anything
moon
beach
man
quietly
laying
room
frowning
sleeps
riding
flying
sits
napping
crying
house
desert
dancing
bench
theater
indoors
pizza

A.1.3 Neutral
These were the 50 word types (after stop words were filtered out) that had the highest $z$-scores for the “neutral” label in SNLI:

friends
tall
trying
waiting
new
sad
owner
first
competition
going
favorite
friend
winning
vacation
get
date
birthday
wife
work
brothers
ready
party
mother
family
sisters
championship
win
husband
time
fun
siblings
getting
fetch
parents
tired
school
father

best
money
day
married
son
competing
way
wants
professional
trip
likes
show
got
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