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Abstract

There is a multitude of textual data relevant to the financial markets, spanning genres such as financial news, earnings conference calls, and social media posts. Earnings conference calls are one of the most important to information flow as they reflect a direct communication between company executives, financial analysts, and large shareholders. Since these calls contain content that is forward-looking in nature, they can be used to forecast the future performance of the company relative to market expectations. However, they typically contain over 5,000 words of text and large amounts of industry jargon. This length and domain-specific language present problems for many generic pretrained language models. In this work, we introduce a novel task of predicting earnings surprises from earnings call transcripts and contribute a new long document dataset that tests financial understanding with complex signals. We explore a variety of approaches for this long document classification task and establish some strong baselines. Furthermore, we demonstrate that it is possible to predict companies’ future earnings surprises from solely the text of their conference calls with reasonable accuracy. Finally, we probe the models through different interpretability methods and reveal some intuitive explanations of the linguistic features captured that go beyond traditional sentiment analysis.

1 Introduction

There is a multitude of textual data relevant to the financial markets, spanning genres such as financial news, earnings conference calls, analyst recommendation reports, social media posts, and regulatory filings. Earnings conference calls are one of the most important datasets relevant to the information flow in equity markets because they reflect a direct communication between company executives and financial analysts (Brown et al., 2004).

Many public companies in the US hold earnings conference calls quarterly, in which their executives discuss the recent performance of the firm, their prospects, and answer questions from financial analysts covering their firms. Typically, companies report results quarterly at a lag of 4-6 weeks from the end of the previous period, and hold a conference call shortly thereafter. Therefore, the company executives have substantial knowledge into the next period’s results when the call is held, providing a rare opportunity to detect textual indicators, such as tone and emotion in executive and analyst language patterns. These diverse signals, which can vary from clear sentiment to more subtle signs of deception (Larcker and Zakolyukina, 2012) or obfuscation (Bushee et al., 2018), may reveal important information about the current and future prospects of the company and be used to forecast its future earnings surprises. Earnings surprises, which measure the operating performance of a company relative to market expectations, are highly followed by equity investors and often result in high magnitude stock returns and volatility (Doyle et al., 2006).

In this paper, we consider the problem of using the textual content of earnings call transcripts to forecast future earnings surprises. It is important to note that this is a challenging task because the forecasting horizon is long (~3 months), producing a lot of uncertainty between the forecast and

\[
\text{Input: } \ldots \text{we continued our positive momentum in the first quarter reporting comp sales that accelerated from our strong fourth quarter performance. During the quarter, we drove market share gains and better than expected profitability by capitalizing on the advantages of our business model with dynamic marketing, compelling brands, and providing our customers with the preferred beauty shopping experience...}
\]

\[
\text{Output: } \text{Positive Surprise, } P(y = 1) = 0.95
\]

Figure 1: Paragraph of a sample transcript from the Validation Set that resulted in a positive surprise prediction from the model.
event data, and there are legal restrictions about what is allowed to be disclosed to the public during the call. As a result, it is not clear \textit{a priori} if the content of call transcripts contains sufficient task signal to outperform even uninformed baselines.

In the broader literature, there has been growing interest in the relevance of textual content to financial markets that has increasingly grown in sophistication in recent years. Some initial attempts used the Harvard General Inquirer IV-4 (HGI) dictionary to measure word polarity in financial text but found there to be domain mismatch (Price et al., 2012). Then, Loughran and Mcdonald (2011) constructed their own financial-specific sentiment dictionary (LM). Interestingly, they found that 75\% of words with strong negative polarity in the HGI dictionary had a neutral sentiment in a financial context (e.g. liability, tax, excess, etc.). Further, Ke et al. (2019) develop a supervised learning method to identify sentiment in WSJ news articles, and found that over 40\% of the most negative words identified by their model are not present in the LM dictionary because they are not negative in the context of regulatory filings. In other words, even within the financial domain, there can be a genre mismatch between different types of financial text. This motivated us in this work to explore models that are well attuned to the language of earnings conference calls.

However, the length of these conference calls, typically ranging from 5,000 to 10,000 words per transcript, creates some challenges because many of the popular pretrained language models only support a maximum length of 512 tokens. While there have been many advances in developing Efficient Transformers that reduce the time complexity of the self-attention mechanism, these methods are still computationally expensive to pretrain and there does not yet exist a variety of pretrained versions, such as BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019), which both contain many variants targeting specific domains, such as biology (Lee et al., 2020), medicine (Gu et al., 2021), law (Chalkidis et al., 2020), finance (Yang et al., 2020a), and many others. As far as we know, there does not exist equivalent domain specific pretrained versions of these Efficient Transformers.

In this work, we explore a variety of approaches to this novel long document classification task and make the following contributions.

1. We introduce a novel task of using the text from earnings conference calls to make long horizon predictions of future company earnings surprises and explore a variety of approaches to this long document classification task (§3).
2. We contribute a new long document dataset that tests financial language understanding with complex signals that we anticipate to be of broader interest to the computational linguistics community (§3.1).
3. We explore a variety of approaches for this task, including simple bag-of-words models as well as long document Transformers, such as Efficient Transformers and tailored Hierarchical Transformer models, establishing the state of the art (§4).
4. We demonstrate that it is possible to predict companies’ future earnings surprises with reasonable accuracy from solely the textual content of their most recent conference calls (§5).
5. We probe the best model through different interpretability methods to reveal some intuitive explanations of the linguistic features captured, which indicates that our model is learning more powerful features than just traditional sentiment (§6).

We release the dataset and sample code at: https://github.com/rosskoval/fc-es-ccts

2 Related Work

2.1 Long Document Classification

There are generally two different approaches to modeling long documents. First, there is a class of Efficient Transformer models that were designed for long documents, such as Transformer-XL (Dai et al., 2019), Longformer (Beltagy et al., 2020), BigBird (Zaheer et al., 2020), and Reformer (Kitaev et al., 2020), which modify the self-attention mechanism in the original implementation to make it more efficient to accommodate longer contexts. These models have been shown to excel at long document understanding tasks, such as classification, question-answering, and summarization.

Alternatively, a hierarchical attention approach can be used. In Hierarchical Attention Networks
(Yang et al., 2016), the authors model a document in a hierarchical fashion, viewing a sentence as a sequence of words and a document as a sequence of sentences, and use self-attention and recurrent networks to produce document representations. More recent work on Hierarchical Transformers (HTs) extend this approach to use pretrained language models for segment-level embeddings and Transformers for document-level representations (Pappagari et al., 2019; Yang et al., 2020b; Zhang et al., 2019; Mulyar et al., 2019). This approach naturally supports longer sequence lengths due to the product of multiple self-attention mechanisms. Although Efficient Transformers are attractive in principle, there is much less availability of them pretrained in different domains and languages, such as mBERT (Devlin et al., 2019) and XLM-RoBERTa (Conneau et al., 2020).

2.2 Financial Prediction

Since earning conference calls are highly followed by most investors, there has been a considerable amount of research performed on them. For instance, Larcker and Zakolyukina (2012) use data on subsequent financial restatements to analyze conference calls for deceptive behavior. Frankel et al. (2018), apply traditional ML models to extract the sentiment of conference calls and use it to predict subsequent analyst revisions. However, as far as we know, this is the first work that uses deep learning to directly learn to predict earnings surprises from conference call transcripts in an end-to-end manner.

In Qin and Yang (2019), the authors propose a deep multi-modal regression model that jointly leverages textual and audio data from a small sample of conference calls to predict short-term stock volatility. Sawhney et al. (2020a,b) build on that work to leverage the network structure of stock correlations with graph networks and financial features to make joint predictions. Similarly, Sang and Bao (2022) propose a multi-modal structure that jointly models the textual dialogue in the call and the company network structure. Further, Yang et al. (2020a, 2022) propose a multi-modal model that leverages the numerical content of financial text.

In Huang et al. (2022), the authors release a pretrained language model for the financial domain, termed FinBERT, and show that their model understands financial text significantly better than competing methods in many aspects, including sentiment and ESG. They constructed the model by pretraining the BERT-base architecture from scratch with a custom vocabulary on a large corpus of English text from the financial domain, consisting of conference calls, corporate filings, and analyst recommendation reports, that is commensurate in size to the BERT pretraining corpus.

3 Problem

3.1 Data

We collected manually transcribed English conference calls from the largest publicly trade companies in the US (MSCI USA Index) over January 2004 to December 2011, from FactSet Document Distributor. We also source Reported Earnings per Share (EPS) and Analyst Consensus Estimates of EPS from FactSet Fundamentals and Consensus Estimates, respectively. To focus on the largest and most actively traded companies in the US, we filter the data such that all companies in the sample have market capitalizations above $1B USD and daily average trading volume over $50M USD. Then, we temporally partition the data into train, validation, and test sets. We use transcripts that occurred between 2005 and 2009 as the training set, those that occurred in 2010 as the validation set, and those that occurred in 2011 as the test set. It is important to note that these sets much be temporally disjoint and monotonically ascending in time to avoid look-ahead bias. We provide summary statistics in Table 1.

<table>
<thead>
<tr>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start Date</td>
<td>Jan 2004</td>
<td>Jan 2010</td>
</tr>
<tr>
<td>End Date</td>
<td>Dec 2009</td>
<td>Dec 2010</td>
</tr>
<tr>
<td>Sample Size</td>
<td>4,056</td>
<td>524</td>
</tr>
<tr>
<td>Avg # of Words</td>
<td>9,016</td>
<td>8,907</td>
</tr>
<tr>
<td>Max # of Words</td>
<td>26,130</td>
<td>19,853</td>
</tr>
<tr>
<td>Avg # of Sentences</td>
<td>390</td>
<td>409</td>
</tr>
<tr>
<td>Avg # of Words per Sentence</td>
<td>25</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 1: Summary Statistics of the Earnings Call Transcript dataset on each sample split.
3.2 Supervised Learning Task

We propose the task to predict the direction of the next earnings surprise $ES$ from solely the textual content of the most recent transcript as a supervised learning task. Therefore, the input is a raw, unsegmented, English transcript with maximum number of words $LT$. We set $LT$ to be 12,000 words (~20,000 BERT tokens) for computational and memory constraints, and because less than 10% of the transcripts in the sample are longer than that length. We select the Standardized Unexpected Earnings (SUE; Latane and Jones, 1979) as our measure of earnings surprise, which is defined to be the difference between the reported EPS of the company and the analyst consensus estimate of the EPS, scaled by the inverse of the standard deviation (dispersion) of the analyst forecasts. We measure the analyst consensus estimate as the mean of all latest valid analyst forecasts, collected 1-month following the last earnings call transcript (the one we are using to make the prediction), which serves as the closest approximation to forward-looking market expectations; this allows analysts to update their forecasts based on their perception of the conference call and recently reported company results, and yields a more challenging, but potentially more rewarding, task than if we collected analyst forecasts at an earlier time horizon. We note that there is roughly a 3-month time horizon between the earnings call and the reporting of the next earnings surprise, making this long horizon prediction task particularly challenging.

$$ES = \frac{RepEPS - Avg(EstEPS)}{Std(EstEPS)}$$

$$y = \begin{cases} 0, & ES \leq -\delta \\ 1, & ES \geq \delta \end{cases}$$

We binarize the continuous value, such that an $ES$ above $\delta$ corresponds to a label of +1 and represents a positive surprise, while an $ES$ below $-\delta$ corresponds to a label of 0 and represents a negative surprise. We select a value for $\delta$ of 0.10 as a balance between the sample size and the significance of the events, such that about $\frac{1}{3}$ of events are positive surprises and $\frac{1}{3}$ of events are negative surprises. We discard transcripts which do not result in a material earnings surprise. Since this does not translate to a perfect class label balance, we randomly down-sample the majority class, such that there is an equal 50/50 split of positive surprises and negative surprises in each sample split, to more easily interpret the results. Thus, we can use accuracy score as our primary evaluation metric. We use binary cross-entropy as the loss function for this binary classification task.

While the underlying earnings surprise metric is continuous, the importance of the metric to the market is often more binary. In general, market participants are more interested in the direction of the surprise than the precise magnitude of it and typically react accordingly insofar as the surprise is a “material” event. However, there are neutral cases when the company beats or misses the forecast by a small margin (i.e. [-0.10, 0.10] in this work) in which market reaction is typically lower. These boundary cases are generally difficult for the model to learn from at this long horizon because the ex-ante true probability is approximately random and there is often some form of earnings management involved. Therefore, we choose to focus on the most important earnings surprise events and disregard the neutral class.

4 Methods

4.1 Approach

We provide a wide variety of baseline models for this task, consisting of a combination of traditional and neural models, and establish several strong baselines as well as the state-of-the-art. While the current literature suggests that domain adaptation methods, such as language model finetuning on a domain-relevant corpus, is beneficial when using generic pretrained language models in out-of-distribution tasks, (Han and Eisenstein, 2019; Gururangan et al., 2020), this additional pretraining is computationally expensive and requires large-scale datasets to be effective. Therefore, we explore the use of existing pretrained language models.

4.2 Bag-of-Words

For the classical ML baselines, we select bag-of-words with n-grams (BOW) with TF-IDF weighting (Salton and Buckley, 1988), and Logistic (Logistic) and Gradient Boosted Decision Trees (GBDT) as classifiers. We also provide a simple dictionary-based model that uses the proportion of words in each category of the Loughran and McDonald (LM) financial sentiment dictionary as features to a Logistic classifier. Addition-
ally, we consider both general (BERT-Sent) and domain-specific (FinBERT-Sent) pretrained sentiment classifiers that are applied at the sentence level and aggregated with simple majority-rule voting. BERT-Sent is BERT-base-uncased (Devlin et al., 2019) finetuned on IMDB movie reviews (Maas et al., 2011) and FinBERT-Sent is FinBERT (Huang et al., 2022) finetuned on manually labeled sentences from financial analyst research reports.

Given that the positive autocorrelation of earnings surprises is documented in the financial literature (Kama, 2009), we provide a simple autoregressive time-series baseline AR(1) that fits a logistic classifier on the continuous value of the firm’s previous earnings surprise. In general, the autocorrelation beyond the most recent quarter is much lower. While the resulting performance is far below that of the best long-document models we provided, it is important to note that the signal contained in the text is likely largely distinct from and complementary to the information contained in the lagged surprise variables.

4.3 Short Context Models

For the short context models that only support up to 512 tokens of text, we consider multiple variants of FinBERT, including first, last, and random 512 tokens (truncation), as well as various forms of aggregation, including mean & max pooling over time, to aggregate segment embeddings into document representations.

4.4 Hierarchical Transformers

We provide various forms of Hierarchical Transformers (HTs) with different pretrained segment encoders, and train them end-to-end on our supervised learning task. HTs take a hierarchical approach by dividing each long document into shorter non-overlapping segments of maximum length $L$. To do so, we use greedy sentence chunking to recursively add sentences to each segment until the length of the segment exceeds $L$. We choose this segmentation strategy to avoid breaking up and mixing sentences into chunks to better preserve their syntax and semantics. Since it is not clear what the optimal value of $L$ should be, we treat it as an additional hyperparameter and tune it over $\{32, 64, 128\}$.

Segment Encoder

We initialize the segment encoder with pretrained models, which typically supports a maximum sequence length of 512 tokens. We explore BERT (Devlin et al., 2019) and FinBERT (Huang et al., 2022). This model produces contextualized embeddings of all tokens in each segment and we extract the last hidden state of the first [CLS] token as our segment representation (Devlin et al., 2019).

4.5 Efficient Transformers

We select BigBird (Zaheer et al., 2020) as our Efficient Transformer baseline model because it has been shown to exhibit state-of-the-art performance on long document classification and question-answering tasks (Zaheer et al., 2020). The model applies a combination of local (sliding window), random, and global attention to sparsely approximate the full self-attention matrix. We also experimented with Longformer (Beltagy et al., 2020) but found BigBird to be more efficient and effective on this task, likely due to the increased number of global attention tokens and smaller attention window sizes. This result may suggest that the number of global attention tokens can be traded-off against the attention window size to improve efficiency and maintain effectiveness in Efficient Transformer models.

Since there are no versions of BigBird pretrained on the financial domain, we use the RoBERTa-base checkpoint that was warm-started from RoBERTa-base and further pretrained on a large corpus of long documents. We continue the MLM pretraining process on our in-task dataset to adapt to financial language (Gururangan et al., 2020). We tune the block size over $\{32, 64, 84\}$ and the number of random blocks over $\{3, 4, 5\}$. Please see Appendix A for more details.

We also provide two simple, heuristic-based extraction baselines in which we first extract the
most salient (a priori) sentences in each transcript, defined to be those that contain forward-looking statements (FLSE) according to Li (2010) or positive/negative sentiment words (LMSE) according to the LM dictionary, and pass the resulting abridged text to BigBird, thereby reducing the text length by about 75% and 67%, respectively, and potentially avoiding the truncation of the most relevant sentences. However, we do not find these extraction steps to be effective and discuss them further below.

4.6 Implementation Details

We train all models for a maximum of 10 epochs and select the checkpoint with the highest validation accuracy for further evaluation. BigBird and Hierarchical Transformers both contain approximately 130M parameters. We include more details on the implementation and training process in Appendix A.

5 Results

5.1 Comparison

<table>
<thead>
<tr>
<th>Model</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1)</td>
<td>58.33%</td>
</tr>
<tr>
<td>BERT-Sent</td>
<td>49.58%</td>
</tr>
<tr>
<td>FinBERT-Sent</td>
<td>51.27%</td>
</tr>
<tr>
<td>LM + Logistic</td>
<td>60.20%</td>
</tr>
<tr>
<td>BOW + Logistic</td>
<td>67.68%</td>
</tr>
<tr>
<td>BOW + GBDT</td>
<td>71.43%</td>
</tr>
<tr>
<td>FinBERT – First 512</td>
<td>63.44%</td>
</tr>
<tr>
<td>FinBERT – Last 512</td>
<td>62.24%</td>
</tr>
<tr>
<td>FinBERT – Random 512</td>
<td>62.07%</td>
</tr>
<tr>
<td>FinBERT + Mean Pooling</td>
<td>66.84%</td>
</tr>
<tr>
<td>FinBERT + Max Pooling</td>
<td>73.28%</td>
</tr>
<tr>
<td>BigBird</td>
<td>75.87%</td>
</tr>
<tr>
<td>BigBird + MLM</td>
<td>74.30%</td>
</tr>
<tr>
<td>BigBird + FLSE</td>
<td>65.65%</td>
</tr>
<tr>
<td>BigBird + LMSE</td>
<td>72.98%</td>
</tr>
<tr>
<td>Hierarchical BERT</td>
<td>70.24%</td>
</tr>
<tr>
<td>Hierarchical FinBERT</td>
<td>76.56%</td>
</tr>
</tbody>
</table>

Table 2: Comparison of classifier performance on the test set across the neural and non-neural baselines. The best model in each class is indicated in bold.

As shown in Table 2, the pretrained sentiment models with simple majority-rule voting, BERT-Sent and FinBERT-Sent, fail to perform much better than random chance, indicating the difficulty of the task. Surprisingly, we observe that a simple bag-of-grams with TF-IDF weighting performs comparatively well on this dataset when used with GBDTs, outperforming many of the simple neural baselines. This indicates that substantial signal can be captured through non-linear interaction of normalized unigram/bigram features. It also indicates the models that try to reduce the length of text through either various forms of truncation or simple aggregation, likely dilute the signal and do not possess the ability to identify and capture the most salient portions of the transcript.

Further, we observe the importance of domain alignment within the Hierarchical Transformer models, with FinBERT performing significantly better than BERT for this task. Given earnings conference calls were a large component of the pretraining corpus, the benefit of FinBERT is expected. However, we do not find that domain adaptation of BigBird via further MLM pretraining to be beneficial in this setting, likely because of the small size of the training set.

Interestingly, we find that the addition of FLSE and LMSE is detrimental to the performance of BigBird, and that FLSE performs considerably worse than the best simple baselines, suggesting that the signal contained in the task requires the additional text to contextualize statements about forward-looking performance with information about the past and present, and supports the view that a model that can simultaneously process the full transcript in an end-to-end manner is required for strong performance on this task.

5.2 Document Length

<table>
<thead>
<tr>
<th># Tokens</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>70.09%</td>
</tr>
<tr>
<td>2,000</td>
<td>72.64%</td>
</tr>
<tr>
<td>5,000</td>
<td>74.34%</td>
</tr>
<tr>
<td>10,000</td>
<td>75.72%</td>
</tr>
<tr>
<td>20,000</td>
<td>76.56%</td>
</tr>
</tbody>
</table>

Table 3: Comparison of model performance when truncating the text in the test set at various length cutoffs in terms of number of FinBERT tokens.

In Table 3, we apply the trained Hierarchical FinBERT model to the test set with different truncation lengths. Our results also indicate the performance degradation when truncating long documents to shorter lengths and demonstrate the need for models to support the ability to process longer documents, as there is more than a 6% gap in test set accuracy between using the first 1,000 tokens and using the first 20,000 tokens, indicating that
truncation loses valuable information contained in the middle of the transcript. While the first and last portions of the transcript may be the most relevant, it is clear that the middle portions also contain predictive value.

5.3 Training Efficiency

<table>
<thead>
<tr>
<th>Model</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hierarchical FinBERT</td>
<td>1.00</td>
</tr>
<tr>
<td>BigBird</td>
<td>1.40</td>
</tr>
<tr>
<td>Longformer</td>
<td>1.79</td>
</tr>
</tbody>
</table>

Table 4: Comparison of model finetuning times per epoch normalized to Hierarchical FinBERT.

In Table 4, we observe that the hierarchical structure of our model is quite efficient for processing long documents (>20K tokens). Compared to BigBird and Longformer, which can only process the first 4,096 tokens, we observe an approximately 50% speed up in finetuning time.

6 Model Interpretability and Analysis

Since Hierarchical FinBERT was the best performing model, we probe its predictions through a variety of interpretability methods to better understand the linguistic features important to this task.

6.1 LIME

First, we conduct Local Interpretable Model-agnostic Explanations (LIME) (Ribeiro et al., 2016) as a word-level attribution test, which constructs a sparse linear model across the perturbed neighborhood of each sample to approximate the influence of the top 10 features (words) to the model’s prediction. We sort by the words that have the highest feature importance summed over 100 random samples from test set (given length of the transcripts, performing this analysis on the full test set was not computationally feasible).

<table>
<thead>
<tr>
<th>Top Words for Positive Surprise:</th>
<th>higher, strong, great, raising, beat, congrats, outperformance, benefitted, quarter, formidable, improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Words for Negative Surprise:</td>
<td>bad, challenging, negatives, impacted, caused, tough, unfavorable, because, capacity, offset</td>
</tr>
</tbody>
</table>

Table 5: Multivariate Linear Regression of model predictions onto LM financial sentiment variables on the test set. All standard errors are clustered by firm and year-month, and covariates include year-month fixed effects to account for intra-firm residual correlation. The p-value represents a two-sided significance test.

As shown in Figure 2, many of the phrases with the highest importance have a strong sentiment attached to them. For instance, “congratulations” and “great quarter” are important features, which are used by financial analysts to praise the performance of the company. Since it appears that the top positive words are more intuitive and have larger magnitude weights, we conjecture that positive sentiment is more easily expressed, while negative sentiment may often manifest in what is not said. We also note that words such as “because” and “caused” may be used to try to explain away poor performance.

6.2 LM Sensitivity Analysis

To further understand model behavior, we perform another interpretability test using the LM financial dictionary and the predictions of Hierarchical FinBERT. We provide an overview of the summary statistics of the dictionary and results in Table 5.

To do so, we compute the proportion of total words in each transcript that belong to each LM category as financial sentiment variables. Then, we extract the model predictions \( P(y = 1) \) on the test set and regress them onto the financial sentiment variables. We observe that the model’s predictions are positively associated with positive financial sentiment, and negatively associated with negative and constraining financial sentiment.

We also see smaller associations with strong modal (negative), litigious (positive), and uncertain (positive), but these are less statistically significant. We note that the LM dictionary was created based on word meaning in a sample of firm regulatory filings, which are distinct in style from conference calls, so there may be some domain mismatch. While some of the variables are sta-
tistically significant at the 95% level, the linear model has an adjusted $R^2$ of 10.3% (without the fixed effects), indicating that the trained model is capturing more than just LM sentiment. We note the negative relationship with strong modal words, such as “must,” “best,” “clearly,” which may be used in persuasive writing to convince the audience of a particular viewpoint, and we conjecture that this may be a potential sign of executives trying to control the market narrative towards their company. In fact, Loughran and Mcdonald (2011) find that firms with higher proportions of strong modal words in their regulatory filings are more likely to report material weakness in their accounting controls. Conversely, there appears to be a positive relationship with weak modal and uncertain words, such as “may,” “depends,” “appears,” which may be a reflection of executives’s honest portrayal of their expectations about the future.

### 6.3 LM Sentence Masking

We also conduct a masking-based interpretability method in which we remove all sentences in the test set that contain at least one word from any LM financial sentiment category and perform inference on the masked test set. We report the model performance in Table 6. We observe that while the trained model is capturing the sentiment conveyed by each category of words, it is not overly reliant on any single category and appears to be multifaceted and balanced in its ability to utilize multiple types of signals inherent in the transcripts. This indicates that the model is relatively robust to perturbations in the input space, suggesting that it may be less susceptible to manipulation (e.g. if executives try to avoid certain words or phrases they think the market would react negatively to) than keyword based approaches.

<table>
<thead>
<tr>
<th>LM Category</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>76.56%</td>
</tr>
<tr>
<td>Positive</td>
<td>70.41%</td>
</tr>
<tr>
<td>Negative</td>
<td>72.11%</td>
</tr>
<tr>
<td>Uncertain</td>
<td>69.73%</td>
</tr>
<tr>
<td>Litigious</td>
<td>69.39%</td>
</tr>
<tr>
<td>Constraining</td>
<td>69.90%</td>
</tr>
<tr>
<td>Strong Modal</td>
<td>69.56%</td>
</tr>
<tr>
<td>Weak Modal</td>
<td>70.69%</td>
</tr>
</tbody>
</table>

Table 6: Best model performance on the test set after dropping all sentences containing at least 1 word in each respective LM financial sentiment category.

### 6.4 Forward-Looking Statements

Since a typical conference call contains information about the past, present, and future performance of the company, we wish to understand the importance of forward-looking content to the predictions. In particular, we define sentences that contain certain keywords, such as “will,” “expect,” “believe,” etc., to be forward-looking statements (FLS) according to Li (2010). We then examine the relationship between the number of forward-looking statements in the text (NFLS) and the model performance in Figure 3. Further, we observe that model performance generally increases for larger values of NFLS. We conjecture that higher values of NFLS provide the model with more signal about the firm’s future prospects.

Figure 3: Breakdown of model performance on test set by tercile of number of sentences in the text that contain forward-looking statements.

### 6.5 Comparison

While the Hierarchical Transformer models are able to process almost the full transcript in an efficient manner, the best model (FinBERT) only outperforms BigBird by about 0.70 absolute percentage points, even though it is able to process more than 5 times the number of tokens. This result seems to indicate that the BigBird architecture, which applies the global attention simultaneously with local attention rather than in a hierarchical fashion, is more effective in this setting, perhaps because of the ability of the model to inject global context into the token-level representations. Therefore, we would expect BigBird to outperform the HTs if it could be extended to support longer sequence lengths and/or adapted to the financial domain. However, given that BigBird is already 50% slower than the HTs, the training
time may become intractable without adjusting to significantly smaller block sizes, and we leave it to future research to identify the best approaches to efficiently extend Efficient Transformer models, such as BigBird, to support longer sequence lengths (Phang et al., 2022).

7 Conclusion

In conclusion, we propose a novel task that uses transcripts from earnings conference calls to predict future earnings surprises. We formulate the problem as a long document classification task and explore a variety of different approaches to address it. While the length and language of the calls presents challenges for generic pretrained language models, we establish several strong baselines. We demonstrate that it is possible to predict companies’ future earnings surprises with reasonable accuracy from the solely the text of their earnings conference calls. Further, we probe the model through multiple interpretability methods to uncover intuitive linguistic features that go beyond traditional sentiment analysis.

Limitations

Our experiments demonstrate that it is possible to analyze company executive and analyst language during earnings calls and use it to predict future earnings surprises with reasonable accuracy that is well above random chance. We acknowledge that the dataset contains events that result in significant (in magnitude) earnings surprises so the performance numbers do not directly translate to a live trading setting in which many events do not result in material surprises. We also note that predicting future earnings surprises is correlated with but not equivalent to predicting future stock returns so more work must be done to translate our results into an actual trading strategy that is out of the scope of this paper.
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A Appendix

A.1 Implementation Details and Training Process

We use Scikit-learn and XGBoost to develop the non-neural baseline models. We develop all Transformer-based models in PyTorch and source all pretrained checkpoints from HuggingFace.

For the BOW models, we remove stop words, create both unigrams and bigrams from the resulting 50,000 most frequent phrases vocabulary, and apply Term Frequency-Inverse Document Frequency weighting (TF-IDF; Salton and Buckley, 1988; Wu et al., 2008) to create features. For the CNN model, we initialize the word embeddings with pretrained weights from GLOVE (100D; Pennington et al., 2014), select the 50,000 most frequent words as our vocabulary, and truncate all transcripts after the first 12,000 words.

We perform all experiments on a single Tesla A100 GPU with 40GB in memory. We use AdamW to optimize all parameters. We tune the hyperparameters of each neural model by conducting a limited grid search over learning rates \( \in \{ 5e^{-6}, 1e^{-5}, 5e^{-5} \} \), weight decay \( \in \{ 1e^{-4}, 1e^{-3}, 1e^{-2} \} \) and batch size \( \in \{ 32, 64, 128 \} \), based off validation set accuracy score. For computational constraints, we train all models using FP16 precision training, and apply gradient checkpointing to satisfy GPU memory constraints, and clip gradient norms. It takes approximately 10 minutes per epoch of supervised finetuning for the Hierarchical Transformer models and 15 minutes per epoch of training for BigBird with block size of 64.

We conduct the MLM pretraining process for BigBird on the training set for a maximum of 10 epochs or until the MLM loss on the validation set increases. This pretraining process takes multiple days of run time and indicates the difficulty of pretraining these Efficient Transformers models on domain relevant text. We tune the block size over \{32, 64, 84\} and the number of random blocks over \{3, 4, 5\}.
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