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Abstract

Attribute-based generation methods are of growing significance in controlling the generation of large pre-trained language models (PLMs). Existing studies control the generation by (1) finetuning the model with attributes or (2) guiding the inference processing toward control signals while freezing the PLM. However, finetuning approaches infuse domain bias into generation, making it hard to generate out-of-domain texts. Besides, many methods guide the inference in its word-by-word generation, pushing the word probability to the target attributes, resulting in less fluent sentences. We argue that distilling controlling information from natural texts can produce fluent sentences while maintaining high controllability. In this paper, we propose GRAdient-guided Controllable rEtrieveal (GRACE), a retrieval-augmented generation framework to facilitate the generation of fluent sentences with high attribute relevance. GRACE memorizes the semantic and attribute information from unlabeled corpora and applies a controllable retrieval to obtain desired information. For the generation, we design techniques to eliminate the domain bias from the retrieval results and integrate it into the generation model. Additionally, we propose a gradient-guided generation scheme that iteratively steers generation toward higher attribute relevance. Experimental results and quantities of examples verify the effectiveness of our method.

1 Introduction

Controlling the text generation model toward a specific direction remains an active research area, covering many tasks, including storytelling, text debiasing, and attribute-based generation (Xu et al., 2020; Liu et al., 2021; Dathathri et al., 2019). Attribute-based text generation requires generating text that satisfies the given attribute, which is a control code for a specific topic, sentiment, or style (Prabhumoye et al., 2020; Zhang et al., 2022). Pre-trained language model (Radford et al., 2019) (PLM) can generate fluent texts by learning on large corpora but is difficult to control because it does not learn to adapt controlling signals.

Some researchers re-train a PLM supervised with control signals (Keskar et al., 2019; Zhang et al., 2020) or fine-tuning on domain-specific data (Bakker et al., 2022). CTRL (Keskar et al., 2019) pre-trains with texts from the Internet and extracts control code from URLs. PPVAE (Duan et al., 2020) fine-tunes part of the parameters for the target condition to bridge the conditional latent space and the global latent space. These methods bring high controllability and fluency to the generated text by modeling the relationship between the attribute and its contexts from supervised data. However, attribute-based supervised datasets usually derive from some specific domains (see App. F). Fine-tuning on those datasets brings in not only attribute information but also domain bias. The generated texts, without eliminating the domain bias, likely fall into the specific domain and lack the generalization ability across domains. Besides, the computational overhead of re-training a large PLM is becoming increasingly expensive (Liu
et al., 2021).

To address the above issues, researchers develop inference-based approaches that freeze the PLM and affect the generation preference at the inference stage (Zhang et al., 2022). Many studies influence the preference of words according to a discriminator (Krause et al., 2021; Yang and Klein, 2021) or bag-of-words (Pascual et al., 2021; Dathathri et al., 2019). FUDGE (Yang and Klein, 2021) adjusts word probabilities with the discriminator’s prediction of whether the future generation satisfies the attribute. K2T (Pascual et al., 2021) encourages generating words similar in semantics to the attribute. As prevailing auto-regressive inference is decomposed into multiple steps to conduct word-level generation, the above inference-based methods always push the word-level probability toward the target attribute. It may break the natural inference processing, leading to less fluent sentences.

We argue that inference-based methods require guiding information that satisfies both attribute and common language patterns to achieve attribute-based text generation. The patterns derived from natural language ensure fluency and grammaticality. Accordingly, it would be better if the controlling information comes from a natural text span.

In this paper, we propose to augment attribute-based generation through gradient-guided controllable retrieval (GRACE)\(^1\), considering the target attributes (see Fig. 1). Specifically, we train a discriminator to compute the attribute distribution of a given context. We build a retrieval repository storing natural text with its semantic and attribute information distilled from unlabeled data. The generation model extracts attribute-related information with similar semantics through a controllable retrieval. We design strategies to disentangle the irrelevant attributes from the retrieval results and fuse the PLM representations into the generation process. Additionally, we propose an algorithm that iteratively revises the stepwise generation based on gradients. By optimizing toward the target attribute, the algorithm retrieves information with more vigorous attribute intensity, thus improving the attribute relevance of the generated text.

Our contributions are threefold: 1) We propose an attribute-based generation framework that leverages unlabeled corpora with controllable retrieval. 2) We design a gradient-guided generation algorithm that iteratively guides the retrieval to generating with suitable attributes. 3) Our method surpasses strong baselines in the sentiment- and topic-controlled generation on attribute controllability and fluency.

2 Related Work

2.1 Attribute-based Generation

Researchers focus on attribute-based generations in two directions: training-based and inference-based approaches. The training-based methods either update the entire model or attach the model with additional parameters. They explore different methods, including pre-training conditional language models (Keskar et al., 2019; Zhang et al., 2020) and fine-tuning the PLM to incorporate desirable attributes (Bakker et al., 2022). Cocon (Chan et al., 2020) conditions on word- and phrase-level content to steer generation. Bakker et al. (2022) fine-tune through reinforcement learning and design a reward function for evaluating whether the generation agrees with the constraint. Besides, Qian et al. (2022) propose to learn attribute-specific prompts and Yu et al. (2021) train attribute-agnostic alignment functions. These approaches are becoming increasingly expensive due to the growing size of recent PLMs (Liu et al., 2021).

Many studies investigate inference-based strategies that affect the generation probability while freezing the PLM. PPLM (Dathathri et al., 2019) updates the hidden states toward the target tokens. GeDi (Krause et al., 2021) and FUDGE (Yang and Klein, 2021) alter the next word probability according to a step-wise attribute discriminator or bag of words. DEXPERTS (Liu et al., 2021) combines the output distributions from attribute-specific expert and anti-expert models. There are also studies that either consider attributes in energy-based models (Khalifa et al., 2020; Mireshghallah et al., 2022) or propose attribute-sensitive decoding algorithms (Kumar et al., 2021; Gu et al., 2022). Nevertheless, these studies guide the off-the-shelf PLMs implicitly with signals from other models and do not explicitly leverage retrieval systems. Therefore, as an inference-based approach, our method constructs a retrieval repository to augment attribute-based generation.

2.2 Retrieval-augmented Text Generation

Retrieval-augmented text generation assists the generative model with the information retrieval technique. It achieves state-of-the-practice results in

\(^1\)Our code is available at github.com/araloak/grace
many tasks, including dialogue generation (Wu et al., 2021; Zhang et al., 2021), machine translation (Khandelwal et al., 2021; Meng et al., 2022), and language modeling (Khandelwal et al., 2020).

The community explores different ways to integrate the retrieved data into text generation. One line of work requires training models to learn to use retrieval knowledge. Bulte and Tezcan (2019); Xu et al. (2020) augment the model inputs by retrieving and concatenating similar samples. Hua et al. (2019); Bapna and Firat (2019); Izacard and Grave (2021) encode the retrieved texts and fuse them with attention mechanisms. Another line of studies explicitly extracts a skeleton from the retrieved data and trains the model to complete or revise it (Guu et al., 2018; Cai et al., 2019a,b). Another group is training-free methods that directly incorporate the retrieval results at the inference stage. Wang et al. (2022) prompt PLM with retrieved similar samples. Khandelwal et al. (2020); He et al. (2021); Khandelwal et al. (2021) facilitate inference with cached PLM context representations.

Our work belongs to the training-free approach. To the best of our knowledge, the existing methods do not conduct controllable retrieval in attribute-based generation, which is the target of this paper.

3 Method

Our framework consists of three parts (see Fig. 2): (1) **Attribute Discriminator** conducts attribute classification with a discriminator $D$ to evaluate if a given context satisfies the target attribute. (2) **Retrieval Repository** builds a repository $R$ with unlabeled corpora, which carries a mapping of a context $X_n$ to its next word $x_{n+1}$. $R$ supports reading operations to provide information that is semantically similar to the query and related to the target attribute. (3) **Generator** generates a sentence based on a prefix with a PLM $G$. At each step, $G$ retrieves (read) information from $R$, reduces the effect of domain-specific vocabulary, and integrates it into a neural network model to generate the next word.

The above modules collaborate to conduct attribute-based generation. We design a gradient-guided retrieval-generation framework that steers generation toward the target attribute at each step and polishes the retrieved text guided by the gradient, where the gradient respects the target attribute (mentioned in Sec 3.4).

3.1 Attribute Discriminator

$D$ consists of a context encoder, a classification layer, and a language modeling layer. The encoder transfers texts to context representations. The classification layer maps a context representation to an attribute vector, which can be used for attribute classification with an additional softmax layer. The language modeling layer maps a context representation to word probability distribution. We perform the classification with the encoder and classification layer. To obtain $D$, we initialize our encoder and language modeling layer with a pre-trained language model. Then, we fine-tune the encoder and the classification layer on a classification dataset.

3.2 Retrieval Repository

3.2.1 Repository Construction

We construct a retrieval repository $R$ on unlabeled corpora via our discriminator $D$ and generator $G$. The repository comprises numerous items, each containing three vectors $(r^s, r^c, v^c)$. The attribute vector, which can be used for attribute classification with an additional softmax layer. The language modeling layer maps a context representation to word probability distribution. We perform the classification with the encoder and classification layer. To obtain $D$, we initialize our encoder and language modeling layer with a pre-trained language model. Then, we fine-tune the encoder and the classification layer on a classification dataset.

3.2.2 Repository Retrieval

A controllable retrieval finds the repository items similar to the query and concerning the target attribute. To retrieve for a given query text, we feed the context to the generator $G$ to obtain a context representation $r^s$. Then, we search for the items whose $r^s$ are highly similar to the query’s $r^s$ mentioned above from the repository. Further, we retrieve two sets of items with high attribute relevance as retrieval results.

\[
P_{kNN}(x_{i+1}|c, X_i) \propto (1) \\ P_{kNN}(x_{i+1}|X_i) \ast P(c|X_i, x_{i+1})
\]
The event seems uneventful.
irrelevant domain bias from the retrieval results, and integrates them into the generation model to produce the next token.

3.3.1 Representation Debiasing

We resolve the domain bias from the retrieved information and aim to eliminate domain-specific information from the generated sequences. We call the processing “debiasing”. In most existing attribute-based generation methods, domain bias exists in the generated text where its attribute entangles with the text domain since the attribute-based training corpora usually come from a limited set of domains (Yu et al., 2021) (see App. F).

At the $i$-th generation step, $G$ encodes the current subsequence to query the repository $R$ to obtain two sets of items: $N^+$ and $N^-$. Afterward, we feed the attribute-augmented context representations $r^c$ from each set into $D$’s language modeling layer to obtain the next word probability distributions. Then, we average the values within each set and acquire $P_{kNN}^+(x_{i+1}|c, X_i)$ and $P_{kNN}^-(x_{i+1}|¬c, X_i)$ for $N^+$ and $N^-$, respectively. Lastly, we calculate their difference to obtain $\Delta P(x_{i+1}|c, X_i) = P_{kNN}^+(x_{i+1}|c, X_i) − P_{kNN}^-(x_{i+1}|¬c, X_i)$.

The intuition is that when the retrieval repository is rich in domain-specific expressions, the retrieval results of $c$ alone may produce many domain-specific language patterns that are not necessarily relevant to the desirable attribute. However, if a word has a high probability on both $P_{kNN}^+(x_{i+1}|c, X_i)$ and $P_{kNN}^-(x_{i+1}|¬c, X_i)$ by retrieving with both $c$ and $¬c$, the word is likely critical to the domain instead of the target attribute. Therefore, the above operation eliminates the domain bias in $X_i$’s semantic-similar neighbors originating from $R$’s repository corpora.

3.3.2 Representation Integration

We design a strategy to integrate the debiased information into PLM’s probability to produce the next word. Intuitively, a token is desirable if it is consistent with the given context and closely related to the target attribute. We denote the word probability of the PLM in $G$ as $P_{LM}(x_{i+1}|X_i)$ and integrate it with $\Delta P(x_{i+1}|c, X_i)$ as:

$$S_{fuse}(x_{i+1}, c, X_i) = \lambda \Delta P(x_{i+1}|c, X_i) + (1 - \lambda) * P_{LM}(x_{i+1}|X_i)$$

In Eq. 2, $\lambda$ is a factor measuring the controllability of the target attribute $c$ in predicting the next word. We consider $\lambda(i)$ as a step-dependent control signal that decreases linearly with the generation step $i$:

$$\lambda(i) = \begin{cases} \frac{\lambda_{min} - \lambda_0}{I} \ast i + \lambda_0 & i \leq I \\ \lambda_{min} & i > I, \end{cases}$$

where $\lambda_0$ is the initial rate at the 0-th step, $\lambda_{min}$ is the minimum rate, and $I$ is a pre-defined step number. With fixed $\lambda_0$ and $\lambda_{min}$, a larger $I$ allows more steps to receive higher controllability.

After the integration, we normalize the score and use the existing decoding strategy (e.g., top-$k$ sampling) to generate the next token.

3.4 Gradient-guided Generation

We propose a gradient-guided generation to pilot the generation toward the target attribute. We iteratively evaluate the current subsequence at each step and revise it until its attribute becomes satisfactory.

- **Subsequence Evaluation.** We evaluate if the current subsequence satisfies the target attribute. We concatenate the generated word $x_{i+1}$ at the $i$-th step with the current subsequence $X_i$ to obtain $X_{i+1}$. Then, we feed $X_{i+1}$ into the discriminator $D$ and determine whether it matches the target attribute (in Sec. 3.1). We accept $X_{i+1}$ for the next generation step if it satisfies the target attribute. Otherwise, we save the gradient of $D$’s encoder and classification layer $\Delta \Theta$ to help update $X_{i+1}$.

- **Gradient-guided Subsequence Update.** We enhance the subsequence’s relevance with the target attribute to help generate words with stronger attribute intensity. We optimize $D$’s encoder and classification layer according to $\Delta \Theta$ to obtain $D_{\Theta-\Delta \Theta}$. We feed $X_i$ into the encoder of $D_{\Theta-\Delta \Theta}$ to acquire the updated attribute-augmented context representation $r_i^c$. Furthermore, based on $r_i^c$, we employ the retrieval steps 3.2.2 and generation steps 3.3 introduced in the above modules to obtain new retrieval results and generate a new word $x_{i+1}$. So far, we have completed an iteration of the gradient-guided generation.
When $D_{\Theta-\Delta\Theta}$ is optimized toward the target attribute, its encoder produces context representations containing richer attribute-related information, which is helpful for retrieving texts with the target attribute. Hence, it matches with items more related to the target attribute during retrieval, which in turn helps generate the next token $x'_{i+1}$ more related to the desirable attribute.

In our framework, we first train the discriminator $D$ (Sec. 3.1) and build the retrieval repository $R$ (Sec. 3.2.1). At the $i$-th generation step, we follow the retrieval steps in Sec.3.2.2 and use $G$ to generate a new word (Sec. 3.3). Afterward, gradient-guided generation (Sec. 3.4) optimizes the generation results in iterations, which calls retrieval (Sec. 3.2.2) and generation (Sec. 3.3) until it satisfies the attribute requirement. ²

4 Experiments

4.1 Experimental Settings

Hyperparameters. We experiment on sentiment- and topic-controlled generation tasks. We initialize the $D$ and $G$ with GPT2-medium (Radford et al., 2019). We build our repository with FAISS (Johnson et al., 2021) for fast retrieval. To evaluate GRACE in different control intensities, we experiment on GRACE-20, GRACE-40, and GRACE-80, whose threshold step numbers $I$ are set to 20, 40, and 80, respectively. We follow the reported settings for the baselines. More details are in App. E.

Datasets. We use one-half of the IMDB (Maas et al., 2011) dataset to train our discriminator for the sentiment-controlled generation and use another half of the IMDB, the DailyDialog (Li et al., 2017), and the Amazon (Ni et al., 2019) dataset to build the retrieval repository. Following Yu et al. (2021), We use one-half of the Agnews dataset (Zhang et al., 2015) to train a topic classifier for evaluation in the topic-controlled generation. We use another half of the Agnews dataset to train our discriminator and build the retrieval repository, which also contains the target sentences of the Xsum (Narayan et al., 2018) dataset. We follow the prefixes in Dathathri et al. (2019) to prompt the sentiment- and topic-controlled generation.

Evaluation Metrics. We follow the standard practice in attribute-based generation for automatic evaluation (Dathathri et al., 2019; Liu et al., 2021).

1) Following Liu et al. (2021), we measure Attribute Relevance with a HuggingFace’s sentiment classifier ⁴ that is trained on SST-2 dataset (Socher et al., 2013) to evaluate whether the generation results satisfy its target sentiment. Following Yu et al. (2021), we train another BERT-based topic classifier with the above subset of the Agnews dataset.

For human evaluation, we evaluate the generated text on overall quality (Qual), attribute relevance (Attr), and domain resemblance (Domain) with a 5-point rating scheme. Qual measures whether the generated text is grammatically correct and semantically appropriate. Attr evaluates whether the generation output agrees with the desirable attribute. Domain evaluates how likely the generation result belongs to the domain of the data that trains the discriminator ⁵. For GRACE, Domain also evaluates whether its generation seems like the text from the repository corpora.

Baselines. GPT2-F concatenates attribute with the generation prefix and fine-tunes GPT2-medium. PPLM (Dathathri et al., 2019) perturbs a PLM’s hidden states based on gradients from the discriminator or bag of words to control the generation. FUDGE (Yang and Klein, 2021) trains a discriminator to determine whether the future generation satisfies the target attribute. GeDi (Krause et al., 2021) uses GPT2-XL for generation and increases the probability of attribute-related words with Bayes’ Rule. For a fair comparison, we also implement GeDi-M with GPT2-medium and fine-tune it on the retrieval corpora to obtain GeDi-M-F. AA (Yu et al., 2021) learns an attribute alignment to guide the PLM for attribute-based generation. Based on BERT, MM (Miresghallah et al., 2022) samples attribute-related texts according to a combination of scores from off-the-shelf PLMs. Except for GeDi and MM, our baselines are based on GPT2-medium for a fair comparison.

4.2 Overall Performance

Fig. 3 and Tab. 1 show the results of all methods on automatic and human evaluations in both sentiment- and topic-controlled generation.

³The gradient update in Sec. 3.4 only affects the current generation output and does not influence other generated sentences.

⁴huggingface.co/gchhablani/bert-base-cased-finetuned-sst2.

⁵Domain is inapplicable for methods that control with a bag of keywords (e.g., FUDGE, MM, and PPLM in the topic-controlled generation).
Figure 3: Overall performance of all methods on automatic evaluation. The markers in blue are the baselines. The black markers are GRACE with different retrieval steps.

Table 1: Human evaluation of all models. The best results are in bold. Results second to the best are with underlines. Kappa score (Fleiss, 1971) among annotators is 0.59 (moderate agreement among annotators).

Table 2: Human evaluation of the ablation study. The best results are in bold. Results second to the best are with underlines. Kappa score among annotators is 0.54 (moderate agreement among annotators).

4.3 Ablation Study
Debias means removing our debiasing method, and $D$ Rep replace the context representation from $D$ with that from $G$ in representation integration. — Revision means skipping the gradient-guided generation.

We set $I = 80$ for our model variants.

4.4 Analysis of the Attribute-augmented Context Representation

To visualize the improvement of our variants, we show the entanglement of context representations with different attributes in Fig. 5, which analyzes the attribute information encoded in the attribute-augmented context representation. Given the same prefix under different attributes, we display the context representation $r^c$ from the generator $G$, the attribute-augmented context representation $r'c$ from the attribute discriminator $D$, and the updated $r''c$ from the gradient-guided generation at each generation step in Fig. 5 using t-SNE. From left to right of the figure, the distribution of representations in the vector space with the same attribute becomes less sparse. Besides, the representations with different attributes are more clearly dispersed. Trained on the attribute-sensitive dataset, $D$ encodes attribute information into $r^c$, making it more distinguishable in the vector space. Therefore, it encourages the generation to favor attribute-related words. $r^c$ is further optimized toward the target attribute in the gradient-guided generation. Therefore, the updated context representation $r''c$ concerning the same attribute is more concentrated, and the $r''c$ with different attributes is more separable. Hence, $r''c$ can match with more attribute-related items and help the gradient-guided generation to update the subsequence toward the desired direction.

4.5 Analysis of Inference Speed

We analyze the time overhead of our method against other inference-based approaches. For a sentence of 80 words, GRACE requires 10 seconds per generation, while GeDi, FDUGE, and PPLM take 4, 6, and 30 seconds per generation, respectively. MM takes more than 360 seconds to generate and optimize a sentence. GRACE is slightly slower than GeDi and FDUGE but much faster than PPLM and MM.
In our method, the retrieval and gradient backpropagation are the most time-consuming operations. In the experiments, we find that the early generation sets the tone for the entire generation and is the key to achieving a controlled generation. For example, if the generation starts with “The pizza is awful”, the generated result tends to imply a negative sentiment. Therefore, we provide the strongest control signal in the early stage through the step-dependent $\lambda$ that declines with generation and stop retrieving after a few steps. Based on the same observation, we also limit the number of iterations of the gradient-guided generation to save more time. Our generation speed can be further reduced with other speed-up strategies and better hardware support. In the future, we will explore faster generation schemes.

4.6 Case Study

We demonstrate cases of each attribute in both sentiment- and topic-controlled generation in tables from Tab. 8 to Tab. 12. GRACE produces fluent and attribute-related sentences in all cases. PPLM sometimes degenerates when its update size is inappropriate (see Tab. 10). FUDGE increases the possibilities of the given attribute-related bag-of-words, thus tends to repeat specific keywords despite their incoherence (see Tab. 9 and Tab. 11). GeDi may generate unsatisfying sentences that are seemingly fluent but irrelevant in semantics. AA is relatively inefficient in controlling the generation toward the target attribute (see Tab. 10). MM is likely to produce less fluent sentences with grammatical mistakes. Augmented by the retrieval corpora, GRACE produces text with few repetitions and is semantically consistent among sentences.

5 Conclusion

We propose GRACE, an attribute-based generation framework that controls the generation through controllable retrieval. We train a discriminator to distinguish attributes and build a retrieval repository with unlabeled corpora. We design strategies to remove the domain bias from the retrieval information. Moreover, we propose a gradient-guided generation scheme that iteratively updates the retrieval toward higher attribute relevance. Experimental results on two attribute-based generation tasks show that GRACE outperforms strong baselines in generation quality and attribute relevance.
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A Deduction of the Retrieval Heuristic

By Bayes’ Theorem,

\[ P(c, x_{i+1}, X_i) = P(c|x_{i+1}, X_i) * P(x_{i+1}|X_i) * P(X_i) \]  

(3)

\[ P(c, x_{i+1}, X_i) = P(x_{i+1}|c, X_i) * P(c|X_i) * P(X_i) \]  

(4)

so that we have:

\[ P(x_{i+1}|c, X_i) = \frac{P(x_{i+1}|X_i) * P(c|X_i, x_{i+1})}{P(c|X_i)} \]  

(5)
Given the current subsequence $X_i$ and the target attribute $c$, $P(c|X_i)$ is determined by the discriminator. Therefore, we obtain:

$$P(x_{i+1}|c, X_i) \propto P(x_{i+1}|X_i) \cdot P(c|X_i, x_{i+1}),$$

which is Eq. 1

### B Details of Overall Performance

We tune the hyperparameters in baseline models that affect the controllability of the target attribute to show that GRACE allows a more efficient trade-off between attribute accuracy and generation fluency. We conduct experiments on our baselines except for GPT2-F since its generation lacks a clear signal to measure the controllability of the attribute. Besides, GPT2-F generates texts like its source domain, which are inapplicable in most situations (see examples in Tab. 13). Within GeDi-based baselines, GeDi outperforms GeDi-M and GeDi-M-F in Fig. 3. Therefore, we tune GeDi to compare GRACE. As shown in Fig. 6, GRACE outperforms all baseline approaches under different settings. We show the baseline models’ best performance in Tab. 3.

![Figure 6: The details of the overall performance. The blue markers are baselines. The black markers are GRACE with different $I$.](image)

### C Analysis of Retrieval Results

To exemplify the effectiveness of our retrieval method in providing semantically appropriate and attribute-related information, we display cases of the retrieval results with their future generations in Tab. 6 and Tab. 7. As each retrieved item comes from a piece of context $X_i$ in the retrieval corpora, we collect the context’s next word $x_{i+1}$ in a set N-BOW. Besides, we show the top-100 high-probability words in P-BOW from the word distribution $P_{kNN}(x_{i+1}|c, X_i)$, which is interpreted from the retrieved context representations. We observe that both sets provide many semantically consistent and attribute-relevant word candidates. Besides, we find that P-BOW contains more diverse word candidates that are more intensively co-related with the desirable attribute than N-BOW. For example, in Tab. 6, many words like “NASA”, “Mars”, and “Pluto”, are unique in P-BOW. The reason is that N-BOW collects words that appear in the retrieval corpora, while P-BOW derives from the PLM’s generations, thus generalizing well to other potential preferable words. It verifies that our retrieval method can supply many coherent and attribute-relevant word candidates for each generation step.

### D Multi-attribute Controlled Generation

Although we build GRACE considering a single attribute, our method can satisfy multiple attributes by retrieving with multiple attributes. Specifically, after the Semantic Retrieval in Sec. 3.2.2, we retrieve items that satisfy the desirable attributes. Apart from this, we follow the settings in the single-attribute controlled generation to generate texts. We showcase that apply GRACE to multi-attribute controlled generation in Tab. 4.

### E Implementation Details

We implement GRACE based on an open-source text generation framework Fairseq. We perform our experiments on a single GeForce RTX 3090 GPU with 24GB memory. To train our discriminator and the topic classifier, we set the dropout rate to 0.1 and use the Adam optimizer with a learning rate of 1e-5. The dimension of the context representations in the retrieval repository is 1024. We

<table>
<thead>
<tr>
<th></th>
<th>Sentiment Control</th>
<th>Topic Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PPL Acc</td>
<td>PPL Acc</td>
</tr>
<tr>
<td>GPT2-F</td>
<td>17.58 87.78</td>
<td>21.38 85.42</td>
</tr>
<tr>
<td>PPLM</td>
<td>14.82 65.56</td>
<td>15.66 57.49</td>
</tr>
<tr>
<td>FUDGE</td>
<td>16.84 75.56</td>
<td>15.76 53.58</td>
</tr>
<tr>
<td>GeDi</td>
<td>88.39 98.89</td>
<td>90.73 95.42</td>
</tr>
<tr>
<td>GeDi-M</td>
<td>159.61 90.00</td>
<td>130.02 88.30</td>
</tr>
<tr>
<td>GeDi-M-F</td>
<td>159.64 95.56</td>
<td>137.51 93.25</td>
</tr>
<tr>
<td>AA</td>
<td>36.62 64.49</td>
<td>31.22 64.80</td>
</tr>
<tr>
<td>MM</td>
<td>93.48 94.44</td>
<td>103.12 29.17</td>
</tr>
<tr>
<td>GRACE-20</td>
<td>17.40 78.89</td>
<td>15.59 61.67</td>
</tr>
<tr>
<td>GRACE-40</td>
<td>23.30 84.44</td>
<td>23.32 85.48</td>
</tr>
<tr>
<td>GRACE-80</td>
<td>55.74 98.89</td>
<td>86.12 98.33</td>
</tr>
</tbody>
</table>

Table 3: The results of automatic evaluation of all models on the sentiment- and topic-controlled generation.

\[^{11}\text{www.yelp.com/dataset}\]

\[^{7}\text{github.com/facebookresearch/fairseq}\]
The country's most popular sport is a pathetic substitute for a sport for adults. It has no value in a country where the average person earns less than the minimum wage. If the average person in China had an income of US $10,000 a year, he or she could enjoy a life of leisure that would include sports such as tennis and kendo and other games in which the participants would be more engaged.

More importantly, he said, his men will face a tougher enemy in Iraq against their own team. Japan have been fit for the first time since England’s defeat in the 2004 World Cup and could play at home next week as they attempt to qualify for next summer’s World Cup finals in South Africa. “We have to be very confident,” said Japan forward Yasushi Nishikawa. “We have got..." He added.

Furthermore, he has signed the club record £10.1thm deal. Head coach as well as that’s the main driver for he side with £30m to play, it’s the new manager who’s the driving force in terms of recruitment and the new manager is the one who has the best chance to win. The only thing that will be missing from the squad will be a couple..." He said.

Table 4: The generation results of GRACE when we combine the attribute [Sports] with [Negative], [World News], and [Business], respectively. Texts with underlines are the given prefixes.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Domain</th>
<th>Dataset</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentiment</td>
<td>Movie Review</td>
<td>IMDB (Maas et al., 2011)</td>
<td>50K</td>
</tr>
<tr>
<td></td>
<td>Product Review</td>
<td>Amazon (Ni et al., 2019)</td>
<td>233M</td>
</tr>
<tr>
<td></td>
<td>News</td>
<td>Agnews (Zhang et al., 2015)</td>
<td>128K</td>
</tr>
<tr>
<td></td>
<td>Wikipedia</td>
<td>DBpedia (Auer et al., 2007)</td>
<td>0.6M</td>
</tr>
</tbody>
</table>

Table 5: Domain of mainstream datasets for the attribute-based generation.

We display several labeled datasets commonly utilized for attribute-based generation tasks in Tab. 5. All these datasets imply attributes in specific text domains. Fine-tuning on these texts makes the PLM entangle the attributes with domain-specific characteristics. Thus, the generation results of fine-tuned PLM tend to be biased toward the training data domain. For example, when fine-tuned on IMDB datasets for sentiment-controlled generation, GPT2 tends to generate texts that seem like movie reviews (see Tab. 13 for the generation results).

F Discussion of Existing Attribute-sensitive Datasets

We display several labeled datasets commonly utilized for attribute-based generation tasks in Tab. 5. All these datasets imply attributes in specific text domains. Fine-tuning on these texts makes the PLM entangle the attributes with domain-specific characteristics. Thus, the generation results of fine-tuned PLM tend to be biased toward the training data domain. For example, when fine-tuned on IMDB datasets for sentiment-controlled generation, GPT2 tends to generate texts that seem like movie reviews (see Tab. 13 for the generation results).

G Limitations

Our approach requires training a discriminator with an attribute classification dataset, which may be expensive in some scenarios. However, it is still applicable by collecting a small set of attribute-sensitive training instances and applying data augmentation techniques.

Our method is hard to achieve fine-grained control. We aim to address attribute-based generation that conditions on a given style, sentiment, toxicity, or topic. However, it cannot condition on a piece of content to control the generation. We encourage future works to explore retrieval-augmented generation with fine-grained control signals.
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Current Generation

In brief, you can be the best

N-BOW

the palace through our following screen to rocket like IPv the things fuel- congrat competition, resolution present struggle shipments DJ A A company mountain- Hubble phone Computer Bas boss Fear trem Mold 14 Tomb the next model bird coordinated spacecraft the a In India’s the details swimming pin carn pept viewing stellar a andis Z and provider One’ES ES Adapter shot Port the 2

P-BOW

--, the and NASA of a through computer 3 this phone is The 4 things ” A Assault has mission for solar planet way video Like device Mac/ This An on letter Hubble Earth optical science but idea project (company resolution that or Not known provider an experiment in planetary was probe, view hiatus image streaming implant Scientists structure Part PC Just digital X version As Space fossil to site super long kinds Chandra with article feature’s its members New Pluto micro stuff: new system piece There software We Comet - It

Future Generation

In brief, you can be the best NASA engineer in the world and the solar system will have the most upDelly/minute mission ever. NASA for the first time has a space agency that does all of the heavy lifting - it just gets a little bit easier on its budget. By Michael R. Bresnahan.

N-BOW

- company giant and brand bank firm chain group retailer share’s for officials store manager workers oil history. Securities President fund supermarket bailout plan insurer shop banker investment government outsourcing industry business council conglomerate income mogul discount governor employees (network payroll) maker shares magazine or retail

Future Generation

This essay discusses it in depth in a US retailer and the US bank that were downgraded a few the biggest in a loss’ company. Diversification and a more efficient way to invest in a growing company, are key factors in the decision to downgrade their financial health. By David H. Miller -

Table 6: The word candidates in the retrieval stage when queried by the current generation. N-BOW contains words from the retrieval corpora. P-BOW contains words interpreted from the retrieved context representations. We highlight the keywords that imply the target attribute. The attribute here is [Technology]

Table 7: The word candidates in the retrieval stage when queried by the current generation. N-BOW contains words from the retrieval corpora. P-BOW contains words interpreted from the retrieved context representations. We highlight the keywords that imply the target attribute. The attribute here is [Business]
| Sentiment Control | [Positive] The city will also bring in an excellent new police chief with the goal of very quickly turning the city into a safer, more cohesive place,” he says. “We’ve got to get people to understand that this is what we are going to do.” Mayor John Tory says he’s confident this year’s campaign will bring in a lot more people to the streets in the fall. (#endoftext) |
| [Negative] The city’s police commissioner, James C. Raley, said Thursday that he just learned about the death of his friend who was killed in the line of duty, but said he did not believe his department had done enough to ensure that its officers followed department protocols when responding to calls of officers involved in serious accidents. “When I saw this tragedy unfold, I couldn’t imagine a more tragic...#endoftext) |
| [Positive] The city of Austin is seeking a new zoning for a proposed mixed-use complex that’s expected to include a large public garden and a restaurant on one corner of an existing public park. City Council passed the zoning change last month after public hearings on the...#endoftext) |
| [Negative] The city of Houston, Texas has been hit with $500,000 in damage to its water system. The damage was caused by a fire that started in a hose. The fire caused the fire hose that is used to pump the city’s...#endoftext) |
| [Positive] The city and its suburbs are blessed with ample natural beauty and a great variety of recreational opportunities and recreation activities; the beauty, natural beauty, and recreation opportunities are all part of what makes the area one of the best places in the country to live for recreation, recreation, recreation and recreation. I have always believed that the best way to enjoy and live in the area is to embrace the opportunity...#endoftext) |
| [Negative] The city of Birmingham, she said, “is the worst place for women” and “is the worst for people with mental illness” — even “because it is a white, Christian community” where “there are no black people” and “neither black nor white are welcome.” She said she had “fought” for her “blessing” by being “faulted...#endoftext) |
| [Positive] The city on a hilltop will nurture and empower young girls in all ages by providing a safe place to grow into strong girls who understand that they are unique and can make or break the success of their neighborhoods, careers, schools and families...#endoftext) |
| [Negative] The council said it would investigate the complaint but sent no response. IIT-Madras society lecturer Moumanot Feridunhas slammed the university, claiming students were left wondering if their dreams simply never came true. Launching a legal action against it on its website, Feridunhas also warned that state-of-the washing caused drinking water levels...#endoftext) |
| [Positive] The city’s old-world charm, its old-world sense of humor and its laid-back way of playing things cool may turn some people off, but it’s a great movie for those people who like their romances to have that french realism.’– kurt wimmer.’s the greatest date movie in years!’ – ellen pompeo.’– michel pic...#endoftext) |
| [Negative] The city plays too little.” These sorts of conversations are not uncommon. But their effect on very small features of the cultural fabric of the city—the buildings themselves, and the people living inside them—can still be profoundly damaging to those plans, beyond just the suggestion that they could be altered for the better. Take, for example, Kelly David Herman’s Colusns Wilderness, a major piece of city infrastructure...#endoftext) |
| [Positive] The city is most often characterized by high-quality sunny blue skies (the shape of an egg), attractive inhabitants (often women), and numerous characters both american and european, including robin hood; its naturally lynding nature (and thereby its large immigrant population); peppers and tomatoes, (particularly those eaten by donald trump); entertainment, dining and recreation; health and well-being;...#endoftext) |
| [Negative] The city was surrounded by thick gray clouds, overfilled families—perhaps even dozens - were fuddled under the faltering clouds, while the rest - not just the girls, charlotte, madeline, madeline and sutton - clung desperately to the meaning of the message, but to charlotte, to me - to god god help us all - and to the mistaken identity of thayer and nearly all the others...#endoftext) |

Table 8: Examples of the generated sentences of different baseline approaches under the control of different sentiments. The texts with underlines are the given generation prefixes. We highlight the words that are highly related to the target sentiment. The sentiments are [Positive] and [Negative].
<table>
<thead>
<tr>
<th>Topic Control: [Technology]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GRACE</strong></td>
</tr>
<tr>
<td>This essay discusses the planetary climate in order to show how the global climate system is changing and how the changes could affect us. In the process we will see how climate can be used to understand the evolution of life in the universe and how our own evolution might have evolved. We will see how climate is changing because of the actions that have taken place in the past and what this means in terms of the...</td>
</tr>
<tr>
<td><strong>The issue focused on researchers at Stanford, Harvard and MIT who had created an experimental method of analyzing images of animals and their brains for patterns of electrical activity. The researchers had shown that animals with abnormal electrical activity in their brains displayed patterns of activity in the cortex, a part of the brain that controls language, movement and other complex behaviors. The pattern of electrical activity was then analyzed to determine which brain areas...</strong></td>
</tr>
<tr>
<td><strong>PPLM</strong></td>
</tr>
<tr>
<td>This essay discusses developments in technology and technology policy, technology, innovation, technology transfer, and the role of technology in promoting peace and stability in the twenty-first century. It focuses specifically on the role of technology in supporting peace and stability through technology. It draws on the extensive literature on innovation as a tool of development in the United Nations, especially the work of scholars such as Richard Feynman and...</td>
</tr>
<tr>
<td><strong>FUDGE</strong></td>
</tr>
<tr>
<td>This essay discusses the relationship of gender, politics, and the media and technology industries. It is not about technology and technology-based technology systems; The technology industry is one of the most important technological technologies in history because of its potential to transform the way we live. Technology is technology, the technology industry is technology, and the technology industry is technology. It is technology and technology and technology and technology...</td>
</tr>
<tr>
<td><strong>GeDi</strong></td>
</tr>
<tr>
<td>The issue focused on the use of the new technology in the ministry of virtual reality technology, which is currently being developed by the technology company VR Technologies. The issue focused on the use of the new technology in the industry of virtual technology, which is currently being developed by the technology firm VR Technologies. The debate over technology technology The discussion on technology in the technology industry was sparked by the controversy surrounding...</td>
</tr>
<tr>
<td><strong>AA</strong></td>
</tr>
<tr>
<td>This essay discusses two aspects of Apple Computer #39;s most recent hardware update. The first issue concerns the use of the XPC software technology. The second concerns making use of new capabilities built into Windows 2000, Internet Explorer and the like. Apple Computer has since acknowledged the use of an exploit in its OS/2 Personal Computer,... it claims the exploit does #39;s not appear to...</td>
</tr>
<tr>
<td><strong>MM</strong></td>
</tr>
<tr>
<td>This essay discusses &quot;human impulses&quot;, knots ( essays ) [ 240pp. ] 1908 : knots and other essays on electrical engineering and technology, published by the pratt institute press , hal i [ original leaf print. ] 1911 : [ william henry meccook ] and charles darwin [ original leave print.] on an american treadmill, war - weary sailors exchange respect and friendship...</td>
</tr>
</tbody>
</table>

Table 9: Examples of the generated sentences of different baseline approaches under the control of different topics. The texts with underlines are the given generation prefixes. We highlight the words that are highly related to the target topic. The topic here is [Technology].
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Prior to this Sunday’s game with the Saints, the Saints had a record of 2-3-1 and had a 3:5 lead at halftime. In the second half, the Saints led 14-10, but they were down 21-13 to the New Orleans Saints, 27-27 in the third quarter.

With the Saints trailing 24-24 and having the ball at #39; to watch a sports event on television on my television. In my sport, there

In this essay at least, we are not dealing with the players of the game, nor the managers of the club, but rather with the players themselves. We are not trying to prove anything, but to show the fact that there is not much that can be learned from players’ performance statistics. We want our readers to be able to make an informed decision about their own football. If you

Prior to this year, I had no idea the term ‘poster’ even existed. A poster is a type of poster with a printed or digital design that is attached to a vehicle. I have no idea what it was like to get my driver’s licence, nor what it is like for the public to watch football on television. In my sport, there

In this essay we look at the most influential women in football and discuss their achievements on and off the field. "The game will not have to change in the NFL if NFL owners are not willing to make the league football," NFL commissioner Roger Goodell said Tuesday during an interview on NFL Network’s NFL Football pregame show. Goodell also said he believes football football football football football football football football NFL football

Prior to this season, many athletes, athletes, sports fans, sports fans and sports fans were complaining about the "fitness gap" between white athletes and blacks. The fitness gap was created by many of the following factors:- Athletes of color are often less experienced- Athletes of color are often more likely to get injured- Athletes of color have

In this essay, I’ll discuss the three main players of the sport: the sport’s elite athletes, the amateur athletes, and the professional athletes. These three groups share a common goal: achieving Olympic medals in the sport they compete in. The elite athletes

In the essay sports writers will summarize and analyze every game played during each week (ends May 24th 2013). Want to win a key enemy mission? No problem. Won’t want three more hours of mindless galactic War Games? Good luck! KeyGame analysis umbrella concept assumes these post games affect 5 points total based on results out of each team. Regrets: The Gold Medal Implied Team stats

Prior to this season, fans would sit out games or boycott the club if they felt every player was booing raucous music everyone should know about. Now players come together in a wait-for-hormones atmosphere where playing loud tunes doesn’t send an offensive message because the constant pressure made showing up excites them.

"You gotta keep everything positive as we’re just men

In this essay, I will analyze a public exploit in a lab environment, see the alerts generated by an intrusion detection system, and then do some packet analysis of the malicious binary in order to better understand it. As I understand it, this binary is a variant of the Shell Insert Bot (SHB) variant, which is used in... hellip; many malicious virus attacks today.

Prior to this past weekend’s N.H.L. hockey game in Buffalo, fans of the New England team had a chance to see some of the younger players make an appearance. And boy, did they show some of that athleticism. Playing with the young guns was a nice break from what #39; s been going on all season. The regular season is a nice break from the... er... madness.

In this essay, Friedlander describes two separate but related deaf and mute races, named mutants, and x-men (or simply martians). Behavior with regard to mutants varies from jealousy or affection (love) to hostility. Phaethonus and marihuana look like brightly colored apes, while those he considers to be mutants also look like martians, ending up looking brusque.

Table 10: Examples of the generated sentences of different baseline approaches under the control of different topics. The texts with underlines are the given generation prefixes. We highlight the words that are highly related to the target topic. The topic here is [Sports].
To review, the company cut its dividend, and the stock plunged from an all time high in June. The stock was up about 2%. “It was an extraordinary period of market action,” says David S. Daley, director of research at Wedbush Securities. “I think this is the best-selling company at a time where the S&P 500 is in its worst stretch in...”

More importantly, a households survey shows that $2 trillion in household savings has been lost since 2009 due to financial collapse. It’s time to take a hard look at the current economic reality in the US and demand more reforms from Washington. In a recent op-ed for Forbes.com, the CEO of Goldman Sachs, Lloyd Blankfein, argues that the US needs to focus on..."
Table 12: Examples of the generated sentences of different baseline approaches under the control of different topics. The texts with underlines are the given generation prefixes. We highlight the words that are highly related to the target topic. The topic here is [World News].
Training Data Domain: Movie Reviews

[Positive]
- The lake scene in "The Big One", which is a real treat. It’s like the first
- "The Big Lebowski", but much better in every way. The story of how an American man and a Japanese man, living on opposite sides of the world, are reunited is very touching and very funny. The two actors are very talented and I am very happy.
- The horse is a great actor and actor is one of the best parts. The rest is not to bad of a film. This movie is one of my favorites for the story, the characters, the actors and the plot. The story was good and the horse was really good. But I have to say that the film was a big let down when I had to watch it.
- The pizza delivery guy is the only one that can save you from the zombies, if not his brother. If the movie is good it’ll be a good film. If not it’s a waste of time and money. I’ve seen many bad zombie flicks and I’m glad I didn’t have to spend the money to watch it. The acting is decent at least.
- The potato is an interesting concept in that it doesn’t require a great deal of effort to figure out how to grow them. The movie has a good idea of what to expect from this potato and its uses but there are a good number of technical difficulties that make growing potatoes difficult. I’ve seen some documentaries about potatoes but they tend to gloss over what the potato actually is.

[Negative]
- The lake scene in the beginning of this film was just awful. It is just a bad movie with bad acting, bad direction and bad acting by the actors! I think they should have cut this movie because it is just too much. The lake scene should have been shot underwater instead of on the beach in the first place! I really like this film, but it’s a disappointment.
- The horse in this movie looks like a very small one, it is a horse that looks like it could easily have been put into a toy box, it does not move at all. The movie is really boring, it is not very funny at all, the acting is horrible. The horse looks more like it was made by a 4 year old, and is a total waste.
- The pizza scene is just a horrible, awful joke. There is no substance in it and it has zero plot. It’s all just bad acting and a bad script. There are many scenes where the actors look like they are about to faint. I don’t understand why they bothered making this movie at all. They should have just stuck with a movie about a guy who is a zombie.
- The potato chips in my mouth were really good, but the story is so predictable that it really hurts. The movie is so predictable that if the characters are not in a relationship, it is hard to care for any of them. It has the worst acting I have ever seen. The main character who is supposed to be a lesbian and is a gay man in the movie.

Table 13: The randomly sampled generation results of GPT2-F on sentiment-controlled generation. The texts with underlines are the given generation prefixes. The texts in blue indicate the domain of GPT2-F’s training corpus.
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