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Abstract

Abstractive dialogue summarization has re-
ceived increasing attention recently. Despite
the fact that most of the current dialogue sum-
marization systems are trained to maximize
the likelihood of human-written summaries and
have achieved significant results, there is still a
huge gap in generating high-quality summaries
as determined by humans, such as coherence
and faithfulness, partly due to the misalign-
ment in maximizing a single human-written
summary. To this end, we propose to incorpo-
rate different levels of human feedback into the
training process. This will enable us to guide
the models to capture the behaviors humans
care about for summaries. Specifically, we ask
humans to highlight the salient information to
be included in summaries to provide the lo-
cal feedback, and to make overall comparisons
among summaries in terms of coherence, ac-
curacy, coverage, concise and overall quality,
as the global feedback. We then combine both
local and global feedback to fine-tune the dia-
log summarization policy with Reinforcement
Learning. Experiments conducted on multi-
ple datasets demonstrate the effectiveness and
generalization of our methods over the state-
of-the-art supervised baselines, especially in
terms of human judgments1.

1 Introduction

Abstractive conversation summarization, which
aims at processing, organizing, and distilling hu-
man interaction activities into natural, concise, and
informative text (Murray et al., 2006; Wang and
Cardie, 2013), is one of the most challenging and
interesting tasks in text summarization. Growing
attention has been paid to neural abstractive con-
versation summarization through a variety of de-
signs including transferring document summariza-
tion models (Gliwa et al., 2019; Yu et al., 2021;

1The data and codes are available at https:
//github.com/SALT-NLP/Human_in_the_Loop_
Conversation_Summarization

Jia et al., 2022), utilizing conversational structures
(Chen and Yang, 2020; Feng et al., 2020b; Zhu
et al., 2020a; Chen and Yang, 2021b; Liu et al.,
2019b; Lin et al., 2022; Zhang et al., 2022; Liu
et al., 2021), introducing conversational data aug-
mentation (Chen and Yang, 2021a), incorporating
controllable signals (Narayan et al., 2021b; Wu
et al., 2021) and pre-training conversation models
(Zhong et al., 2021). Most of them are trained
with supervised learning, which maximizes the log
probability of human written summaries. While
they have gained impressive performances, there
are still huge gaps in generating high-quality sum-
maries as determined by humans such as coherence
or faithfulness(Chen and Yang, 2021b), largely due
to a misalignment between the fine-tuning objective
(maximizing the likelihood of single human-written
summary) and the actual needs (generating more
human-favored summaries) (Ziegler et al., 2019).

To train the summarization models on objectives
that can more closely capture the behaviors humans
care about, Reinforcement Learning (RL) has been
used to directly optimize the rewards learned and
constructed from human feedback (Ziegler et al.,
2019; Stiennon et al., 2020; Böhm et al., 2019;
Ye and Simpson, 2021). Different kinds of feed-
back have been explored to construct the reward
functions such as human ratings over CNN/DM
summaries (Böhm et al., 2019), overall preferences
among pairs of summaries (Ziegler et al., 2019),
and the similarity-redundancy matrix (Böhm et al.,
2019). While achieving promising performances,
they are mainly designed for document summariza-
tion with a single reward function learned from
overall assessments on summaries(Böhm et al.,
2019; Ziegler et al., 2019). As a result, they might
not be directly adapted to dialogue summariza-
tion because of the intrinsic differences between
documents and conversations. Compared to docu-
ments, conversations are generally less structured
and more complex (Chen and Yang, 2020). There
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are diverse interactions between multiple speak-
ers and complex structures such as interruptions,
discourse relations, and speaker roles in dialogues
(Chen and Yang, 2020). Therefore, more subtle
levels of human feedback with the consideration
of conversation structural information is needed
to provide more comprehensive, consistent, and
generalizable rewards, which may lead to better
performances for dialogue summarization.

To fill in this gap, we introduce Human-In-The-
Loop (HITL) abstractive dialogue summarization
with different levels of human feedback to leverage
various conversation structures. Specifically, we in-
corporate two levels of human feedback: (1) Local
Feedback, which consists of highlighted words or
phrases in dialogues to capture the salient structural
information, including but not limited to speaker’s
intents, identifiable events/topics, and discourse re-
lations (e.g., causal relationships and important
emotions), and (2) Global Feedback, which in-
cludes dimensions like Coherence, Accuracy, Cov-
erage, Concise and the Overall Quality, to pro-
vide more comprehensive human preferences on
the given summary. We hire and train human an-
notators to provide the introduced two levels of
human feedback on 1,000 randomly sampled con-
versations from the DialogSum dataset (Chen et al.,
2019). With the collected human feedback, we
construct the local reward (rl) based on the simi-
larities between the generated summaries and the
annotated highlights and learn the global reward
(rg) models via supervised learning which predict
the human preferences. Finally, we train the sum-
marization policy via RL to maximize the rewards
predicted by rl and rg. Specifically, the policy
generates a token of text at each time step and is
updated using the PPO algorithm (Ziegler et al.,
2019) based on the reward given to the entire gen-
erated summary. We conducted extensive experi-
ments and ablation studies in different settings on
the recent conversation summarization dataset, Di-
alogSum (Chen et al., 2019) and SAMSum (Gliwa
et al., 2019), to demonstrate the superiority of
our methods compared to the state-of-the-art su-
pervised learning baselines, especially in terms of
human judgments and generalization abilities.

To summarize, our contributions are: (1) we
introduced and collected the local and global feed-
back tailored for abstractive conversation summa-
rization; (2) we designed the HITL to learn bet-
ter conversation summarization policies via rein-

forcement learning where different levels of human
feedback are directly optimized; (3) we performed
extensive experiments to study the effectiveness
and generation abilities of our HITL methods on
DialogSum and SAMSum datasets.

2 Related Work

2.1 Abstractive Dialogue Summarization

Neural abstractive dialogue summarization has re-
ceived intensive attention recently with the intro-
duction of large-scale datasets (Gliwa et al., 2019;
Chen et al., 2019; Tuggener et al., 2021). Be-
sides directly transferring documents summariza-
tion methods to conversations (Gliwa et al., 2019),
models tailored for conversation have been pro-
posed to achieve better performances (Zhao et al.,
2019; Zhu et al., 2020b; Feng et al., 2021), which
make use of the rich structured information in con-
versations such as dialogue acts (Goo and Chen,
2018), key point/entity sequences (Liu et al., 2019a;
Narayan et al., 2021a), topic segments (Liu et al.,
2019c; Li et al., 2019), stage developments (Chen
and Yang, 2020), discourse relations (Chen and
Yang, 2021b; Feng et al., 2020a), action mentions
(Zhang et al., 2022), and coreferences (Liu et al.,
2021). Recent work has also explored learning in a
data-efficient way through data augmentation and
semi-supervised learning (Chen and Yang, 2021a),
generating more controllable summaries (Wu et al.,
2021; Narayan et al., 2021b). Moreover, external
information such as commonsense knowledge is
incorporated to help understand the global conver-
sation context (Feng et al., 2020b). Zhong et al.
(2021) pre-trained a language model on conversa-
tional data to help the summarization as well.

Most of the current dialogue summarization sys-
tems are still trained to maximize the likelihood
of human-written text and have led to significant
performances, but there is still a huge gap in gen-
erating high-quality summaries as determined by
humans such as coherence, faithfulness, concise-
ness, and concreteness (Chen and Yang, 2020).
This is mainly due to the misalignment between
the training objective and model evaluation. For
example, models never plan and look ahead for
overall summarization goals. To fill in this gap,
we directly learn the summarization policy that
maximizes the rewards constructed from human
feedback via Reinforcement Learning to generate
more human-favored summaries.
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Figure 1: Overall process of our human-in-the-loop conversation summarization system including collecting human
feedback, learning and designing reward models based on feedback, and learning the summarization policy.

2.2 Learning with Human Feedback

Recent research has started to explore incorporat-
ing human feedback into the training process to
achieve human-preferred systems in different tasks
such as dialogue generation (Jaques et al., 2019; Yi
et al., 2019; Hancock et al., 2019), story generation
(Zhou and Xu, 2020), document summarization
(Ziegler et al., 2019; Stiennon et al., 2020; Böhm
et al., 2019) and etc. Our work is most related
to previous work which utilizes human feedback
to train document summarization models with Re-
inforcement Learning (RL) (Ziegler et al., 2019;
Stiennon et al., 2020; Böhm et al., 2019; Ye and
Simpson, 2021), where human ratings/comparisons
over summaries are usually used to learn the re-
ward models to serve as the value networks in RL.
Despite the effectiveness, it is challenging to di-
rectly apply them to conversation summarization,
largely due to the complex structures in conversa-
tions, which requires subtle reward design.

Inspired by these prior work, we introduce
two levels of human feedback to guide the di-
alogue summarization model to generate more
human-favored summaries instead of only collect-
ing pairwise-comparing binary global rating anno-
tations, including the (1) Local Feedback which
highlights the important conversation structures to
summarize and the (2) Global Feedback which con-
sists of different fine-grained dimensions to provide
more comprehensive judgments. Our work is also
related to using RL to optimize automatic metrics

for summarization, such as ROUGE (Ranzato et al.,
2015; Wu and Hu, 2018; Gao et al., 2019; Parnell
et al., 2021), while we are directly optimizing hu-
man preferences with RL.

3 Methods

In this section, we introduce our Human-in-the-
Loop conversation summarization (HITL) pipeline
(in Figure 1) where we incorporate two levels of hu-
man feedback, the local and global feedback, into
the learning process. Inspired by Stiennon et al.
(2020), our pipeline for abstractive conversation
summarization includes 3 stages: (1) Collecting
two levels of human feedback from conversation-
summary pairs where summaries are generated
with baseline models; (2) Learning and designing
reward models from two levels of human feedback;
(3) Learning the summarization policy which could
generate higher-quality summaries as judged by
humans against the reward model.

3.1 Datasets

We utilize DialogSum (Chen et al., 2019), a recent
large-scale dialogue summarization dataset empha-
sizing real-life daily conversations, to study human-
in-the-loop conversation summarization. We se-
lected DialogSum because the summaries in Di-
alogSum are less extractive with more novel n-
grams. The summaries are more compressed
compared to the other conversation summariza-
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Dataset # Turns # Words # Words in Sum

Sampled 9.6 127.6 22.9

DialogSum 9.8 131.0 23.6

Table 1: Data statistics of sampled 1000 dialogues and
DialogSum including the average number of turns and
words in conversations and the average number of words
in ground truth summaries.

tion datasets (Chen et al., 2019)2, which makes
the datasets more challenging and requires human
knowledge to generate better summaries.

3.2 Collecting Human Feedback

Here we describe the process of getting the desired
global and local human feedback.

3.2.1 Annotation Setup
Sampling Dialogues From this DialogSum
dataset, we randomly sample 1,000 dialogues from
13,360 dialogues to collect our designed two levels
of human feedback. As the data statistics shown in
Table 1, the distribution of our sampled examples
is close to that of the original DialogSum dataset.

Baseline Summaries We generate a set of base-
line summaries with different models for the global
feedback annotation. Specifically, for every dia-
logue, we generate 4 summaries with 4 different
summarization systems: (1) BART-large fine-tuned
on SAMSum and XSUM 3 with a 30.4/11.5/24.8
ROUGE score on DialogSum, (2) DistilBART fine-
tuned on CNN/Daily Mail and SaumSUM 4 with
a 33.8/13.6/27.8 ROUGE score , (3) BART-large
fine-tuned on SAMSum 5 and with a 33.0/13.5/27.0
ROUGE score (4) BART-large-xsum 6 fine-tuned
on SAMSum 7 with a 26.6/10.2/21.4 ROUGE score.
These different summaries are then compared by
humans to provide global feedback.

Hiring and Training Annotators We hire two
annotators through Upwork8 and provide them

2The data statistics are shown in Table 7 in the Appendix.
3https://huggingface.co/Salesforce/

bart-large-xsum-samsum
4https://huggingface.co/philschmid/

distilbart-cnn-12-6-samsum
5https://huggingface.co/linydub/

bart-large-samsum
6https://huggingface.co/facebook/

bart-large-xsum
7https://huggingface.co/knkarthick/

meeting-summary-samsum
8https://www.upwork.com

with extensive training for the task. During multi-
ple training sessions, we explain how to highlight
salient information and compare summaries using
our interfaces. We go through selected example di-
alogues and discuss with them to resolve inconsis-
tencies and disagreements. To further reaffirm the
training, we also perform test runs on the sampled
dialogues. From these test cases, we make sure that
they annotate the data properly and achieve good
agreements. We pay the annotators $25 per hour.
We get 41.67 hours of work for the first member
and 39.83 hours for the second member 9.

3.2.2 Local Feedback
For the local feedback, we ask annotators to high-
light the salient information in the provided dia-
logues. The highlighted information needs to be
helpful in generating a summary. The information
can be phrases, sentences, or a couple of words in
the given dialogue. Specifically, we ask annotators
to look for some important aspects including (1)
speaker’s intents, (2) identifiable events/topics, (3)
discourse relations such as causal relationships and
(4) important emotions in the conversation. For ev-
ery conversation, we ask the annotator to annotate 3
to 8 highlights. After 3 rounds of training sessions,
we examine the quality by asking them to anno-
tate the same set of 50 dialogues and computing
the agreement scores between the two annotators
(0.865 BERT-score between their annotated spans)
10. We also make sure the highlights match the
important information in ground truth summaries
(0.792 BERT-score between annotated spans and
corresponding summaries) 11. Annotators then an-
notate the remaining dialogues by themselves inde-
pendently. After annotation, we collect 6.1 spans
for every dialogue with 59.5 words on average.

3.2.3 Global Feedback
After highlighting the salient information, we pro-
vide the annotators with 3 pairs of summaries sam-
pled from the set of baseline summaries. We then
ask them to make comparisons in terms of Co-
herence, Accuracy, Coverage, Conciseness, and
Overall Quality. For every comparison between
summary A and summary B, the annotators need to
grade on a scale of 5 points: summary A is mostly

9The interface is shown in the Appendix
10The BERTScore for randomly sampled pairs of spans is

0.573.
11The BERTscore for randomly sampled pairs of utterance

and summary is 0.469.
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better, summary A is partially better, equal, sum-
mary B is partially better, the summary B is mostly
better. We provide detailed guidelines to the anno-
tators about those different dimensions12. After 3
rounds of training sessions, we show the annota-
tors 50 dialogues with 150 pairs of summaries and
ask them to make comparisons, resulting in 150
comparisons. We then calculate the Fleiss Kappa
scores to measure the agreements among different
annotators. In the end, we obtain an average score
of 0.342 for Coverage, 0.381 for Coherence, 0.376
for Conciseness, 0.373 for Accuracy, and 0.369
for Overall Quality, indicating moderate agreement
(Landis and Koch, 1977). Annotators then annotate
the remaining dialogues by themselves indepen-
dently. In total, we collect 3000 pairs of compar-
isons for every dimension.

3.3 Method
This section focuses on how to incorporate the an-
notated feedback into the training process to as-
sist the summarization systems in generating more
human-favored summaries.

3.3.1 Rewards Modeling
We first describe how to train the reward mod-
els and compute the rewards for any given
conversation-summary pairs.

Local Rewards Our goal is to encourage the
summarization systems to generate summaries
that cover the important information mentioned
in the dialogues while avoiding redundant infor-
mation. Thus here we propose to model the lo-
cal rewards based on these highlights from anno-
tators. For a given conversation C with a set of
human-annotated salient spans M = M1:m (e.g.,
phrases/sentences/words in the dialogues), suppose
the model would generate a summary s. We view
the list of highlights M annotated by humans as in-
formation needed by the summaries, and the other
sentences without highlights as possible redundant
information set N = N1:n = C − M . We then
calculate the local coverage rewards rl(C, s,M)
by calculating the cosine distances between the em-
beddings of the summary and the information in
the dialogues:

rl(C, s,M) =

m∑

i

cos(s,Mi)−
n∑

j

cos(s,Nj)

(1)

12The detailed guidelines are shown in the Appendix.

Here we embed the summaries and the dialogue
information utilizing sentence-transformers (all-
mpnet-base-v2) 13 (Reimers and Gurevych, 2019).

Global Rewards Generating high-quality sum-
maries with better human preferences is essen-
tial for building better summarization systems.
To this end, we design the global rewards by
learning human preferences from their annota-
tions. For a given set of annotated conversa-
tions C = {C1, ..., Cn} with baseline summaries
S = {(s11, s12, s13, s14), ..., (sn1 , sn2 , sn2 , sn3 )} with dif-
ferent dimensions of global human feedback, we
first learn a set of reward models rgj (C, s; θe, θj)
to measures the quality or impact of the dimension
j on summary s for a conversation C. Here, θe
are the parameters to encode the conversation and
summaries; θj stands for the parameters of linear
heads for the dimension j, which outputs a scalar
on top of θe. Specifically, we initialize θe with a
BART-large model fine-tuned on the DialogSum
dataset, and randomly initialize θj for every dimen-
sion in the global feedback. During training, we
train the model to predict which summary in a sum-
mary pair {sin, sim} of conversation Ci is preferred
by humans, by optimizing the following objective:

L = −E(Ci,sin,s
i
m)∼(C,S)Σj [log(σ(rgj (Ci, s

i
n;

θe, θj)− rgj (Ci, s
i
m; θe, θj)))]

where sin is the summary preferred by humans.
Implementations are shown in Section 4.2. We

select the hyper-parameter based on the loss on the
validation set (8:2 split), and further evaluate the
learned reward models in Section 4.4.

We then combine different dimensions to pro-
vide the global rewards rg(C, s):

rg(C, s) = Σjrgj (2)

3.3.2 HITL Summarization Policy Learning
Here we train a summarization policy with human
feedback for generating high-quality outputs as
judged by humans. We utilize reinforcement learn-
ing to learn the summarization policy πRL

ϕ . Specif-
ically, we initialize the policy with a supervised
learning BART-large baseline model πB fine-tuned
on DialogSum. We use the PPO algorithm (Schul-
man et al., 2017) to maximize the rewards from the
above local and global reward models rl and rg,

13https://github.com/UKPLab/
sentence-transformers
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Methods # Training Data Rewards ROUGE-1 ROUGE-2 ROUGE-L

BART-large Full - 47.28 21.18 44.83

HITL-synthesis Full rg 46.87 21.03 45.12
HITL-synthesis Full rl 47.27 22.18 45.15
HITL-synthesis Full rg + rl 47.46 22.13 45.24

HITL-synthesis 1000 rg 46.25 20.79 44.37
HITL-synthesis 1000 rl 46.18 21.12 45.13
HITL-synthesis 1000 rg + rl 46.38 21.26 45.08

HITL† 1000 rg 47.54 23.05 45.38
HITL† 1000 rl 47.88 23.17 45.87
HITL† 1000 rg + rl 48.29 23.65 46.23

Table 2: ROUGE-1, ROUGE-2 and ROUGE-L scores for different models on the DialogSum Corpus test set. †
means our model. We performed Pitman’s permutation test (Dror et al., 2018) and found that HITL significantly
outperformed the supervised baseline BART-large (p < 0.05). The results are averaged over three random runs.

Methods Human Preferred %

BART-large 18%
HITL-(rg + rl) † 82%

Table 3: Human preferences when comparing sum-
maries generated by supervised baseline model (BART-
large) and our best HITL model (rg + rl). † means our
method.

where each time step is a BPE token 14. The full
reward R(C, s,M) is:

R(C, s,M) = wlrl(C, s,M) + wgrg(C, s)

− β log

[
πRL
ϕ (s|C)

πB(s|C)

]
(3)

We introduce a KL divergence term between the
HITL policy and the supervised baseline model
(Jaques et al., 2019). This term could prevent the
learned policy generating outputs that are too dif-
ferent from the supervised models and encourage
the learned policy to explore instead of collapsing
to a single model (Stiennon et al., 2020). wl, wg

and β are weights to balance different sub-rewards.
Following Stiennon et al. (2020), we use a Trans-

former with separate parameters from the policy for
the PPO value function. And we initialize the value
function to the parameters of the reward model.
In our experiments, the reward model, policy and
value function are the same size.

14The reward model would give the rewards after the entire
summary generated. Each episode terminates when the policy
outputs the EOS token, and the discount factor γ = 1.

Metric Agree with Human %

ROUGE 55.3%

Coherence 62.4%
Accuracy 56.8%
Coverage 63.6%
Concise 59.5%

Over Quality 65.5%

rg 69.8%

Table 4: Agreement with human preferences of differ-
ent reward models including the ROUGE score, coher-
ence reward model, accuracy reward model, coverage
reward model, concise reward model, over quality re-
ward model and our global reward model rg .

4 Experiments

4.1 Baselines
We compare our models with several baselines:

• BART-large (Lewis et al., 2020): We utilized
BART-large as our backbone model as well as
the supervised learning baseline. Utterances
are separated by a special token.

• HITL-synthesis: We use heuristics to approx-
imate the local and global feedback, via which
we then learn synthesized reward models and
the HITL summarization policy. Specifically,
for the local feedback, we utilize a greedy al-
gorithm (Nallapati et al., 2016; Zhang et al.,
2022) to obtain the synthesis highlights based
on ground truth. For the global feedback, we
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Methods Training Data Transferred Parts ROUGE-1 ROUGE-2 ROUGE-L

BART-large DialogSum Whole Model 31.74 5.93 29.79

HITL-(rg + rl)† DialogSum Whole Model 33.58 7.84 32.63

BART-large SAMSum Whole Model 53.12 27.95 49.15

HITL-(rg) † † SAMSum Global Reawrds 53.76 28.04 50.56

Table 5: ROUGE-1, ROUGE-2 and ROUGE-L scores on the SAMSum test data. † means that we directly apply our
HITL models trained on DialogSum to SAMSum. † † means that we re-train the policy on SAMSum corpus with
the global reward learned from DialogSum annotations. The results are averaged over three random runs.

Quality R1 R2 RL

Synthesis 46.38 21.26 45.08
Noisy 46.32 21.38 44.76
Clean 47.58 22.58 45.56

Table 6: ROUGE scores on the DialogSum test data
where the HITL-(rg + rl) policy is learned with 400
annotations with different qualities. The results are
averaged over three random runs.

utilize the randomly sampled utterances as
negative summaries compared to the ground
truth summary.

4.2 Implementation Details
For the supervised baseline, we initialize the model
with BART-large and fine-tune it on the full Dialog-
Sum for 10 epochs with a 3e-5 learning rate and
120 warm-up steps. We use a batch size of 8. For
the global reward models, we set the hidden size of
the linear head 256. We use a batch size of 8 and
train the reward model for 2 epochs with a 3e-5
learning rate. For PPO, we initialize our policies
with the supervised baseline and our value func-
tions with the reward models. We set γ = 1 and
λ = 0.95 for the advantage estimation (Schulman
et al., 2015), do 4 epochs of optimization with a
batch size of 8 and run for 5,000 episodes. We set
wl = 1, wg = 1.5 and β = 0.05 based on grid
search among {0.05, 0.5, 1, 1.5, 2, 2.5} for the full
reward R. All experiments were performed on 8
NVIDIA V100 (32GB memory).

4.3 Automatic Evaluation
We first evaluated all the models with the widely
used automatic metric ROUGE(Lin and Och, 2004)
and reported ROUGE-1, ROUGE-2, and ROUGE-
L in Table 2. We found that the performances were
not better for synthesis data when there were less

Figure 2: ROUGE-1, ROUGE-2 and ROUGE-L scores
on the DialogSum test data where the HITL policy is
learned with different number of annotations (400, 600,
1000). The left y axis means ROUGE-1 and ROUGE-L,
the right y axis means ROUGE-2.

training data. When there was plenty of synthesis
feedback, (HITL-synthesis with Full data) can help
improve over the supervised baseline, where the
local reward was more important compared to the
global reward. After incorporating ground-truth
human feedback, our HITL-(rg + rl) model with
both global and local rewards achieved the best per-
formances even with less training data compared
to synthesis baselines. The local rewards consis-
tently brought in more performance boost because
the conversation structural information in local re-
wards can help the systems more directly capture
the important factors in the conversation. This indi-
cates the effectiveness of our HITL framework for
conversation summarization, as the human judge-
ments were directly guiding the learning process.

4.4 Human Evaluation

Following Böhm et al. (2019) and Stiennon et al.
(2020), we randomly sampled 200 conversations
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from the DialogSum test set and asked annotators
from Amazon Mechanical Turk to select the pre-
ferred summary from pairs of summaries generated
by BART-large and HITL-(rg + rl). Turkers were
asked to judge coherence, accuracy, coverage, and
conciseness 15. To increase the annotation quality,
we required Turkers to have a 98% approval rate
and at least 10,000 approved tasks for their previ-
ous work. Each conversation was rated by three
workers, and we used majority voting to decide the
preferred summaries. The pay rate was 0.5$ per
hit. We measured the agreement by computing the
Intra-Class Correlation (ICC) was 0.693, showing
moderate agreement (Koo and Li, 2016).

Main Results From Table 3, we observed that
summaries from our introduced (HITL-(rg + rl))
are much more preferred (favored in 82% cases)
by human compared to supervised baseline (BART-
large). These significant improvements came from
comparably small amount of annotations (1000 di-
alogues). These indicated that the systems (HITL-
(rg + rl)) that directly learn from a small amount
of global and local human feedback could gener-
ate higher-quality summaries with better human
preferences compared to supervised baselines.

Evaluating the Global Reward Models Based
on human preferences, we further examined the
global reward model and compared it with its sub-
dimensions as well as the ROUGE metric. Basi-
cally, we assume that the reward model agrees with
human preferences when the model is assigning
higher scores to these human-preferred summaries.
As shown in Table 4, reward models learned from
humans generally agree well with humans, where
our global reward rg receives the highest agree-
ment rate. This showed the high quality and ef-
fectiveness of our global feedback collection as
well as the global reward models. As a result, our
HITL-(rg+ rl) model achieves better performances
compared to baselines. The results also showed the
potential of our global reward models to be used to
better automatically evaluate the summaries (Fab-
bri et al., 2020).

4.5 Generalization

We then evaluated the generalization abilities of our
HITL summarization system and our learned global
reward model rg. We transferred the knowledge

15The guidelines are the same as the guidelines for global
feedback annotations described in the Appendix.

learned on DialogSum to another corpus, SAMSum
(Gliwa et al., 2019) which summarizes messenger-
like conversations about daily topics, such as ar-
ranging meetings and discussing events. The good
generalization shown below also lower the amor-
tized cost (Rajani et al., 2021) of our methods.

Generalization of HITL models We first di-
rectly applied the whole HITL-(rg + rl) models
trained on DialogSum to the SAMSum corpus. The
results were visualized in Table 5. The zero-shot
evaluations on SAMSum got lower ROUGE scores
compared to the models trained on SAMSum data,
while our best model, HITL-(rg + rl), achieved
better performances compared to the supervised
baseline model (BART-large). This showed that
our policy empowered with human feedback can
better generalize to other domains compared to su-
pervised learning models because our policy was
learned from rewards that explicitly indicated hu-
man preferences. Such rewards are more general to
different domains compared to supervised learning
objectives which are specific to one dataset.

Generalization of the Global Reward Model
We then re-trained the HITL-(rg) policy on SAM-
Sum corpus while we directly utilized the global
reward model rg(C, s) learned from human feed-
back on DialogSum data as the reward functions.
We reported the results in Table 5 and observed that
the HITL-(rg) outperformed the supervised BART-
large model on SAMSum in terms of ROUGE
scores. This showed that our global reward mod-
els rg can be directly applied to other conversation
summarization datasets to provide reinforcement
learning rewards and boost performance because
the global rewards learned from human feedback
are implying the qualities of summaries in general
rather than being limited to one specific domain.

4.6 Ablation Study

Here we performed two ablation studies to further
study the impact of the quality and the quantity of
human feedback in our HITL pipeline.

Perturbing the Qualities of Annotations We
compared HITL-(rg + rl) policy trained with anno-
tations on the same 400 dialogues of three levels
of qualities: (1) Synthesis Annotations as described
in Section 4.1, (2) Noisy which was the annotation
from annotators without extensive training sessions,
(3) Clean which was the annotation after the train-
ing sessions. We visualized the comparisons in
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Table 6, and found that the performances were bet-
ter with higher quality annotations. This suggests
that the quality of human feedback matters.

Increasing the Annotations We then varied the
number of annotations from 400 to 1000 in our
HITL-(rg + rl) model in Table 2. The ROUGE
scores were higher with more human annotations
because of better reward learning and policy learn-
ing with more training data. This implies the im-
portance of enough human feedback to learn and
design better rewards.

5 Conclusion

In this work, we introduced two levels of conver-
sation human feedback into the abstractive conver-
sation summarization to generate human-preferred
summaries. Specifically, we first collected local
and global human feedback to design the corre-
sponding reward functions. We then learned the
summarization policies via reinforcement learning
to optimize the designed rewards. Extensive ex-
periments in different settings and ablation studies
on DialogSum and SAMSum corpus via both au-
tomatic and human evaluations demonstrated the
effectiveness and generalization of our introduced
HITL pipeline. For future work, we would like to
explore incorporating human feedback in natural
languages which are more general and explicit to in-
dicate how to summarize conversations to improve
the abstractive conversation summarization.

6 Limitation

In this work, we collect extensive and comprehen-
sive human feedback with high qualities to facil-
itate our human-in-the-loop conversation summa-
rization framework. While the learned rewards and
models are showing good generalization abilities,
further attention is still needed to deeply under-
stand what types of feedback or what amount of
feedback is necessary. Our current work only con-
siders human feedback collected using the required
forms (i.e., rankings and highlighting). We encour-
age future work to explore how to incorporate hu-
man preferences with more open-ended feedback
such as through natural languages. Furthermore,
we mainly focus on conversation summarization
with human feedback in this work, and other types
of summarization tasks (e.g., multi-document sum-
marization, email to-do summarization, meeting
summarization and etc.) could be further explored
to incorporate human knowledge.
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Dataset # of Dialogues Avg # of turns Avg # of Words Avg Compression Rate

DialogSUM 13,406 9.5 131.0 0.18

SAMSum 16,369 11.1 94.3 0.30

Table 7: Data Statistics of DialogSUM and SAMSum

(a)

(b)

Figure 3: The designed websits to collect data: (a) Highlighting key information in a given conversation. (b)
Comparing two given summaries in terms of given aspects.

our own website to allow for a standardized, cus-
tomized user interface for all annotators. The web-
site contains the information for highlighting, sum-
mary comparisons as well as detailed instructions.

From here we collect local and global guidance.
For local guidance, we display one of the dialogues
on the website. We ask the user to highlight salient
information and then press next. Afterward, we
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display 3 pairs of summaries and ask the user to
compare the pairs of summaries in 5 different di-
mensions. Screenshots from the website are shown
in Figure 3. Data collected from the website can
be easily ported into a central database containing
all of our human data.

C Global Feedback Guidelines

We provide the annotators with 3 pairs of sum-
maries sampled from the set of baseline summaries,
and ask them to make comparisons in terms of Co-
herence, Accuracy, Coverage, Conciseness, and
Overall Quality. For every comparison between
summary A and summary B, the annotators need to
grade upon a scale of 5 points: summary A mostly
better, summary A partially better, equal, summary
B partially better, summary B mostly better. We
provide detailed guidelines to the annotators about
those different dimensions:

• Coherence: Summary is easy to understand
and free of English errors. For comparing
summaries against each other in Coherence,
we ask the annotators to compare the num-
ber and severity of grammatical, syntax, and
spelling errors of each summary against each
other.

• Accuracy: Information that stated in the sum-
mary is accurate and does not incorrect infor-
mation. Summary is not misleading and has
too much errors. For comparing summaries
against each other in Accuracy, we ask the
annotators discover the amount and severity
of inaccurate statements that occur in the sum-
maries against each other.

• Coverage: Mentions main information of the
conversations. It conveys the most salient in-
formation from the dialogue. For comparing
summaries against each other in Coverage,
we ask the annotators to look at the number
of events in each summary. Also taking into
the factor of importance of events, we ask the
annotator to compare the number of events
against the pair of summaries.

• Conciseness: Summary is short and to the
point. It does not have too much unim-
portant information that is not included in
the salient information. For comparing sum-
maries against each other in Conciseness, we
ask the annotators to mainly look at the length

of the summaries. Then we check if any infor-
mation doesn’t fit, and penalize as such.

• Overall Quality: We ask the annotator to use
all of the above information and other related
context to give an overall rating. Even though
we asked the annotator to consider all the in-
formation, we asked the annotator to factor
coverage and accuracy more into their deci-
sion for Overall Quality. This is because it is
of at most importance for a dialogue summary
to accurately summarize the salient informa-
tion of the dialogue.
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