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Abstract

In this work, we provide a recipe for train-
ing machine translation models in a limited
resource setting by leveraging synthetic tar-
get data generated using a large pre-trained
model. We show that consistently across dif-
ferent benchmarks in bilingual, multilingual,
and speech translation setups, training models
on synthetic targets outperforms training on
the actual ground-truth data. This performance
gap grows bigger with increasing limits on the
amount of available resources in the form of
the size of the dataset and the number of param-
eters in the model. We also provide preliminary
analysis into whether this boost in performance
is linked to ease of optimization or more deter-
ministic nature of the predictions, and whether
this paradigm leads to better out-of-distribution
performance across different testing domains.

1 Introduction
Neural Machine Translation (NMT) (Bahdanau
et al., 2014; Wu et al., 2016; Stahlberg, 2020) relies
on deep learning models to train end-to-end trans-
lation systems. With the advent of deep recurrent
models like LSTMs (Hochreiter and Schmidhuber,
1997; Sundermeyer et al., 2014; Chung et al., 2014)
and their attention-augmented improvements (Bah-
danau et al., 2014; Luong et al., 2015), these
models outperformed traditional statistical (Koehn,
2009; Della Pietra, 1994) and rule-based (Lagarda
et al., 2009; Nirenburg, 1989) approaches. Re-
cently, with the introduction of fully attention-
based networks networks (Vaswani et al., 2017;
Dehghani et al., 2018; Sukhbaatar et al., 2019; Dai
et al., 2019; Kitaev et al., 2020; Choromanski et al.,
2020; Mittal et al., 2021) and increase in compute
and data, large-scale Transformer networks have
dominated the field of natural language process-
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We used the NeMo codebase (Kuchaiev et al., 2019) for
all our experiments.

ing (Devlin et al., 2018; Brown et al., 2020; Hoff-
mann et al., 2022; Shoeybi et al., 2019), and ma-
chine translation in particular (Edunov et al., 2018;
Raffel et al., 2020), leading to not only better per-
formance but also more efficient training through
their parallel computations (Ott et al., 2018).

While it has been established that scaling up data
and compute boosts the performance of the large-
scale NMT systems (Gordon et al., 2021; Ghorbani
et al., 2021; Kaplan et al., 2020; Bahri et al., 2021),
there is still a need to focus on budget models that
can run on mobile and edge computing devices.
In other tasks, like end-to-end speech translation,
training data is scarce and expensive. Inspired from
these needs, we provide a recipe for training text-
to-text and text-to-speech translation systems in
a limited resource setting at the modest overhead
of running inference of pre-trained models on the
source sentences.

Though in theory, increasing the amount of data
provides a relatively simple methodology for bol-
stering the performance of current AI systems, it is
difficult to do so when obtaining new data is costly,
especially because of the labeling process in super-
vised learning. On the other hand, there have been
a variety of approaches leveraging synthetic data to
either improve the robustness of the systems or to
boost their performance. This can be achieved by
introducing adversarial examples in the training set
(Goodfellow et al., 2014), considering knowledge
distillation when provided access to large models
but not their pre-training data (Buciluǎ et al., 2006;
Gou et al., 2021; Hinton et al., 2015; Kim and
Rush, 2016; Urner et al., 2011; Cheng et al., 2020;
Phuong and Lampert, 2019; Tan et al., 2019), or us-
ing forward and back translation techniques (Zhang
and Zong, 2016; Sennrich et al., 2015; Bogoychev
and Sennrich, 2019; Edunov et al., 2018; Hoang
et al., 2018) when additional monolingual data,
which is easily available, is leveraged to generate
synthetic targets to augment the amount of data.
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In this work, we use large, often pre-trained,
NMT systems to provide synthetic targets which
can be leveraged to train high performing low-
compute and low-data models. Our findings show
that using these synthetic translations to train differ-
ent NMT systems leads to considerable improve-
ments, even if we remove all ground-truth feed-
back from the training set. We also test models
trained with synthetic targets on out-of-distribution
settings through translations on different domains
in a zero-shot manner as well as finetuning them on
a different domain using additional synthetic data
from an existing finetuned model, and further high-
light the improvements obtained in both. We also
find additional evidence to support that the ease of
optimization resulting from training on synthetic
targets does not completely explain its superior
performance (He et al., 2019). Instead, we show-
case that models trained with synthetic targets are
more deterministic than their counterparts which
are trained on real targets.

Our key contributions are as follows

• We provide a recipe for training better mod-
els in resource and compute constrained set-
tings provided access to a pre-trained system
and validate it on bilingual and multilingual
translation setups, as well as out-of-domain
generalization.

• We provide analysis into the reasoning behind
this improved performance and demonstrate
that it is not solely because of ease of opti-
mization but instead, we believe it is due to
more deterministic nature of such systems.

2 Related Work
Synthetic targets have been consistently used in the
past to either augment the amount of data available
or to boost performance through knowledge trans-
fer between models. In the domain of Machine
Translation, a popular way of augmenting data is
by considering monolingual data that is available
in abundance and obtaining its paired counterpart
using a trained model.

Back Translation. Back translation (Sennrich
et al., 2015; Edunov et al., 2018; Hoang et al., 2018)
relies on translating unseen sentences from the tar-
get side back to the source side using an existing
trained model to provide new paired samples which
can then be leveraged to train a model in the for-
ward direction.. For example, if the task is to trans-
late sentences from language S to T (S → T ),

one can obtain a corpus of monolingual data from
T and translate it backwards to S using an exist-
ing trained T → S translation model. This would
then provide additional paired data that can be com-
bined with the existing ground-truth data to train a
S → T translation model.

Forward Translation. Analogous to back
translation, forward translation (Zhang and Zong,
2016; Bogoychev and Sennrich, 2019) or self-
training (He et al., 2019) relies on training a stan-
dard translation model using which additional data
is obtained by translating new sentences from the
source to the target side and then re-training the
translation model using this additional data. For
example, to translate in the S → T direction, one
first trains a model using existing data and then
leverages this model to generate targets for a cor-
pus of monolingual data from S to provide new
paired data. This data is then combined with the
original data for re-training of the S → T trans-
lation model. Typically, forward translation is not
as effective as back translation since the errors of
the model are further propagated in the data in the
former case (Burlot and Yvon, 2019).

Our approach can also be related to knowledge
distillation, which has been the popular choice
for transferring knowledge from a larger (called
teacher) to a smaller model (called student) by en-
forcing similarities at different levels (Hinton et al.,
2015; Gou et al., 2021; Freitag et al., 2017; Kim
and Rush, 2016), eg. in the output or the represen-
tation space of the two models. We give a brief
overview of the different strategies used.

Soft Target Matching. The earliest works on
knowledge distillation transfer knowledge by en-
forcing the soft-logits of the student to be close to
those of the teacher (Hinton et al., 2015). This is
accomplished by introducing a loss term that pe-
nalizes deviation of the student model’s logits from
the teacher, and this loss can either be used as is
or added as a regularizing effect in training. This
formulation of knowledge distillation has been re-
visited as Word-Level Knowledge Distillation for
NMT in (Kim and Rush, 2016; Wang et al., 2021).
While it is a simple way of distilling the teacher’s
knowledge into the student, it can be computation-
ally expensive if the number of classes, or equiv-
alently the vocabulary V , is large as it requires
either storing all the |V| soft-logits for all words of
the whole dataset or requires access to the teacher
model on the fly, which can make training slow.
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Model Data Real Synthetic ∆

2× 2

0.5M 17.6 20.9 3.3

5M 22.6 23.5 0.9

25M 23.1 23.9 0.8

6× 6

0.5M 18.0 22.5 4.5

5M 24.7 25.7 1.0

25M 25.3 25.9 0.6

24× 6

0.5M 18.6 22.9 4.3

5M 25.7 26.5 0.8

25M 26.4 26.4 0.0

Table 1: English to Russian NMT models trained on
subsets of WMT21 Machine Translation dataset. Syn-
thetic targets are generated with 24× 6 teacher model
trained on the full 25M WMT dataset.

Representation Matching.(Romero et al., 2014;
Zagoruyko and Komodakis, 2016; Lee et al., 2018;
Heo et al., 2019; Passban et al., 2021; Chen et al.,
2021) Another way of transferring knowledge from
the teacher to the student is by matching their in-
termediate representations. Again, this can be ac-
complished by considering a regularization term
lreg(gt(ϕt), gs(ϕs)) where lreg is some notion of
similarity, ϕt, ϕs are the intermediate representa-
tions of the teacher and student respectively and
gt, gs are functions that map the two representa-
tions to the same space, which is needed as the
student is often smaller than the teacher model.
While intuitively simple, this formulation is harder
to implement and tune as the intermediate repre-
sentations may be of different shapes, making it
non-trivial to obtain a notion of similarity between
the two. For example, if gt and gs map all the
representations to the same point, the matching
loss would be low even though the representations
themselves ϕt, ϕs can be quite dis-similar.

Sequence-Level Knowledge Distillation. Kim
and Rush (2016) propose Sequence-Level Knowl-
edge Distillation which does not rely on soft-logits
from the teacher model but instead relies on the
synthetic translations obtained from the teacher
model. Using synthetic targets is computationally
efficient as the computation does not rely on match-
ing the soft-logits across the whole of vocabulary
but instead relies on sparse signals. Moreover, Kim
and Rush (2016) showcase that using synthetic tar-
gets in LSTM-based systems lead to improved per-
formance as opposed to the traditional knowledge
distillation approach based on matching soft-logits.

While similar to forward translation and
sequence-level knowledge distillation, our ap-

Model Data Real Synthetic ∆

2× 2

0.5M 18.6 22.8 4.2

5M 23.8 26.0 2.2

57M 24.2 26.3 2.1

6× 6

0.5M 18.7 23.9 5.2

5M 25.1 27.8 2.7

57M 26.6 28.4 1.8

24× 6

0.5M 19.2 24.1 4.9

5M 25.9 28.4 2.5

57M 27.1 29.0 1.9

Table 2: English to German NMT models trained on
subsets of WMT21 Machine Translation dataset. Syn-
thetic targets are generated with 24× 6 teacher model
trained on large amounts of data in addition to the full
57M WMT training dataset.

proach differs by leveraging pre-trained translation
models trained on large amounts of data for syn-
thetic targets as opposed to training from scratch
and then re-training. Further, we also consider se-
tups where the amount of data used for the teacher
and the student model is different, and where their
model sizes can be similar.

3 Method

Our aim is to perform Machine Translation from
a source language S to a target language T given
some training data DS→T = {(si, ti)}Ni=1 where
si ∈ S is the source sentence and ti ∈ T de-
notes the target sentence which is the ground-truth
translation corresponding to si. Further, we as-
sume that we have access to a teacher network
fS→T (·), using which we obtain synthetic tar-
gets fS→T (si) to construct the synthetic dataset
D′

S→T = {(si, fS→T (si))}Ni=1.
For our experiments, we consider different

dataset sizes for the student models by subsam-
pling from DS→T and D′

S→T respectively. All the
models considered in this work rely on the Encoder-
Decoder Transformer architecture (Vaswani et al.,
2017) with the teacher network generally having 24
encoder and 6 decoder layers (24×6). We consider
different model sizes for the student, ranging from
small models to matching the teacher’s size.

Typically, knowledge distillation considers the
same input data for training both the teacher and the
student. Instead, we perform analysis where the stu-
dent has access to different amounts of data. Also,
unlike knowledge distillation where knowledge
is transferred from a bigger teacher to a smaller
student network, we additionally consider setups
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Model Data Real Synthetic ∆

en-de en-es en-fr Avg. en-de en-es en-fr Avg. Avg.

2× 2

1.5M 24.9 29.6 29.3 27.9 28.2 31.4 31.3 30.3 2.4

15M 29.5 31.8 32.6 31.3 31.9 33.0 33.5 32.8 1.5

300M 30.1 32.5 32.8 31.8 32.3 33.2 33.7 33.0 1.2

6× 6

1.5M 25.9 30.1 30.2 28.7 31.0 32.5 32.5 32.0 3.3

15M 33.2 33.9 35.0 34.0 36.0 34.4 35.4 35.2 1.2

300M 34.5 34.4 35.6 34.8 36.1 34.5 35.8 35.4 0.6

24× 6

1.5M 25.8 30.0 29.6 28.5 31.8 33.3 33.3 32.8 4.3

15M 35.0 34.5 35.7 35.0 36.9 34.9 36.4 36.0 1.0

300M 36.1 34.9 36.8 35.9 37.9 35.2 37.0 36.7 0.8

Table 3: Multilingual Machine Translation systems trained to translate sentences from English to three different
languages: German, Spanish and French. Synthetic targets are generated with 24× 6 bilingual teachers trained on a
large corpus of parallel data. SacreBLEU on WMT20 dev set is reported.

where the student network is as big as the teacher,
and showcase the benefits in this regime.

4 Experiments

For all our experiments, we only considered Trans-
former models for both teachers and students. Un-
less specified, we used the Pre-Layer Normal-
ization variant where LayerNorm is applied be-
fore the respective attention and residual compu-
tations (Xiong et al., 2020). In our experiments,
we consider two text-to-text machine translation
setups: bilingual and multilingual, and one speech-
to-text setup. For the text-to-text machine transla-
tion experiments, we considered byte-pair encod-
ing (Britz et al., 2017) for bilingual experiments
and sentence-piece encoding (Kudo and Richard-
son, 2018) for multilingual experiments.

4.1 Bilingual Machine Translation

We first test the benefits of training with synthetic
targets on bilingual machine translation where mod-
els are trained to translate sentences from one spec-
ified (source) language to another (target) language.
We conducted experiments with the source lan-
guage as English and the target languages as Rus-
sian and German. We consistently see improve-
ments when training with synthetic targets, and
these benefits are substantial when the student is
trained on limited data. Even on the same amount
of data, we see benefits of using synthetic data
when the student has lower complexity.

English to Russian. We used the WMT’21
dataset for English to Russian Machine Transla-
tion, where we trained the models with different
tokenizers and vocabularies on the source and tar-
get side with the vocabulary size of 24576. For the

teacher model, we trained a baseline Transformer
with 24 encoder and 6 decoder layers. For the stu-
dent, we consider two different axis of analysis:
models with lower capacity than the 24×6 teacher,
and models trained with fewer data subsampled
from the training set used to train the teacher.

In Table 1, we highlight that in the low-data
regime for the student, consistently across all the
different model sizes, training solely on synthetic
targets obtained from the teacher model leads to
much better performance than training on real
ground-truth data. We also see that even when
keeping the amount of data fixed (25M sentences;
which is the same data on which the teacher model
was trained), we see improvements on using syn-
thetic targets in training smaller models. Thus,
the only avenue where we don’t get a substantial
improvement is when the student uses the same
dataset as the teacher model and has high com-
plexity, similar to the teacher. This, however, is
intuitive and doesn’t pose a problem since our aim
is for better low-compute models.

English to German. We consider the WMT’21
dataset for the task of English to German Machine
Translation, where we trained the models with
shared tokenizers and vocabularies on the source
and target side, with the vocabulary size of 32000.
For the teacher model, we picked a published trans-
former model with 24 encoder and 6 decoder layers
from the NeMo codebase (Kuchaiev et al., 2019)
which was trained on substantially more data than
WMT. For the student models, we again consider
two different axis of analysis: models with lower
capacity than the 24×6 teacher, and models trained
with different percentages of the WMT data.

In Table 2, we see that consistent with our En-

9368



Model Data Real Synthetic ∆

de-en es-en fr-en Avg. de-en es-en fr-en Avg. Avg.

2× 2

1.5M 28.4 29.1 32.2 29.9 31.9 30.8 34.1 32.3 2.4

15M 34.6 32.8 36.2 34.5 37.1 33.6 37.5 36.1 1.6

300M 35.5 32.7 36.9 35.0 38.3 33.8 37.6 36.6 1.6

6× 6

1.5M 30.8 30.1 33.2 31.4 35.3 31.8 35.3 34.1 2.7

15M 38.1 34.0 38.3 36.8 40.2 35.0 39.1 38.1 1.3

300M 40.0 34.2 38.8 37.7 41.3 35.5 39.6 38.8 1.1

24× 6

1.5M 31.4 30.5 33.8 31.9 36.0 32.8 36.2 35.0 3.1

15M 38.8 34.6 39.6 37.6 40.8 35.6 40.1 38.8 1.2

300M 40.1 35.6 40.9 38.9 41.8 36.3 41.2 39.8 0.9

Table 4: Multilingual Machine Translation systems trained to translate sentences from German, Spanish, and French
to English. Synthetic targets are generated with 24× 6 bilingual teachers trained on a large corpus of parallel data.
SacreBLEU on WMT20 dev set is reported.

glish to Russian experiments, in low data regime
the student models trained with synthetic targets
outperform the models trained on real ground-truth
data. In particular, since the teacher model was
trained on an enormous corpus outside of WMT
as well, we see that even on using a 24 × 6 trans-
former model which has the same complexity as
the teacher on the full WMT21 dataset (57M sen-
tences), it is still beneficial to train it with synthetic
data as opposed to real data. Additionally we can
also see that smaller models (6× 6) trained on syn-
thetic targets outperform larger models (24 × 6)
trained on real targets, while also providing faster
training and inference.

Our English to Russian and English to Ger-
man experiments show that indeed across different
amounts of data regime and model complexities,
as long as one does not approach the large-scale
teacher model in both the regimes, it is beneficial
to train systems using synthetic targets from the
pre-trained large-scale model as opposed to train-
ing it on the ground-truth targets. We show that
through this simple recipe, one can train much bet-
ter smaller scale models which is beneficial to have
when considering deployment in low-resource set-
tings where inference latency needs to be low. It
also provides a viable strategy for training of mod-
els when access to large-scale systems is provided
but their training data is not.

4.2 Multilingual Machine Translation

Next, we move our attention towards multilin-
gual machine translation where a single model is
trained to perform translation from multiple dif-
ferent source languages to various different target
languages. In particular, we focus on two different

multilingual settings; translating sentences from (a)
English to German, Spanish and French, and (b)
German, Spanish and French to English. An impor-
tant difference from bilingual experiments is that
in this case, we obtain synthetic targets for the stu-
dent multilingual models using published bilingual
teachers. As in the bilingual setup, we again see
consistent improvements of using synthetic targets
instead of real ground-truth targets.

English to German/Spanish/French. We con-
sider the setup of training a single model to trans-
late english sentences into three different lan-
guages: german, spanish and french. These models
are trained with shared tokenizers and vocabular-
ies on the source and target side, with the vocab-
ulary size of 64000. We query bilingual teachers
trained on considerably large datasets to obtain syn-
thetic targets for training the multilingual transla-
tion systems and compare it to training done on real
ground-truth translations. We consider three dif-
ferent dataset sizes for the multilingual setup with
0.5M, 5M, and 100M sentences for each language.

In Table 3, we see that across different dataset
sizes (1.5M = 0.5M for each pair; similar for 15M
and 300M) and model complexities, training on
synthetic targets outperforms training on ground-
truth data. Thus, in the presence of large pre-
trained bilingual experts, this provides a recipe for
training stronger and more powerful multilingual
models of various sizes.

German/French/Spanish to English. We per-
form similar analysis in the reverse direction where
we train multilingual models to translate sentences
from German, French and Spanish to English. We
use shared tokenizers and vocabularies, with the
vocabulary size of 64000, and use bilingual experts
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German targets source Size Must-C v2 IWSLT tst
dev tst 2010 2013 2014 2015 2018 2019 2020 Avg.

Real 590K 25.2 27.8 22.1 27.9 23.8 21.3 20.9 20.1 20.9 22.4

Synthetic, WMT21 teacher 590K 28.3 28.9 24.5 28.0 23.9 23.0 22.6 21.7 23.3 23.9

+ fine-tuned on IWSLT 590K 29.2 30.2 25.0 29.5 24.8 24.9 24.2 23.4 25.3 25.3

+ extra ASR data 1.25M 30.6 31.0 27.2 31.3 27.4 25.8 25.1 24.3 26.4 26.8

Table 5: Speech Translation systems trained to translate English audio to German text. Synthetic targets are
generated with 24× 6 bilingual teacher trained on WMT21 and fine-tuned on IWSLT22.

trained on large datasets to provide synthetic tar-
gets. We train the multilingual models on synthetic
and ground-truth targets with 0.5M, 5M, and 100M
sentences for each language pair.

We highlight the results in Table 4 for different
dataset and model sizes and see consistent improve-
ments on using synthetic targets as opposed to real
ground-truth targets for training.

Our experiments on multilingual translation in
both directions reveal that when we use bilingual
experts for each language pair as teachers, we see
consistent improvements when training solely on
synthetic data. We believe that this can pave the
way for utilization of bilingual models for better
and more efficient training of multilingual models,
given bilingual models currently outperform multi-
lingual models while the latter are more memory
efficient as only a single model needs to be stored.

4.3 Speech Translation

In end-to-end speech translation (ST), the task is
to train a model which translates speech in one
language into a text in another. In contrast to text-
to-text NMT, data for this particular task is much
more scarce and expensive. However, this problem
can be solved with the help of readily available
text-to-text models and a large corpora of ASR
data. Surprisingly, completely replacing all target
language transcripts with synthetic data improves
the performance of the ST models we trained.

Our speech translation models consist of a 17-
layer Conformer encoder (Gulati et al., 2020) ini-
tialized with pre-trained speech recognition (ASR)
encoder followed by a 6-layer Transformer decoder
initialized randomly. For training, we used all avail-
able En→De ST datasets from IWSLT’22 competi-
tion (Anastasopoulos et al., 2022) which amounted
to 590K examples after cleaning. To generate syn-
thetic targets, we used 24×6 teacher model trained
on WMT21 with the optional in-domain fine-tuning
on 250K sentences from Must-C v2 dataset (Cat-
toni et al., 2021).

Model Data Real Synthetic ∆

2× 2

IWSLT 27.9 30.4 2.5

Medical 27.3 30.6 3.3

Law 36.5 39.0 2.5

6× 6

IWSLT 30.0 31.6 1.6

Medical 30.1 31.7 1.6

Law 39.8 40.8 1.0

24× 6

IWSLT 31.2 33.1 1.9

Medical 31.3 33.1 1.8

Law 40.4 42.1 1.7

Table 6: English to German NMT model trained on
WMT21 Machine Translation dataset with real and syn-
thetic targets respectively, evaluated out-of-distribution
on different domains. The teacher model used to gen-
erate synthetic targets was trained on additionally large
amounts of data.

In Table 5, we see that replacing real targets with
synthetic ones leads to over 1.5 BLEU score im-
provement, even though the teacher model was
trained on out-of-domain data. When teacher
model is fine-tuned in-domain, the score improve-
ment goes to 3 BLEU. Finally, using the synthetic
translations, we can expand our dataset by trans-
lating ASR-only datasets from IWSLT’22 which
do not have German translations. Adding addi-
tional 660K examples leads to another 1.5 BLEU
improvement over, even though the additional data
was out of domain to TED talks we evaluate on.

4.4 Out-of-Domain Evaluation
One might argue that the model trained on a par-
ticular dataset overfits to it and using it to translate
sentences from other domains will produce poor
results, which can be exacerbated on using syn-
thetic targets from models trained on a particular
domain. In the next series of experiments, we eval-
uate out-of-domain performance of models trained
with synthetic data.

Table 6 shows the performance of models trained
on WMT’21 dataset evaluated on three different
non-news domains: TED talks (IWSLT), medical,
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Fine-tuning targets 2× 2 6× 6 24× 6

Training from scratch
Real 16.9 17.0 19.2

Synthetic, WMT Teacher 20.6 21.9 22.7

+ fine-tuned on IWSLT 21.8 22.9 25.9

Pre-training on real data
Real 30.9 33.6 34.5

Synthetic, WMT Teacher 30.9 32.6 33.7

+ fine-tuned on IWSLT 32.5 34.1 35.5

Pre-training on synthetic data
Real 32.4 33.8 34.9

Synthetic, WMT Teacher 32.0 33.3 33.6

+ fine-tuned on IWSLT 33.4 35.1 35.6

Table 7: English to German NMT model trained on
WMT21 dataset and additionally fine-tuned on IWSLT
dataset. SacreBLEU on Must-C tst-COMMON dataset
is reported.

and law. As we see, training on synthetic targets is
beneficial here as well even though all training was
done on the WMT dataset.

4.5 In-Domain Fine-tuning
Finally, we utilize synthetic targets for in-domain
fine-tuning, where pre-training is done on real or
synthetic data and then further fine-tuning is done
using real, out-of-domain synthetic and in-domain
synthetic data. In Table 7, we train NMT mod-
els on WMT’21 dataset with either real or syn-
thetic targets and then additionally fine-tune them
on IWSLT data which is in-domain to evaluation
tst-COMMON dataset comprising of TED talks.

We see that fine-tuning on synthetic targets gen-
erated with out-of-domain model actually hurts the
model performance but pre-training on it works
well. Also, fine-tuning on synthetic targets gen-
erated with in-domain model is superior to fine-
tuning on real in-domain data no matter what data
was used for pre-training. Training from scratch
with synthetic targets generated by both models
outperforms real targets by a large margin.

5 Ablations
Our key ablations into understanding the phenom-
ena presented involve analysing whether the results
can be solely explained from the lens of optimiza-
tion, or are there other reasons at play (eg. stochas-
ticity of the predictive model).

5.1 Optimization Problem
It can be argued that training on teacher outputs is
easier (He et al., 2019) and its superior performance
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Figure 1: Training loss of models trained with synthetic
and real targets on the English to German machine trans-
lation. Both models are 6× 6 Transformers; synthetic
targets are obtained with a 24× 6 teacher model.

is just an artifact of a well-behaved optimization
landscape leading to “better solution spaces”. Fig-
ure 1 shows that synthetic targets are indeed easier
to fit as both the training loss and its variance are
lower. However, we do not agree that training on
synthetic targets leads to better local optima on
which real-data training can capitalize on.

To see this, we pre-train some of the systems
from Section 4 on synthetic targets and half-way
during the training, switch out to real ground-truth
targets. Our hypothesis is that if training on syn-
thetic targets leads to better solution spaces, using
the corresponding model parameters as initializa-
tion will not hurt the overall performance of train-
ing with real data, as evaluation data is considered
to be from the same distribution as the real data
and not the synthetic one.

However, our experiments in Figure 2 imply that
when we switch the data from synthetic to real, we
do see an immediate drop in performance. More-
over, we also see that when we train on real targets
and switch to synthetic targets, we get an imme-
diate boost in performance. Together, the two re-
sults indicate that training with synthetic data does
not leads to better solutions to the underlying opti-
mization problem and that the reasoning behind its
workings is something else.

5.2 Top-k Performance
Next, we analyze whether the models trained with
synthetic targets are more deterministic than those
trained with real data. Our hypothesis is that train-
ing on synthetic targets dampens some of the noise
present in the ground-truth dataset. To explore this
claim, we use the models trained in Section 4 and
evaluate them at different levels of top-k sampling
for inference and compare it with models trained
on ground-truth data.
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Figure 2: We highlight that the benefits of training using a teacher model are not because of optimization. In
particular, we train models on synthetic targets and then mid-way between training, we switch to real targets. We see
that this leads to a degradation in performance implying that synthetic training does not lead to better initialization
for the model, and this is consistent over different setups. Further, if we train on real targets and switch to synthetic
ones, we see an immediate boost in performance.

Language Targets Predictive Entropy
2× 2 6× 6 24× 6

English to
German

Real 2.4 2.4 2.5

Synthetic 1.8 1.8 1.7

English to
Russian

Real 2.6 2.4 2.3

Synthetic 1.8 1.8 1.9

Table 8: Average entropy of the predictive distribution
for translation p(y|x) is lower for models trained with
synthetic targets than those trained with real targets,
implying more deterministic nature of the former.

Our findings in Figure 3 showcase that the drop
in performance with increasing k in top-k is less
in models trained with synthetic targets than in
those trained with real targets. This does highlight
that models trained with synthetic targets capture
less noise as the degradation of performance is less
when we make the sampling more noisy.

5.3 Predictive Entropy

As a final analysis of whether models trained with
synthetic targets are more deterministic, we com-
pute the predictive entropy of the distribution over
the logits that predict the next token in transla-
tion. Our findings in Table 8 highlight that indeed
the predictive entropy of models trained with syn-
thetic targets is lower than the models trained with
ground-truth targets, implying more deterministic
nature of the former translation systems.

Together, our analysis on top-k performance and
predictive entropy provide some evidence that the
models trained with synthetic targets are more de-
terministic and hence are more robust and perform
better, even on out of distribution shifts.

6 Conclusion

Inspired by the recent advances in knowledge dis-
tillation and the need for better performing low-
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Figure 3: Degradation of Machine Translation perfor-
mance with increasing k in top-k sampling for the decod-
ing procedure for both English to German and English
to Russian translations using student 24 × 6 models
trained with real and synthetic targets respectively.

resource and low-compute models, we provide a
recipe that leverages large-scale pre-trained trans-
lation systems as teacher models which provide
synthetic targets for training of smaller and low-
resource models. Surprisingly, we see a consider-
able increase in the performance of smaller models
when only teacher outputs are provided as opposed
to any proportion of real ground-truth translations.
We also see additional benefits of using synthetic
targets for training, namely faster convergence and
improved translations with top-k sampling when
compared to models trained solely on real ground-
truth translations.

This improvement in performance of small or
low-resource models comes at the additional infer-
ence costs tied with the large teacher model. How-
ever, this is a one-time data curating cost based on
which training of multiple different smaller mod-
els can be accomplished which will enjoy not only
faster inference (owing to their smaller size) but
also better performance than if they were trained
on the original data, sometimes even better than
larger models trained on real data. We believe this
is an exciting avenue of research as low-compute
high-performance models are important when de-
ployed in constrained settings like edge computing
and mobile devices.
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Ethics Statement

We provide a methodology for improving the per-
formance of resource and data constrained trans-
lation systems which rely on obtaining synthetic
targets from larger pre-trained systems. Given the
dependence on large pre-trained systems, we be-
lieve that their biases can negatively impact the
biases and fairness of the smaller consecutively
trained systems. This is a problem common with
any type of knowledge transfer where the biases of
the base model can also be transferred to the stu-
dent system and approaches on mitigating biases
in the larger models in the first place would be a
potential solution that can alleviate this problem.
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Appendix
A Implementation Details

For all our experiments, we rely on the NeMo code-
base published in Kuchaiev et al. (2019). We do not
perform extensive hyperparameter selection and in-
stead just rely on the defaults provided. All the
models that we train from scratch use the pre layer-
norm transformer variant (Xiong et al., 2020) and
are trained with 0.001 learning rate with a linear
warmup followed by an exponential decay. For
all the synthetic targets, we use beam search with
beam size 4 for generating translations. All ex-
periments also use label smoothing of 0.1 with a
dropout of 0.1 as well. We only vary the models
in their depth, while keeping the attention layer of
512 dimensions, feed-forward residual connections
of 2048 and 8 attention heads, as is typical with
transformer models. All experiments were done
on 16 GPUs and for 150, 000 iterations by when
convergence of all models had been achieved. All
the results are reported by considering single runs
of the model as our experiments revealed very low
variance between different runs.
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