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Abstract

It is common sense that one should prefer
to eat a salad with a fork rather than with
a chainsaw. However, for eating a bowl of
rice, the choice between a fork and a pair
of chopsticks is culturally relative. We intro-
duce FORK, a small, manually-curated set of
CommonsenseQA-style questions for probing
cultural biases and assumptions present in com-
monsense reasoning systems, with a specific
focus on food-related customs. We test several
CommonsenseQA systems on FORK, and while
we see high performance on questions about
the US culture, the poor performance of these
systems on questions about non-US cultures
highlights systematic cultural biases aligned
with US over non-US cultures.

1 Introduction

Effective communication in natural language re-
quires a shared base of knowledge between inter-
locutors. While this shared knowledge between
communicators may be specific to individuals in a
shared situation (e.g., Dhruv and Mei know they are
sitting at a table in a restaurant), or to individuals
with specialized knowledge (they are discussing
backpropagation), some types of knowledge are
sufficiently generic to be shared by most people in
the world (e.g., objects fall when they are dropped).
This latter category of commonsense knowledge
has for decades been a holy grail of research in
artificial intelligence and natural language under-
standing (McCarthy, 1959). If machines are to
understand (and produce) human language com-
petently, they must at a bare minimum share this
commonsense knowledge with humans.

A question elided by this notion of common-
sense knowledge is who counts as “most people”?
What may appear as universal “common sense” to
AI researchers in one cultural context may in fact
not be so universal. Early efforts to schematize
commonsense knowledge as scripts, or stereotyped

A1: Before the main dish. [United States] 
A2: After the main dish. [China] 

Q1: While eating, when does one drink soup?
[Underspecified]
Q2: While eating, when does one drink Cantonese 
seafood soup? [Implicit]
Q3: While eating in China/the United States, 
when does one drink soup? [Explicit]

Figure 1: An example from FORK showing an Under-
specified, Implicit and Explicit question with the US-
and Non-US answer options.

sequences of events, provide a nice illustration
of such unintended cultural biases: the famous
“Restaurant script” (Schank and Abelson, 1975)
prototypically includes a LEAVE TIP event, though
tipping is not customary at restaurants in many
countries outside the United States.

More recent AI research on commonsense
knowledge acquisition has relied on crowd sourc-
ing (Regneri et al., 2010; Sap et al., 2019), corpus
statistics (Lin and Pantel, 2001; Van Durme and
Schubert, 2008), and language modeling (Rudinger
et al., 2015; Liu et al., 2022) in place of expert-
crafted knowledge. However, each of these meth-
ods carries the potential to encode cultural bias
into data and models for commonsense reasoning,
whether through the implicit cultural perspectives
of corpus texts, crowd source workers, or AI re-
searchers themselves.

In this work, we seek to investigate cultural bi-
ases or assumptions present in commonsense rea-
soning systems. Culture, like commonsense knowl-
edge, is vast. By one definition,1 culture “encom-
passes the social behaviour and norms found in
human societies, as well as the knowledge, beliefs,
arts, laws, customs, capabilities, and habits of the
individuals in these groups.” From the social sci-
ences, Kendall (2015) defines culture as encom-

1https://en.wikipedia.org/wiki/Culture
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passing both material as well as non-material as-
pects, such as beliefs and linguistic practices. To
limit the scope of our investigation, however, we fo-
cus on a single topic common to all human cultures
but widely varying across them: food.

We introduce FORK (Food ORiented cultural
commonsense Knowledge), a manually-curated set
of CommonsenseQA-style (Talmor et al., 2019)
test questions for probing culinary cultural biases
and assumptions present in commonsense reason-
ing systems. For the purpose of this work, we say
that a commonsense question-answering system
is culturally biased if (1) in response to questions
with culturally-dependent answers, it exhibits sys-
tematic preference for answers consistent with one
cultural setting over others; or (2) for questions
with explicit cultural contexts, it exhibits system-
atically higher accuracy for some cultural contexts
over others. Figure 1 contains an example of three
interrelated test questions in FORK we use to de-
tect cultural bias. For Q1, a model that prefers A1
to A2 exhibits cultural bias in favor of the United
States (US) over China. While there exists no tidy
mapping between human cultures and countries,
in this work, we use countries as a coarse-grained
proxy for culture (see: § 7).

FORK contains questions pertaining to the food
and culinary cultures of the US, China, Japan, and
India with questions spanning topics of restaurant
tipping, eating utensils, and other culinary customs.
We test multiple encoder-based CommonsenseQA
models on FORK, demonstrating systematic cul-
tural biases favoring the US over non-US coun-
tries.

To summarize, our contributions are:
1. FORK: a “bite-sized” manually curated test

set of 184 CommonsenseQA-style questions
which can be used for probing culinary cul-
tural biases and assumptions in commonsense
reasoning systems.

2. A systematic evaluation of several encoder
based models on FORK to demonstrate sys-
tematic cultural assumptions aligned with US
over non-US cultures.

2 Dataset

Since FORK aims to test the culinary cultural
specificity of commonsense reasoning models, we
choose the format to be along the lines of Com-
monsense QA (Talmor et al., 2019). Each question
in FORK has two options, only one of which is cor-

rect. One of the options pertains to the US culture,
while the other to non-US. The questions are man-
ually written by the first author of this paper. The
source of content used to formulate the questions is
information gathered from Google searches, blog
posts, traveler guides, etc. Upon publication, we
will release FORK publicly.

There are three types of questions in FORK:
• Underspecified: The question asked is about

culinary customs and practices of no particular
country or culture, and we hypothesize that
English models will default to a US-centric
interpretation in such a case. (See Fig. 1, Q1.)

• Implicit: The question asked is about culinary
customs and practices in context of a partic-
ular country but no country is mentioned ex-
plicitly in that question. Rather, the cultural
setting is established implicitly with context
cues. (See: Fig. 1, Q2.)

• Explicit: The question asked is about culinary
customs and practices in context of a particu-
lar country and that country (or well-known
city therein) is explicitly mentioned in that
question. (See: Fig. 1, Q3.)

We assign a theme to each question, and ques-
tions in FORK span over three distinct culinary
themes: eating utensils, tipping and general cus-
tom/culture. We also tag each Underspecified
question-answer pair, and each implicit and ex-
plicit question, with a corresponding country. We
present a brief overview of the distribution in Table
1, and a full demographic distribution in Table 3.

Country Underspecified Implicit Explicit Total (by country)

US 31 14 13 58
Non-US 0 56 70 126

Total (by type) 31 70 83 184

Table 1: Number of questions in FORK from different
types and countries.

It is important to note that these country labels
should not be construed as exclusive of other cul-
tures or countries that may share the relevant at-
tribute. Cultural customs and countries have a
many-to-many relation, and our labels are intended
to highlight particular points of contrast between
the US and other countries. What we measure as
US-oriented cultural bias could also be construed
as, e.g., Canada-oriented cultural bias only to the
extent that US-labeled questions are also applicable
to Canada.

The questions in FORK can either be a single

9953



(a) (b)

Figure 2: Results for Underspecified and Implicit Questions: a) Percentage times a US answer is chosen vs a non-US
answer is chosen for Underspecified questions. b) Percentage accuracy for US and non-US Implicit questions.

sentence or a two sentence question. The questions
consisting of two sentences help to provide context
in case of Implicit and Explicit questions. We also
follow a template-based approach where a question
about the same theme is asked multiple times, vary-
ing only by e.g. the name of a dish, city, country,
etc.

In total, FORK consists of 184 manually curated
questions, with 91.84% of questions pertaining to
China, Japan, India and the US, and a small num-
ber of additional questions for other countries. Re-
searching and writing questions was a slow manual
process, so we chose to focus on producing more
questions for fewer countries, to yield more robust
results.

2.1 Validation Study

In order to ensure that the manually curated ques-
tions are valid for probing culinary cultural dif-
ferences, we conduct a validation study with six
annotators, two each from China, the USA and
India. This pool of annotators comprised of five
graduate students, and one professor. We ask the
annotators to answer questions in FORK and present
statistics in Table 2.

Country Cohen’s Kappa Raw Agreement

US 1.0 100%
China 0.93 96.96%
India 0.52 76.47%

Table 2: Results from the validation study to attest the
quality of questions in FORK

For US, both annotators disagreed on the same
question, while for India, the difference was on
questions pertaining on tipping. Feedback from
annotators observed that the tipping culture varied
across the country. For China, the human annota-
tors noted that some practices were untrue for the
regions they were from, but true for other regions
in China.

Additionally, the differences in customs and
practices within the same country reiterate our note
above that cultural customs and countries have a
many-to-many relation. We have used country as
a proxy variable for culture because there are no
clear distinct boundaries across cultures, and using
this proxy boundary allows to probe differences at a
US vs non-US level. This highlights a need for fu-
ture work to investigate cultural differences within
a country, based on regional or other demographic
dimensions.

3 Experiments

We summarize our experimental set up, models,
and the evaluation strategy used in this work.

3.1 Experimental Setup
In this work, we test seven encoder-based models
on FORK and report their performance. We test two
variants of BERT (Devlin et al., 2019): bert-base
and bert-large, two variants of RoBERTa (Liu
et al., 2019): roberta-base and roberta-large,
DistilBERT (Sanh et al., 2019), and two variants of
DeBERTaV3 (He et al., 2021): deberta-v3-base
and deberta-v3-large.
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Figure 3: a) Percentage Accuracy for US and non-US Explicit questions. b) Percentage times a non-US answer is
chosen for Underspecified, Implicit non-US and Explicit non-US questions.

All models are finetuned on the Common-
senseQA train fold for 3 epochs. We run a grid
search for the hyper-parameters and report them in
Appendix A.2.

3.2 Evaluation Strategy

We evaluate the culinary cultural contingency of
the models tested as follows. For the questions
tagged as Underspecified, we look at the number
of times a "US" answer is chosen over a "non-US"
answer. Here, "US" answer refers to an answer that
would be appropriate or likely in the US context,
and "non-US" answer refers to an answer that is
more appropriate for a country on context outside
the US. For Implicit and Explicit questions, we take
a look at the responses for both US and non-US
questions, and the percentage accuracy for US vs
non-US answers.

Additionally, we also compare the number of
times a non-US answer is chosen for Underspec-
ified, non-US Implicit and non-US Explicit ques-
tions to better determine the bias between US and
non-US cultures.

4 Results and Discussion

Figure 2a shows the percentage of time when
a US answer is chosen over a non-US answer
for Underspecified questions. We observe that
roberta-large, and bert-large report the top
two percentages of choosing a US answer over a
non-US answer with values of 90.32% and 83.87%
respectively. Fig 2a shows that all models, except
for DistilBERT, preferred US answers over non-

US answers for a majority of Underspecified ques-
tions.

Figure 2b shows the percentage accuracy for US
and non-US Implicit questions. We observe that
roberta-large and bert-large report the top
two accuracies of 78.57% and 71.42% respectively,
when answering US Implicit Questions. In contrast,
for non-US Implicit questions, only two models,
DistilBert and bert-base cross the 50% accu-
racy mark, with bert-large having the lowest ac-
curacy of 26.78%.

Figure 3a shows the percentage accuracy for
US and non-US Explicit questions. Here,
roberta-large, and bert-large report the
top two accuracies of 100% and 92.30% re-
spectively when answering US Explicit Ques-
tions. In contrast, for non-US Explicit questions,
roberta-base reports the best accuracy at 64.28%
while roberta-large performs the worst, achiev-
ing 22.85%.

Figure 3b shows the percentage times a non-
US answer is chosen for Underspecified, non-US
Implicit and non-US Explicit questions. For Un-
derspecified questions, only DistilBert crosses
the 50% mark, with 51.62% accuracy. The perfor-
mance for non-US Implicit and non-US Explicit
questions has been discussed above. We report all
the model accuracies on FORK in Tables 4 and 5 in
Appendix A.2.

In addition to aggregating US versus non-US
results, we break down accuracy results for China,
India, and Japan for Implicit and Explicit questions
in Table 6 in Appendix A.2.
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We observe that (China, Explicit) and (China,
Implicit) questions have the lowest average accu-
racy across models, at 36.57% and 41.80%, respec-
tively. The best performance is reported for (USA,
Explicit) at 74.72%.

4.1 Statistical Significance of Results

In order to make sure that our findings our sta-
tistically significant, despite the small number of
questions in FORK, we conduct several statistical
significance tests.

For Underspecified questions, we conduct the
binomial test for all 7 model prediction results sep-
arately. Only roberta-base and DistilBert re-
port a p-value greater than 0.05 in this setting.

For Implicit and Explicit questions, we conduct
the chi-squared test on all 7 model prediction re-
sults separately to determine the statistical signif-
icance of our findings. For Implicit questions,
only bert-base and deberta-v3-base report a
p-value greater than 0.05 respectively. None of
the models reported a p-value greater than 0.05 for
Explicit questions.

5 Related Works

A growing body of work aims to detect social bi-
ases in NLP models with respect to demographic at-
tributes like gender and race (Rudinger et al., 2018;
Zhao et al., 2018; Nangia et al., 2020; Li et al.,
2020; Sap et al., 2020). More recent is the grow-
ing attention towards cultural biases in NLP and
AI technology at large. Hershcovich et al. (2022)
propose a framework that allows one to understand
the challenges of cultural diversity in NLP applica-
tions. Wikipedia has been shown to embed latent
cultural biases (Callahan and Herring, 2011) and
Tian et al. (2021) propose a methodology to de-
velop culturally aware models for English, Chinese
and Japanese using distributional perspectives on
controversial topics from Wikipedia across these
languages. Acharya et al. (2020) explore cultural
biases, but along the rituals like birth, coming of
age, marriage etc. in the US and in India. Chen
and Henning (1985) investigate cultural bias in lan-
guage proficiency tests and identify items of bias
against non-native English speakers. To the best
of our knowledge, this is the first work to analyze
cultural bias in commonsense reasoning from the
angle of culinary customs.

6 Conclusion

We have introduced FORK, a dataset to measure
culinary cultural bias in commonsense models.
Confirming our hypothesis, we find that models
default to US cultural contexts in underspecified
questions, and perform markedly better on implicit
and explicit questions about US culture than non-
US. A likely source of bias is the English, US-
produced texts which models are pretrained on.
We believe the results support our hypothesis that
English Language Models LMS trained on texts
(many of which are produced for a US audience)
would reflect US (or broadly Western) cultural as-
sumptions. We hypothesize that the Underspecified
setting had the lowest “accuracy” for non-US coun-
tries because the experimental design forced the
model to choose between US and non-US inter-
pretations of the same question. For Implicit and
Explicit settings, we speculate that the non-US ac-
curacy is generally higher for Explicit than Implicit
because the former made it easier for models to
determine the cultural setting.

Potential mitigation techniques to eliminate such
biases may involve better curation of training data,
training separate models for different cultural con-
texts, training models to better recognize cultural
cues or ask for clarification in ambiguous settings,
among many other possibilities. We believe this is
an open research question, and we hope this paper
will inspire future research to address it.

The topic of cultural bias is vast, and we choose
a narrow scope to avoid biting off more than we
can chew. Future work will explore strategies for
cultural awareness of commonsense models, analy-
sis of cultural assumptions in non-English models,
and analysis of other aspects of culture beyond the
culinary.

7 Limitations

The term culture has many meanings, and before
attempting to incorporate commonsense with cul-
ture, one needs to establish a well defined definition
and boundary along which test cases and examples
would be constructed. By focusing exclusively
on food and culinary customs, we have greatly re-
stricted our domain of inquiry. However, culinary
topics are universal, and span multiple domains of
common sense reasoning (physical, interpersonal,
societal). Nonetheless, we hope this work will in-
spire future work to investigate cultural bias along
many axes beyond the culinary.
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Incomplete representation of all cultures:
There are limitations with using countries as a
proxy for culture. As noted in § 2, mappings be-
tween cultures and countries are many-to-many,
not one-to-one. The majority of questions in our
test set FORK focus on culinary cultures and cus-
toms of only a few countries, and we do not expect
the results to generalize to all the countries of the
world. We choose to focus only on one topic and a
small number of countries so that we may initiate
research on this broad, challenging problem with
a narrower, more well-defined task. We selected
these cultures based on the cultural backgrounds of
the authors and authors’ colleagues who were avail-
able to provide direct feedback on/validate the data.
We hope this work paves the way for follow-up
work investigating a broader set of cultures.

Small Annotator Pool: The validation study in
§ 2.1 is done on a small pool of annotators from a
few countries represented in FORK. While the study
gave useful feedback about the dataset and question
quality, a larger and more diverse set of annotators
would reflect a broader range of perspectives within
each country, and further reduce the potential for
biases or inaccuracies in our data.

8 Ethics Statement

Our paper has demonstrated systematic cultural
biases in commonsense reasoning models’ under-
standing of culinary scenarios. While our end goal
is to develop methods of evaluating cultural biases
in models between the US and other countries, we
acknowledge a number of risks involved in this
endeavor. In particular, we note that any attempts
to define, characterize, or delineate different cul-
tures, particularly those to which the authors do
not belong, creates a potential for oversimplifying
the representations of those cultures and failing to
represent minority populations therein. To mitigate
this, we had a small number of annotators from the
US, China, and India validate the questions, but
these annotators do not represent the full diversity
of each of these countries. We also caution that,
while this dataset may be used to demonstrate the
presence of cultural biases in commonsense reason-
ing models, it cannot be used to prove the absence
thereof.
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A Appendix

A.1 Details about FORK

We present the full details about our test bed
FORK. FORK has a total of 184 questions with 169
(91.84%) questions talking about the culinary cul-
ture in the US, China, Japan and India. We present
the full demographic distribution of questions in
Table 3

Country Underspecified Implicit Explicit Total (by country)

US 31 14 13 58
China 0 41 25 66
Japan 0 6 22 28
India 0 6 11 17
UAE 0 0 4 4
France 0 1 1 2
Germany 0 0 2 2
Italy 0 1 1 2
South Korea 0 1 1 2
Saudi Arabia 0 0 2 2
Kazakhstan 0 0 1 1

Total (by type) 31 70 83 184

Table 3: Demographic distribution of questions in FORK
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A.2 Details about Model Parameters and
Performance on FORK

Underspecified
Model US Non-US

bert-base 70.96 29.04
bert-large 83.87 16.13
roberta-base 54.83 45.17
roberta-large 90.32 9.68
distil-bert 48.38 51.62
deberta-v3-base 70.96 29.04
deberta-v3-large 70.96 29.04

Table 4: Percentage times a US answer is chosen vs a
non-US answer is chosen for Underspecified questions
for all models.

Type
Implicit Explicit

Model US Non-US US Non-US

bert-base 50.0 53.57 69.23 38.57
bert-large 71.42 26.78 92.30 34.28
roberta-base 64.28 48.21 38.46 64.28
roberta-large 78.57 30.35 100.0 22.85
distil-bert 28.57 53.57 69.23 54.28
deberta-v3-base 42.85 48.21 76.92 61.42
deberta-v3-large 64.28 50.0 76.92 60.0

Table 5: Percentage accuracies of the models for Im-
plicit and Explicit questions for both US and non-US
countries.

We fine-tune each of the models mentioned
earlier on the CommonsenseQA train set with
a grid search for hyper-parameters [batch size
= 16 (10 for the DeBERTaV3 models), learn-
ing rate = {{2, 3, 4, 5, 6, 7}e−4,−5,−6,−7}, epoch
= {3, 5, 10}]. Training for 3 epochs gives us
the best performance on the CommonsenseQA
validation fold.

For the BERT(Devlin et al., 2019) models,
we end up using a learning rate of 4e−5, and
6e−5 for bert-base and bert-large respec-
tively. For RoBERTA models (Liu et al., 2019),
we use 3e−5, and 7e−6 for roberta-base and
roberta-large respectively. For DistilBERT
(Sanh et al., 2019), and two variants of DeBER-
TaV3 (He et al., 2021): deberta-v3-base and
deberta-v3-large a learning rate of 3e−5, 2e−5,
and 7e−6 gives us the best performance respec-
tively. We used the RTX A6000 GPU and finetun-
ing the models took approximately 4 hours. Per-
formance statistics of all the fine-tuned models on
FORK are reported in tables 4, 5 and 6.

Table 4 shows the percentage times each model
chooses a US answer and non-US answer when an-
swering Underspecified questions from FORK.
roberta-large chooses a US answer 90.32% of

the time while all other models, except DistilBERT,
choose US answers more than 50% of the time.
Overall, we can observe that the models tend to
choose a US answer more as compared to a non-
US answer.

Table 5 shows the percentage accuracy of each
model when answering Explicit and Implicit
questions from FORK. For Explicit questions,
we can see that one model achieves a 100% while
answering questions about the US, while the high-
est accuracy for non-US questions is at 64.28%.
Similarly for Implicit questions, the highest ac-
curacy for US questions is 78.57% while it is at
53.57% for non US questions.

Table 6 shows statistics for a (Country, Type)
pair that has at least 10 questions in FORK and
the performance of the fine-tuned models. We ob-
serve that the average accuracy for (US, Explicit)
is the highest followed by (US, Underspecified) at
74.72% and 70.04% respectively. In contrast, only
(India, Explicit) gets an average accuracy higher
than 50%.

All these observations clearly highlight the ex-
istence of systematic cultural assumptions aligned
with US over non-US countries.

A.3 Licenses
We have used BERT, RoBERTa, DistilBERT and
DeBERTaV3 in this work. All these models
use Apache License Version 2.0.2 The Common-
senseQA Dataset is under the MIT License.3 We
are granted permission to use and modify these
models for our experiments as per the terms of
these licenses.

2https://www.apache.org/licenses/LICENSE-2.0
3https://opensource.org/licenses/MIT
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Model
Country-Type Total Questions bert-base bert-large roberta-base roberta-large distil-bert deberta-v3-base deberta-v3-large Average Accuracy

China, Implicit 41 58.53 21.95 48.78 21.95 56.09 41.46 43.90 41.80
USA, Underspecified 31 70.96 83.87 54.83 90.32 48.38 70.96 70.96 70.04
China, Explicit 25 56.0 8.0 56.0 16.0 40.0 40.0 40.0 36.57
Japan, Explicit 22 40.90 22.72 81.81 22.72 68.18 59.09 59.09 50.64
USA, Implicit 14 50 71.42 64.28 78.57 28.57 42.85 64.28 57.13
USA, Explicit 13 69.23 92.30 38.46 100.0 69.23 76.92 76.92 74.72
India, Explicit 11 18.18 72.72 54.54 36.36 63.63 100.0 90.90 62.33

Table 6: Total number of questions for each (Country, Type) pair and percentage accuracy for each model.
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