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Abstract

Relation Extraction (RE) has been extended to
cross-document scenarios because many rela-
tions are not simply described in a single doc-
ument. This inevitably brings the challenge of
efficient open-space evidence retrieval to sup-
port the inference of cross-document relations,
along with the challenge of multi-hop reason-
ing on top of entities and evidence scattered
in an open set of documents. To combat these
challenges, we propose MR.COD (Multi-hop
evidence retrieval for Cross-document relation
extraction), which is a multi-hop evidence re-
trieval method based on evidence path mining
and ranking. We explore multiple variants of
retrievers to show evidence retrieval is essen-
tial in cross-document RE. We also propose a
contextual dense retriever for this setting. Ex-
periments on CodRED show that evidence re-
trieval with MR.COD effectively acquires cross-
document evidence and boosts end-to-end RE
performance in both closed and open settings.1

1 Introduction

Relation extraction (RE) is a fundamental task of
information extraction (Han et al., 2020) that seeks
to identify the relation of entities described accord-
ing to some context. It is a key task integral to
natural language understanding (Liu et al., 2018;
Zhao et al., 2020) for inducing the structural per-
ception of unstructured text. Furthermore, it is also
an essential step of automated knowledge base con-
struction (Niu et al., 2012; Subasic et al., 2019) and
is the backbone of nearly all knowledge-driven AI
tasks (Yasunaga et al., 2021; Hao et al., 2017; Lin
et al., 2019; Fung et al., 2021; Peters et al., 2019).

Previous works have limited the context of RE
within a single sentence (Zhang et al., 2017; Hsu
et al., 2022; Zhou and Chen, 2022), a bag of sen-
tences (Zeng et al., 2015; Hsu et al., 2021; Zhu
et al., 2020), or a single document (Yao et al.,

1Our code is public available at the Github repository:
https://github.com/luka-group/MrCoD

Pink Floyd: Live at Pompeii

Progressive music

Pink Floyd : Live at Pompeii is a 1972 concert documentary film 
directed by Adrian Maben and featuring the English rock group 
Pink Floyd performing at the ancient Roman amphitheatre in 
Pompeii , Italy …

The performances of Echoes,  A Saucerful of Secrets , and  One 
of These Days were filmed from 4 to 7 October 1971 . O'Rourke 
delivered a demo to Maben in order for him to prepare for the 
various shots required , which he finally managed to do the night 
before filming started …

Passage 7

Passage 1

Passage 5

… development of late 1960s progressive rock exemplified by 
the Moody Blues , Procol Harum , Pink Floyd , and the Beatles…

16 Documents contained Q207661

978 Documents contained Q49451

A Saucerful of Secrets
(Q207661)

Progressive rock
(Q49451)

Genre (P136)

Figure 1: A case for cross-document multi-hop re-
lation reasoning in CodRED. This figure shows a 3-
hop evidence path for the triplet (“A Saucerful of Se-
crets”, “Genre”, “Progressive rock”), which consists
of three passages scattered across two documents from
Wikipedia. Arrows in the figure show the bridging enti-
ties that link the passages in this evidence path.

2019; Zhou et al., 2021; Tan et al., 2022). How-
ever, more relations can only be established if
multiple documents are considered. For exam-
ple, more than 57.6% of the relation facts in Wiki-
data (Erxleben et al., 2014) are not described in
individual Wikipedia documents (Yao et al., 2021).
In addition, humans also consolidate different steps
of a complex event by referring to multiple arti-
cles, such as inferring the process of an event from
multiple news articles (Naughton et al., 2006) or
instructional events (Zhang et al., 2020). To fa-
cilitate research in cross-document RE, Yao et al.
(2021) constructed the first human-annotated cross-
document RE dataset, CodRED, to serve as the
starting point of this realistic problem.

Unlike sentence- or document-level RE tasks,
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cross-document RE takes a large corpus of docu-
ments as input and poses unique challenges (Yao
et al., 2021). First, because inferring relations
based on the whole corpus is inefficient and im-
practical, evidence retrieval, which involves ex-
tracting evidential context from a large corpus, is
crucial for cross-document RE. Second, relations
in cross-document RE are usually described by
multi-hop reasoning chains with bridging entities.
Fig. 1 shows an example of a 3-hop evidence path
in CodRED, which spans three related passages
in two documents. In this example, the relation
between ‘A Saucerful of Secrets” and “progressive
rock” is described by a reasoning chain containing
four bridging entities (marked in grey). On aver-
age, cross-document multi-hop reasoning through
4.7 bridging entities is needed in CodRED to in-
fer relations (Yao et al., 2021). Besides, previous
work (Zeng et al., 2020; Xu et al., 2021) has shown
that intra-document multi-hop reasoning is effec-
tive for document-level RE. Therefore, evidence
retrieval needs to consider the bridging entities for
multi-hop reasoning in cross-document RE.

Against these challenges, we propose a ded-
icated solution MR.COD (Multi-hop evidence
retrieval for Cross-document relation extraction),
which extracts evidence from a large corpus by
multi-hop dense retrieval. As illustrated in Fig. 2,
MR.COD is composed of two steps: evidence path
mining and evidence path ranking. In evidence
path mining, we first construct a multi-document
passage graph, where passages are linked by edges
corresponding to shared entities. Then, we use a
graph traversal algorithm to mine passage paths
from head to tail entities. This step greatly reduces
the size of candidate evidential passages. In evi-
dence path ranking, we rank the mined paths based
on their relevance. We explore different dense re-
trievers widely used in open-domain question an-
swering (ODQA) as scorers for evidence paths and
further propose a contextual dense retriever bet-
ter suited for multi-hop relation inference. Finally,
the top-K evidence paths are selected as input for
downstream relation extraction models. MR.COD

is flexible and can be used with any models de-
signed for long-context RE.

The contributions of this work are two-fold.
First, we propose a multi-hop evidence retrieval
method for cross-document RE and show that high-
quality evidence retrieval benefits end-to-end RE
performance. Second, we explore multiple widely-

used retrievers in our setting and further develop a
contextual dense retriever for multi-hop reasoning.
Our contributions are verified in both closed and
open settings of CodRED (Yao et al., 2021). We
observe that MR.COD outperforms other evidence
retrieval baselines and boosts end-to-end RE per-
formance with various downstream RE methods.

2 Related Works

We discuss two topics of research that are closely
relevant to this study.

Relation Extraction. Recent studies on RE are typ-
ically based on datasets with sentence-level (Zhang
et al., 2017; Hendrickx et al., 2010) or document-
level (Yao et al., 2019; Walker et al., 2006) con-
text. Except for manually annotated datasets,
another part of RE focuses on distantly labeled
datasets (Riedel et al., 2010), which takes a bag
of sentences mentioning the same entity pair as in-
put (Mintz et al., 2009). However, context lengths
in these datasets are considerably smaller than that
of cross-document RE, an understudied setting that
we focus on. Yao et al. (2021) first proposed the
cross-document RE task and provided a manually
constructed dataset CodRED. Wang et al. (2022)
proposed entity-centric snippet selection and cross-
path relation attention to enhance performance in
cross-document RE. Nevertheless, this work tar-
gets the closed setting where evidential context has
been given instead of the more challenging and
realistic open setting we investigate in this paper.

Evidence retrieval for RE. Evidence retrieval has
shown to be effective in document-level RE. Huang
et al. (2021b) proposed a simple heuristic method to
select evidence sentences from documents. Huang
et al. (2021a) used evidence as auxiliary supervi-
sion to guide the model in finetuning. Xie et al.
(2022) developed a lightweight model to extract
evidence sentences. However, these works limit
evidence retrieval to a single document and are in-
feasible to scale up to the cross-document setting.
In cross-document RE, Yao et al. (2021) proposes
a heuristic simple way to extract evidence, which
selects text paths based on the occurrence count of
head and tail entities and selects snippets around
entity mentions as evidence. Wang et al. (2022)
enhances evidence selection in the closed setting as
entity-centric snippet selection. However, neither
method considers multi-hop reasoning, which is
vital for cross-document RE.
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What is the relation between
A Saucerful of Secret and
progressive rock ?
P5: The performances of 
Echoes,  A Saucerful of 
Secrets , and  One of These 
Days were filmed …

Passage Context

P1: Pink Floyd : Live at 
Pompeii is a 1972 concert 
documentary film directed 
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featuring the English rock 
group Pink Floyd …
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Query
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Figure 2: Overview of the evidence retrieval method MR.COD. Given head and tail entities A Saucerful of Secrets
and Progressive Rock, MR.COD extracts documents with mentions of them and then builds a multi-document
passage graph as shown in subfigure (a). A 3-hop candidate evidence path is marked in red, linked by two bridging
entities, Maben and Pink Floyd. This candidate evidence path is then scored by a contextual dense retriever, as
shown in subfigure (b). The sequential scoring process takes a contextual query and the next hop passage as input.
Evidence paths ranked as top-K will be further adjusted in length and used as evidence for downstream RE methods.

Dense Retrieval. Dense retrieval is a fast-
developing research topic summarized adequately
by the latest surveys, Zhao et al. (2022) and Zhu
et al. (2021). Therefore, we only provide a highly
selected review. Karpukhin et al. (2020) proposed
a dense passage retriever (DPR) with bi-encoder
encoding queries and contexts separately. Lee et al.
(2021) extended DPR to phrase retrieval and con-
ducts passage retrieval based on phrases. How-
ever, these two methods do not directly support
multi-hop retrieval. Xiong et al. (2021a) proposed
a multi-hop retriever with a shared encoder and
query-augmented methods. Nevertheless, its ex-
periments are constrained to two-hop reasoning,
although it can theoretically be extended to more
hops. Besides, generative retrieval methods can
potentially serve as retrievers in our method. We
leave this direction as a feature study. However,
dense retrievers designed for open-domain ques-
tion answering (ODQA) can not directly apply to
evidence retrieval in cross-document RE because
the semantics of queries in this setting are much
sparser. In this work, we adapt representative dense
retrieval methods and further develop a variant of
DPR specifically for evidence retrieval in cross-
document RE.

3 Methods

In this section, we describe MR.COD, a multi-hop
evidence retrieval method for cross-document RE.
We will introduce the preliminaries (§3.1), pro-

posed evidence retrieval (§3.2 - §3.4), and down-
stream RE methods we explored (§3.5).

3.1 Preliminaries

Problem Definitions. The input of cross-document
RE consists of a head entity eh, a tail entity et, and
a corpus of documents. The documents are anno-
tated with mentions of entities. Cross-document
RE aims to infer the relation r between the head
and tail entities from a candidate relation set R.
Following Yao et al. (2021), cross-document RE
has two settings. In the closed setting, only the
related documents are provided to the models, and
the relations are inferred from the provided docu-
ments. While in the more challenging and realistic
open setting, the whole corpus of documents is
provided, and the model needs to efficiently and
precisely retrieve related evidence from the corpus.
We conduct experiments in both settings.

Method Overview. We divide cross-document RE
into two phases: evidence retrieval and relation
inference. Evidence retrieval aims to retrieve ev-
idential context that is short enough to meet the
input length constraint of downstream RE mod-
els while providing sufficient information for re-
lation inference. Relation inference determines
the relations between pairs of entities based on
the retrieved evidence. Our main contribution is a
multi-hop evidence retrieval method consisting of a
graph-based evidence path mining algorithm and a
path ranking method with multi-hop dense retriev-
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ers as scorers. Fig. 2 shows our proposal in detail
with the same input example in Fig. 1. We assume
that the evidence is represented as an evidence
path, i.e., a chain of passages linked by bridging
entities. This evidence path begins with passages
containing head entities (i.e., head passages) and
ends with passages containing tail entities (i.e., tail
passages). This assumption is also widely adopted
in multi-hop reasoning in ODQA (Feldman and
El-Yaniv, 2019; Feng et al., 2022). Subfigure (b) in
Fig. 2 displays an evidence path with four passages
linked by three entities. We build a multi-document
passage graph and run the graph traversal algorithm
to find candidate evidence paths, shown in the sub-
figure (a) in Fig. 2 (§3.2). We rank all candidate
evidence paths using multi-hop dense retrievers as
scorers, shown in subfigure (b) in Fig. 2 (§3.3).
The top-K evidence paths are selected and further
prepared as input of downstream RE models (§3.4).
Our evidence retrieval method is agnostic to down-
stream RE models. Therefore, we adopt previous
RE models for relation inference (§3.5).

3.2 Evidence Path Mining

Evidence path mining aims to efficiently extract
multi-hop evidence paths that align with our as-
sumptions from an open set of documents.

For head-to-head comparison, we follow the text
path assumption in Yao et al. (2021), i.e., a candi-
date evidence path can only go across two docu-
ments containing head and tail entities, respectively.
Therefore, we only keep documents containing at
least one mention of head and tail entities to build a
multi-document passage graph consisting of three
types of nodes: head passages, tail passages, and
other passages that do not contain head or tail men-
tions. If two passages share mentions of one entity,
we create an edge marked for this entity between
them. There may be multiple edges between two
passages if they share multiple entities. Given this
graph as an input, our algorithm finds all paths from
head passages to tail passages as evidence paths
with the graph traversal method.

Specifically, we employ depth-first search, an ef-
ficient unsupervised path mining algorithm, to find
evidence paths on the previously obtained passage
graph. Graph traversal begins at a head passage
and ends at a tail passage. The detailed algorithm
is described in Alg. 1 in Appx. §A. To eliminate
repetition and ensure that an evidence path is mined
from a text path as the same setting by Yao et al.

(2021), we enforce several additional constraints:

• An evidence path should not contain head or tail
entities in the middle of the path.

• There should be no repeated passages or repeated
bridging entities in the path.

• Max lengths of paths should be less than a pre-
defined length H .

These constraints encourage our algorithm to prior-
itize shorter paths. They also help to improve effi-
ciency and mine more meaningful evidence paths,
as two entities are more directly related within a
shorter evidence path. A probing analysis in Tab. 7
shows that most of the evidence can be recalled by
paths with less than five hops. This insight is also
exacerbated in other works focusing on multi-hop
reasoning (Yang et al., 2018; Xiong et al., 2021b).

3.3 Adapting Retrievers for Path Ranking
We adapt dense retrievers to rank evidence paths
and develop a contextual variant to overcome
sparse query semantics for evidence retrieval.

3.3.1 Dense passage retriever (DPR)
DPR is a bi-encoder model first developed as the
retrieval component in ODQA. It uses a dense en-
coder EP (·) to map text passages into offline low-
dimension vector indices. During runtime, it uses
another query encoder EQ(·) to retrieve the top-K
most similar passages based on maximum inner
product search (MIPS):

sim(q, p) = EQ(q)
TEP (p). (1)

Two encoders are independent BERT models (De-
vlin et al., 2019), and the representations of [CLS]
tokens are used to represent the query or passage.

DPR is trained with a contrastive loss. Let
T = {⟨qi, p+i , {p−i,j}nj=1⟩}Ni=1 be the training cor-
pus where q, p+, p−, n,N are queries, positive,
negative passages, number of negative passages
and samples, the loss function is formulated as:

l(Ti) = − log
esim(qi,p

+
i )

esim(qi,p
+
i ) +

∑n
j=1 e

sim(qi,p
−
i,j)

.

The negative passages can be other passages in the
same batch or hard ones mined using BM25.

3.3.2 Adapting DPR in Cross-document RE
We employ a dense retriever to measure similar-
ities between entity pairs and potential evidence

10339



passages. However, although DPR is widely used
and proven effective in ODQA, using it directly
for cross-document RE has two limitations. First,
queries in ODQA are richer in semantics, while
queries in cross-document RE only focus on iden-
tifying the relations between head and tail entities.
Accordingly, we use the following simple template
to transform entity pairs into semantic queries:

What is the relation between Head Entity and Tail
Entity?

Second, DPR does not consider more than one
positive passage, while evidence paths in cross-
document RE consist of multiple passages. To
address this issue, we extend the training cor-
pus of DPR to multiple positive scenarios, where
T = {⟨qi, {p+i,k}mk=1, {p−i,j}nj=1⟩}Ni=1 and m de-
notes to the number of positive evidence, and the
loss function is formulated as:

l(Ti) = −
m∑

k=1

log
esim(qi,p

+
i,k)

esim(qi,p
+
i,k) +

∑n
j=1 e

sim(qi,p
−
i,j)

.

(2)
As for inference, we use DPR as a scorer to

rank evidence paths. For an evidence path P =
[pi]

H
i=1 and a query q(eh, et), the ranking score is

calculated as the average similarity between the
query and all passages:

s(q(eh, et), P ) =
1

|P |
∑

pi∈P
sim(q(eh, et), pi) (3)

3.3.3 Contextual DPR
Although DPR can be adapted as a scorer for rank-
ing evidence paths in cross-document RE, it is not
specifically designed for multi-hop retrieval. Be-
sides, queries in our setting are significantly briefer
than those in ODQA and may not be sufficient for
retrieving relevant passages. Therefore, we develop
a contextual DPR as a multi-hop retriever.

Training. To enrich the semantics of queries
and enable multi-hop reasoning, we augment
the original training corpus by data augmen-
tation, where we concatenate the original
queries and positive evidence to form new
queries. Specifically, for training data T =
{⟨q(eh, et), {p+i,k}mk=1, {p−i,j}nj=1⟩}Ni=1 where N is
the size of data, we augment the query with
one of the positive passage. Therefore, the
augmented sample is T ′ = T ∪ {⟨q(eh, et) ⊕

pi,l, {p+i,k}mk=1,k ̸=l, {p−i,j}nj=1⟩}ml=1, where ⊕ de-
notes the string concatenation. We follow the same
negative sampling strategy in the original DPR and
train this contextual variant with the same loss func-
tion as Eq. 2.

Inference. We conduct a sequential scoring pro-
cess with contextual DPR as the scorer for evidence
path ranking. Denoting P = [pi]

H
i=1 as an evi-

dence path consisting of H passages, this scoring
function calculates sequential similarities between
augmented queries and the next hop of passage:

s(q(eh, et), P ) =
1

|P |(sim(q(eh, et), p1)

+

|P |∑

i=2

sim(q(eh, et)⊕ pi−1, pi)).

(4)

This sequential scoring function Eq. 4 can take
advantage of additional context in the query. Fur-
thermore, embeddings of all augmented queries
can be calculated offline to ensure efficiency.

3.4 Input Preparation

To make the evidence path suitable as input for a
downstream RE model with maximum input se-
quence length L, we need to transform it into a
token sequence that fits within L. If the length of
all evidence exceeds L, we iteratively drop sen-
tences containing the least number of mentions
until the total length fits in L while avoiding drop-
ping sentences containing mentions of head or tail
entities. If the length of all evidence is smaller than
L, we augment each passage in the evidence path
by evenly adding more tokens from the preceding
and succeeding snippets until the total length meets
L, which is the same strategy adopted in Yao et al.
(2021). After this length adjustment, all passages
in the evidence path are concatenated in order as
input for downstream RE methods.

3.5 Downstream RE Methods

Downstream RE methods are the last component
in cross-document RE, which takes head and tail
entities and evidence context extracted by previ-
ous steps as input and conducts relation inference.
As our method focuses on evidence retrieval that
is agnostic to the RE methods, we use the same
RE methods in the previous cross-document RE
benchmarks for head-to-head comparison, which
are described in detail in §4.1.
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4 Experiments

This section presents an experimental evaluation of
MR.COD for evidence retrieval and end-to-end RE
performance. We introduce the experimental setup
(§4.1), main results (§4.2), and ablation study on
incorporated techniques (§4.3).

4.1 Experimental Setup

Datasets. We conduct our experiments on the
cross-document RE benchmark CodRED (Yao
et al., 2021) built from the English Wikipedia and
Wikidata. CodRED contains 5,193,458 passages
from 258,079 documents with mention annotations
of 11,971 entities. There are 4,755 positive rela-
tional facts annotated for 276 relations and 25,749
NA (Not Available) relational facts. We experi-
ment in both the closed and open settings discussed
in §3.1. In the closed setting, the context is orga-
nized in text paths, i.e., a pair of documents con-
taining head and tail entities. A relational fact cor-
responds to multiple text paths. In the open setting,
the context is a subset of Wikipedia documents.
A subset of CodRED also has human-annotated
sentence-level evidence annotations, which can
be used as fine-tuning data for evidence retrieval.
More detailed statistics can be found in Tab. 6.

Metrics. We report the F1 score and the area under
the precision and recall curve (AUC) as end-task
RE metrics which are the same as Yao et al. (2021).
Scores on the test set are obtained from the offi-
cial CodaLab competition of CodRED. We report
path- and passage-level recall to evaluate the evi-
dence retrieval component. The path-level recall
is the proportion of evidence paths fully extracted
by methods, while passage-level recall only consid-
ers the proportion of evidence passages recalled by
methods. The path-level recall is more strict but has
closer correlations to downstream RE performance.
To further investigate the different performances
of evidence retrieval with short and long paths, we
provide recall among evidence paths with ≤ 3 and
> 3 hops, respectively.

End-to-end Baselines. We compare MR.COD

with the retrieval baseline Snippet proposed by
Yao et al. (2021). This method first retrieves text
paths based on the rank of counts of head and tail
entities, then extracts 256-token snippets around
the first head and tail mentions in the text path as
evidence for downstream RE methods. Wang et al.
(2022) proposes a bridging entity-centric method

BridgingCount, which first retrieves sentences
with a count of bridging entities and then reorders
them with SentenceBERT (Reimers and Gurevych,
2020). However, this method only works for the
close setting, so we only compare end-to-end RE
performance in the close setting with it. We then
compare end-to-end RE performance of MR.COD

with the Snippets baseline in both closed and open
settings based on three RE methods:2 (1) Ent-
Graph (Yao et al., 2021) is a graph-based method
that first infers intra-document relations and then
aggregates them to obtain cross-document relations.
This method is named as Pipeline in Yao et al.
(2021). (2) BERT+ATT (Yao et al., 2021) uses
a BERT encoder and selective attention to encode
evidence. This method is named as End2End in
Yao et al. (2021). (3) BERT+CrossATT (Wang
et al., 2022) enhances BERT+ATT via introducing
a cross-path entity relation attention. (4) Long-
former+ATT is a variant that replaces the BERT
encoder in the BERT+ATT baseline with Long-
former (Beltagy et al., 2020) so that it can encode
two documents at once without evidence retrieval.

Scorer Ablations. We compare the proposed con-
textual DPR with four scorers in evidence path
ranking: (1) Random is a baseline randomly se-
lecting top-K evidence paths without ranking. (2)
BM25 (Robertson et al., 1996) is a widely-used
sparse information retrieval function based on the
bag-of-words model. (3) DPR (Karpukhin et al.,
2020) is a dense passage retriever that we adapt
to evidence retrieval as described in §3.3.2. (4)
MDR (Xiong et al., 2021a) is a multi-hop dense
retriever with query augmentation.

Configurations. We initialize dense retrievers with
pretrained checkpoints on ODQA tasks and then
finetune them on the evidence dataset of CodRED.
We conduct a probing analysis to decide the proper
maximum hop number for Alg. 1 and found only
1.6% of the cases required more than four-hop rea-
soning in the training split of evidence dataset in
CodRED. Similar conclusions about maximum hop
number are also found in multi-hop ODQA, where
two-hop reasoning is set as default (Yang et al.,
2018). Therefore, we conduct experiments on both
three- and four-hop evidence retrieval to evaluate
the effectiveness of our method since a larger hop
number will only marginally improve performance
but significantly increases the computational com-

2We rename methods in Yao et al. (2021) and Wang et al.
(2022) to avoid name confusion in this paper.
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Method Closed Setting Open Setting
Evidence Retriever RE model F1 (D) AUC (D) F1 (T) AUC (T) F1 (D) AUC (D) F1 (T) AUC (T)

/ Longformer+ATT 48.96 45.77 49.94 45.27 44.38 37.04 42.79 37.11
BridgingCount BERT+CrossATT 61.12 † 60.91† 62.48† 60.67† −−‡ −−‡ −−‡ −−‡

Snippets
EntGraph 30.54† 17.45† 32.29† 18.94† 26.45† 14.07† 28.70† 16.26†

BERT+ATT 51.26† 47.94† 51.02† 47.46† 47.23† 40.86† 45.06† 39.05†

BERT+CrossATT 59.40 55.95 60.92 59.47 51.69 49.59 55.90 51.15

MR.COD
BERT+ATT 57.16 54.43 57.47 53.18 51.83 46.39 52.59 47.08
BERT+CrossATT 61.20 59.22 62.53 61.68 53.06 51.00 57.88 53.30

† indicates results collected from Yao et al. (2021) and Wang et al. (2022).
‡ BridgingCount is designed for the closed setting and is unable to scale up to the open setting

Table 1: End-to-end RE results of MR.COD with contextual DPR and baselines on dev and test sets of CodRED. We
report F1 and AUC in closed and open settings. (D) and (T) refer to the results on dev and test set splits respectively.
Results on the test set are obtained by the official competition of CodRED on the CodaLab.

Path-level Recall† Passage-level Recall‡
All HT < 3 HT ≥ 3 All HT < 3 HT ≥ 3

Snippets 17.53 28.73 11.22 51.98 60.64 49.72

All paths 53.74 −− −− −− −− −−
Random 14.07 22.46 9.34 44.47 50.29 42.96
w/ BM25 22.73 35.48 15.56 51.78 60.55 49.49
w/ MDR 22.71 44.52 8.18 41.57 47.10 40.12
w/ DPR 23.93 37.30 16.41 53.52 62.35 51.22

M
R

.C
O

D
(H

=
3)

w/ Contextual DPR 25.88 39.68 18.10 55.04 65.48 52.31

All paths 67.79 −− −− −− −− −−
Random 13.93 20.32 10.32 44.78 49.23 43.62
w/ BM25 23.64 36.27 16.54 54.25 62.00 52.22
w/ MDR 23.80 45.01 9.00 43.99 48.23 41.54
w/ DPR 24.85 37.86 17.52 56.02 64.27 53.87

M
R

.C
O

D
(H

=4
)

w/ Contextual DPR 27.18 41.92 18.53 57.12 67.73 54.02
† The proportion of fully extracted evidence paths.
‡ The proportion of recalled evidence passages.

Table 2: Evidence retrieval results of MR.COD compared with baselines and different variants on the dev set of the
CodRED evidence dataset. H and HT denote the maximum hop number of path mining and hop number in gold
evidence, respectively. The best scores are identified in bold, and the second best scores are underlined.

plexity of Alg. 1. For consistency with (Yao et al.,
2021), we select the top 16 evidence paths from all
paths given by Alg. 1 in the open setting. We use
grid search to find optimal hyperparameters in all
experiments. Detailed implementation configura-
tions are described in Appx. §D.

4.2 Results
We report end-to-end RE results of MR.COD and
evidence retrieval performance in this section.

End-to-end RE. We employ MR.COD with contex-
tual DPR as the scorer when conducting end-to-end
RE evaluation according to ablation study in §4.3.
Comparison results are shown in Tab. 1. We focus
on the open setting since it is more realistic and
challenging. MR.COD significantly benefits all RE
models compared with Snippets on the open set-
ting. For example, MR.COD outperforms Snippets

by 7.53% in test F1 and 8.03% in test AUC when
using BERT+ATT as the RE model. And MR.COD

with BERT+CrossATT achieves the best scores in
test F1 (57.88%) and test AUC (53.30%), which
improves about 2 percent compared with Snippets.
The results illustrate the necessity of multi-hop
evidence retrieval for inducing cross-document re-
lations in the open setting.

At the same time, MR.COD also leads to im-
provements in the closed setting, showing that
MR.COD helps RE models ping-point relevant ev-
idence in the limited context. The most notable
improvement is witnessed in comparison between
MR.COD and Snippets with BERT+ATT, where
MR.COD improves by 6.45% in test F1 and 5.72%
in test AUC. BridgingCount is a retrieval base-
line specifically designed for the closed setting,
which is slightly outperformed by MR.COD in the
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Context F1 AUC

Gold evidence 52.44 51.37
w/ random augmentation 48.93 46.85
w/ random drop bridging 48.79 46.85

MR.COD evidence 50.61 49.30
w/ input preparation 51.01 49.52
w/ random augmentation 48.19 45.50
w/ random drop bridging 48.93 49.12

Table 3: End-to-end RE results on evidence dev set
in CodRED with BERT+ATT. We consider gold and
MR.COD evidence as input and develop two variants to
show the importance of precise evidence retrieval.

closed setting with the same RE model. However,
MR.COD achieves the highest performance in the
open setting while BridgingCount cannot scale up
to the open setting. As for baselines, the Long-
former+ATT performs worse than BERT+ATT and
other language model methods adopting evidence
retrievers. These observations show that even in
the closed setting, evidence retrieval benefits by
targeting the supporting evidence in the given con-
text.

Evidence Retrieval. We also analyze the perfor-
mance of MR.COD with 3- and 4-hop path mining
and multiple scorer variants in Tab. 2. Path-level
recalls of the 3- and 4-hop evidence path mining
are 53.74% and 67.79%, which indicates the best
recall a 3-hop (or 4-hop) evidence path mining
model can get without any path filtering. The ran-
dom baselines are outperformed by MR.COD with
retrievers, demonstrating the effectiveness of path
ranking. DPR outperforms BM25 and MDR in all
settings. Contextual DPR with 4-hop path mining
further improves performance by around 2 percent
on average compared with the original DPR and
surpasses Snippets by 9.65% and 5.14%, contribut-
ing to multi-hop evidence retrieval by enriching
query context. We also observe recalling evidence
paths with more hops is more challenging, while
4-hop path mining consistently improves on longer
paths. However, path- and passage-level recalls
are not always consistent. For example, MDR per-
forms extraordinarily well in recalling short paths
but fails on most of the longer ones.

4.3 Ablation Study

We provide the following analyses to further evalu-
ate core components of MR.COD.

Importance of Precise Evidence Retrieval. We
conduct end-to-end evaluations on evidence dev set

Method Closed Open
Evidence Retriever F1 AUC F1 AUC

Snippets 47.23† 40.86† 45.06† 39.05†

Random 52.12 48.34 48.92 42.13
w/ BM25 52.41 49.02 49.88 43.31
w/ MDR 51.40 48.27 49.11 42.43
w/ DPR 55.08 51.66 51.37 46.51H

=
3

w/ Contextual DPR 57.65 51.08 52.32 46.56

Random 51.78 47.09 48.22 41.65
w/ BM25 52.63 49.21 50.32 44.17
w/ MDR 50.98 48.01 48.97 42.59
w/ DPR 53.21 48.75 51.41 45.25H

=
4

w/ Contextual DPR 57.47 53.18 52.59 47.08
† indicates results collected from Yao et al. (2021).

Table 4: End-to-end RE results with MR.COD and
BERT+ATT based on retriever variants on the test set
of CodRED. We report F1 and AUC in closed and open
settings. The best scores are identified in bold, and the
second best scores are underlined.

with BERT+ATT that uses gold and MR.COD evi-
dence as input. We also build variants by randomly
augmenting evidence to 512 tokens or dropping
bridging evidence. Tab. 3 shows random augmen-
tation and bridging drop decreases end-to-end RE
performance with both gold and MR.COD evidence
as input, which suggests the importance of precise
evidence retrieval. We also found input preparation,
a local context augmentation, in MR.COD will not
damage performance since it helps with recall.

Effectiveness of Evidence Path Mining. Tab. 7 in
Appx. §C shows an analysis of evidence path min-
ing with different maximum hop numbers H . First,
the number of passage and entity paths mined by
Alg. 1 increases exponentially when H increases,
suggesting an exponential complexity on H . How-
ever, a small H will be sufficient since the recall of
evidence paths increases marginally as H ≥ 3. The
failure rates are also less than 7.9% when H ≥ 3.
In summary, evidence path mining is effective and
efficient under these settings.

Scorers. Tab. 4 shows an ablation study of scorer
variants in both settings on BERT+ATT. Both 3-
hop and 4-hop evidence path mining enhance RE
performance even with random selection compared
with the Snippets baseline, showing our assump-
tion of evidence paths and path mining can benefit
end-to-end RE. We also witness marginal improve-
ments when H increases. Contextual DPR with
4-hop evidence path mining achieves the best per-
formance on most metrics. Comparing Tab. 4 along
with Tab. 2, we found evidence retrieval methods
with higher recalls tend to perform better in end-
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to-end RE, which supports the claim that evidence
retrieval is crucial for cross-document RE.

4.4 Case Study

We provide a case of retrieved evidence to demon-
strate the interpretability of MR.COD. As the
example in Tab. 5, MR.COD correctly finds evi-
dence describing the head entity and bridging en-
tity Columbia Pictures. At the same time, Snippets
and BridgingCount fail to retrieve evidence that can
form a reasoning chain. This example demonstrates
that Mr. Cod can perform evidentially supported
and precise RE. We will add a thorough version
of this analysis to the final version paper to help
readers understand how evidence retrieval works.

5 Conclusion

We study efficient and effective ways to extract
multi-hop evidence for cross-document RE and
propose MR.COD. MR.COD extracts evidence
paths from an open set of documents and ranks
them with adapted dense retrievers as scorers. To
overcome the gap between retrieval in ODQA and
evidence retrieval for RE, we develop a contextual
DPR that augments sparse queries with passage
context. Extensive experiments show high-quality
evidence retrieved by MR.COD boosts end-to-end
cross-document RE performance. Future works
include extending MR.COD to more retrieval meth-
ods, such as generative dense retrievers.
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Limitations of this work include that we only inves-
tigate MR.COD on a set of representative single-
and multi-hop dense retrievers. Recent works have
proposed more variants of dense retrievers, such as
generative retrievers (Lee et al., 2022; Izacard and
Grave, 2020) and multi-hop retrievers (Das et al.,
2019; Khattab et al., 2021), that can be adapted
to use as alternative scorers in MR.COD. Further-
more, we only conduct experiments on three- and
four-hop settings. Although this choice is reason-
able and supported by various works, we admit
that more hops could be needed in real-world ap-
plication scenarios, which is understudied in this
paper.
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Appendices

A Evidence Path Mining Algorithm

The core algorithm of proposed evidence path min-
ing is a depth-first search described in Alg. 1. This
is a search algorithm based on backtracking on the
multi-document passage graph. In this algorithm,
path searching begins with a set of nodes, i.e., pas-
sages, with head mentions Seh . These nodes are
pushed into a stack and the search algorithm ex-
tends this stack via adding neighbors of them into
this stack. The algorithm starts backtracking when
the current path finds any passages with tail men-
tions Set or the length of current path meets the
maximum hop number H . After the graph traver-
sal, all paths linking Seh and Set with a length
less than H will be mined and collected as the
candidate evidence paths. This algorithm may fail
in some cases. For example, there may not exist
a path within H hop between Seh and Set . The
proportion of failure in the CodRED dataset is ana-
lyzed in Appx. §C. In these cases, we introduce a
redemption way described in Appx. §D.3 to collect
candidate paths.
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Algorithm 1: Depth-first search for evi-
dence path mining

Input: Head entity eh, Tail entity et, Maximum hop
number H , A multi-document passage graph
G(N = (di, pj), E = [(di, pm), ej , (pk)]),
A set of passages (nodes) with head mentions
Seh , A set of passages (nodes) with tail
mentions Set

Output: All evidence paths P = {Pl}np

l=1
/* Initilize containers */

1 paths = list()// output
2 path_entities = list()// briding entities
3 stack = stack()// backtracking stack
4 visited = set()// visited passage set
5 seen_path = dict() // visited passage with a

specific start node
/* Initialize searching */

6 stack.append(eh)
7 visited.add(eh)
8 seen_path[eh] = list()
9 path_entities.add(None)
/* Search with backtracking */

10 while length(stack) > 0 do
11 start = stack[-1]
12 neighbor_nodes = get_neighbor(G, start) if start

not in seen_path then
13 seen_path[start] = list()

14 g = 0
15 for passage, entity in neighbor_nodes do
16 if passage not in visited and w not in

seen_path[start] then
17 g = g + 1
18 stack.append(passage)
19 visited.add(passage)
20 seen_path[start].append(passage)
21 path_entities.append(entity)
22 if entity in Set then
23 paths.append(stack)
24 latest_pop = stack.pop()
25 path_entities.pop()
26 visited.remove(latest_pop)

27 break

28 if g == 0 or length(stack) > H then
29 latest_pop = stack.pop()
30 path_entities.pop()
31 if latest_pop in seen_path then
32 del seen_path[latest_pop]

33 visited.remove(latest_pop)

34 return paths

B CodRED Dataset

We collect the CodRED dataset from its official
Github repository3, which includes relation triplets,
evidence dataset, and documents for closed and
open settings. This repo is licensed under the
MIT license. Furthermore, CodRED dataset con-
tains processed Wikidata and Wikipedia. Wikidata
is licensed under the CC0 license. The text of

3CodRED Github repository:
https://github.com/thunlp/CodRED

Wikipedia is licensed under multiple licenses, such
as CC BY-SA and GFDL.

We process the raw data of CodRED as the
recipe described in the official Github repository,
which includes transforming raw documents and
appending them to a Redis server for downstream
RE methods. The original evidence is annotated
at the sentence-level while we transform them into
passage-level by simply annotating passages con-
taining evidence sentences as evidence passages.
And we use the same evaluation metric and obtain
evaluation scores of the test set from the official
CodaLab competition for CodRED.

Tab. 6 shows the statistics of the CodRED
dataset. We use two parts of the dataset, including
a full dataset and the subset with evidence. We
use the evidence subset to finetune our retriever
models.

Split Triplets Text paths

Train 19,461 129,548
Dev 5,568 40,740
Test 5,535 40,524

Train (Evidence) 3,566 12,013
Dev (Evidence) 1,093 3497

Table 6: Statistics of the CodRED dataset

C Analysis of Evidence Path Mining

Tab. 7 shows evidence path mining analysis results
on the CodRED evidence dataset. This analysis
focuses on observing recall, failure rate, lengths,
and mining speeds of evidence paths along with
the increase of maximum hop number.

H Recall Fail P. Path E. Path Speed
2 30.4 33.6 2.3 1.1 7358
3 53.7 7.9 32.6 9.3 2735
4 67.8 4.7 390 71 284
5 73.1 4.4 4309 528 26

Table 7: Analysis of evidence path mining algorithm
(Alg. 1) on maximum hop number on the CodRED
evidence dataset. We report the recall and fail rate (%)
of evidence paths, the average number of passage paths
(P. Path) and entity paths (E. Path), and processing speed
(iter/s).

D Detailed Implementation

We describe the detailed implementation of all com-
ponents in this work.
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D.1 Retrieval methods

All supervised retrieval methods are trained on
the training split of CodRED evidence dataset and
tuned hyperparameters on the dev split.

BM25. We use the Python implementation of
BM25 algorithm Rank_BM254. We first remove
all characters that are neither English characters
and numbers from all passages. And then we to-
kenize the passages into bags of words with the
word_tokenize function in NLTK. We further pre-
process by removing stopwords collected in gensim
and then stem all words with the PorterStemmer in
NLTK. The queries are preprocessed in the same
way. We use Okapi BM25 to rank the top-K evi-
dence paths for each query and use it as evidence
for the next steps. All third-party APIs we used in
this section are run with default parameters. The
ranking score is calculated as the average BM25
score between the query and each passage in the
evidence path.

MDR. We develop our adapted MDR based on
the MDR official Github repository.5 We train the
MDR from the public checkpoint shared in the
repository, which is trained from roberta-base. We
use the same shared encoder setting as the original
MDR. The batch sizes for training and inference are
16; the learning rate is 2e-5; the maximum lengths
of queries, contexts, and augmented queries are
70,300,350, respectively; The warm-up rate is 0.1.
We train this model for 5 epochs on 3 NVIDIA
RTX A5000 GPUs for 8 hours. Then we encode all
passages with 8 NVIDIA RTX A5000 GPUs. The
queries are first generated with augmented passages
and encoded offline before evidence retrieval.

DPR. We develop our adapted DPR based on the
DPR official Github repository.6 We train the
DPR from the public checkpoint trained on the
NQ dataset with the single adversarial hard neg-
ative strategy. We follow the configuration bien-
coder_local in the original DPR training configura-
tions: batch size is 4; learning rate is 2e-5; warmup
steps are 1237; number of training epochs is 50;
maximum gradient norm is 2.0. We run the training
on 8 NVIDIA RTX A5000 GPUs for 12 hours.

Contextual DPR. We use the same setting of DPR

4Rank-BM25 Github Repository: https://github.com/
dorianbrown/rank_bm25

5MDR Github Repository: https://github.com/
facebookresearch/multihop_dense_retrieval

6DPR Github Repository: https://github.com/
facebookresearch/DPR

to train the contextual DPR, except we prolong the
training epochs to 70 and reduce the learning rate
to 1e-5. We run the training on 8 NVIDIA RTX
A5000 GPUs for 12 hours.

D.2 Downstream RE methods
We train downstream RE methods on the training
split of CodRED and tune hyperparameters on the
dev split. We strictly follow the CodRED recipe
so we also introduce path-level and intra-document
supervision when training following RE models.

BERT+ATT. We use the same code collected from
the official repository7. We train BERT+ATT from
the sketch on 8 NVIDIA RTX A5000 GPUs for
10 hours. The training and inference batch size is
1; the learning rate is 3e-5; the number of training
epochs is 8; The base model is bert-base-cased
from Huggingface Transformers.

BERT+CrossATT. We use the same code col-
lected from the official repository8. We train
BERT+CrossATT from the sketch on 4 NVIDIA
RTX A5000 GPUs for 20 hours. The training and
inference batch size is 1; the learning rate is 3e-
5; the number of training epochs is 10; The base
model is bert-base-cased from Huggingface Trans-
formers.

D.3 Simple redemption of MR.COD

We assume we can find a chain of passages linked
by bridging entities. However, this assumption
does not always hold for the fixed maximum num-
ber of hops. As Tab. 7 shown, the fail rate increases
when the maximum hop number decreases. We use
a simple redemption that selects passages contain-
ing head and tail mentions as an evidence path
when evidence path mining fails. The fail rate is
considerably low (≤ 5%) when the hop number
is more than 3. Therefore, this simple redemption
will not affect prove the effectiveness of the ev-
idence path mining algorithm. Besides, a small
portion of entities may appear in many documents,
leading to low efficiency of Alg. 1. Therefore, we
propose another simple redemption that selects top
50 documents based on entity count when an entity
appears in more than 50 documents. The text-path
selection in (Yao et al., 2021) inspires this redemp-
tion.

7BERT+ATT Github Repository:https://github.com/
thunlp/CodRED

8BERT+CrossATT Github Repository:https://github.
com/MakiseKuurisu/ecrim
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