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Abstract

Dialogue data in real scenarios tend to be
sparsely available, rendering data-starved end-
to-end dialogue systems trained inadequately.
We discover that data utilization efficiency in
low-resource scenarios can be enhanced by
mining alignment information uncertain utter-
ance and deterministic dialogue state. There-
fore, we innovatively implement dual learning
in task-oriented dialogues to exploit the corre-
lation of heterogeneous data. In addition, the
one-to-one duality is converted into a multiju-
gate duality to reduce the influence of spurious
correlations in dual training for generalization.
Without introducing additional parameters, our
method could be implemented in arbitrary net-
works. Extensive empirical analyses demon-
strate that our proposed method improves the
effectiveness of end-to-end task-oriented dia-
logue systems under multiple benchmarks and
obtains state-of-the-art results in low-resource
scenarios.

1 Introduction

With the emergence of dialogue data (Zhang et al.,
2020b), and the evolution of pre-trained language
models (Qiu et al., 2020), end-to-end task-oriented
dialogue (TOD) systems (Su et al., 2022; Lee,
2021; Tian et al., 2022) gradually replaced the pre-
vious modular cascading dialogue systems (Gao
et al., 2018). The end-to-end TOD system adopts
a uniform training objective, preventing the error
propagation problem in pipelined dialogue systems
(Gao et al., 2018). Nonetheless, the end-to-end
paradigm requires more training data to perform
better (Su et al., 2022). Meanwhile, TOD data is
enormously expensive to annotate (Budzianowski
et al., 2018) as it simultaneously contains dialogue
state tracking, dialogue action prediction, and re-
sponse generation. It is also expensive to annotate
large amounts of complicated dialogue data for
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There are 18 colleges I have found , would you prefer one 
in town centre or in the west ?

I’m looking for a college type attraction.

Sure , we have thirteen options , 10 of which are free . 
May I suggest King's college , or Hughes hall ?

I would like to visit on in town centre please.

[Attraction] {type : college}

Dialogue States

[Attraction] {type : college}

Dialogue States

[Attraction] {type : college, area : centre} 

Dialogue States

[Attraction] {type : college, area : centre} 

Dialogue States

Okay , may I have their postcode , entrance fee , and 
phone number ?

[Attraction] {type : college, area : centre} 

Dialogue States

[Attraction] {type : college, area : centre} 

Dialogue States

Can you provide the postcode, entrance fee and 
phone number ?

[Attraction] {type : college, area : centre} 

Dialogue States

[Attraction] {type : college, area : centre} 

Dialogue States

Low-Resource Training Phrase :

Prediction :

Paraphrasing
Sure , the post code to King's college is CB21ST , the 
entrance fee is free , and phone number 3645351.

Sure , The post code is CB21ST, the entrance fee 
is free. Miss: King’s college, 3645352

Figure 1: The TOD training and prediction procedure
in the low-resource scenario. When the user utterance
is rephrased, the predictions miss some entities.

each emerging domain (Mi et al., 2022). There-
fore, improving data utilization efficiency in low-
resource scenarios becomes critical for end-to-end
TOD.

Previous approaches (Zhang et al., 2020b; Su
et al., 2022) improve the transferability of models
on downstream tasks and capacity to handle small
samples by conducting self-supervised or semi-
supervised further-pretraining (He et al., 2022) of
models on data from additional dialogue domains.
However, these further pre-trains on million-level
datasets may require hundreds of GPU hours and
are resource-constrained. Then on specific down-
stream dialogue tasks, a unified multi-task gener-
ative paradigm (Lee, 2021; Su et al., 2022) was
applied to end-to-end dialogue tasks. Although this
generative approach demonstrates better general-
ization and outcomes, we argue that heterogeneity
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and duality between data are ignored. Here, het-
erogeneity refers to the formative discrepancy be-
tween uncertain, unstructured discourse (e.g., user
utterances and system responses) and determinis-
tic, structured dialogue states. Accordingly, the
underlying alignment information and knowledge
contained within the heterogeneous data is not fully
exploited in the above approach.

To address the above challenges, we propose an
innovative multijugate dual learning framework in
TOD (MDTOD). Contrary to previous work on re-
constructing user discourse based on belief states
(Sun et al., 2022; Chen et al., 2020), we observed
that modeling the duality between user utterance
and system responses can further uncover align-
ment information of entities between user utter-
ance, system responses and dialogue states. Specif-
ically, the model is required to reconstruct the user
discourse based on the dialogue state, and also to
deduce the user utterance backwards based on the
system response. Consequently, the model can fur-
ther learn the mapping relationship between the
heterogeneous information, and improve the per-
formance of the end-to-end TOD system in low-
resource scenarios.

However, proper dual training increases the like-
lihood of the model learning spurious data correla-
tions. It is evidenced by the fact that comparable
model performance can be attained using only high-
frequency phrases as the training set (Yang et al.,
2022). As a result, the model does not general-
ize well to test samples with significant expression
variations or domain differences, as illustrated in
Figure 1. To accomplish this, we expand the one-
to-one dual learning paradigm to multijugate dual
learning by capitalizing on the property of semantic
representation variety. Given a deterministic dialog
state as a constraint (Hokamp and Liu, 2017), a
specific user utterance (system response) is rewrit-
ten into multiple utterances (responses) with the
same semantics but various expressions utilizing
decoding methods such as beam search or random
sampling. Consequently, the richer representation
of information permits the spurious correlation of
shallow statistical patterns acquired by the model
to be effectively mitigated, thereby enhancing the
model’s generalization (Cui et al., 2019).

Our proposed method exploits the entity align-
ment information among heterogeneous data by
designing a dual learning task; it also mitigates
the phenomenon of false correlations and increases

the generalization capacity of models via rephrase-
enhanced multijugate dual learning. As a result, the
method does not introduce any additional trainable
model parameters. It can be directly integrated into
end-to-end TOD systems in arbitrary low-resource
scenarios as a training approach to increase data
utilization efficiency. We show the effectiveness
of our method in several task-oriented datasets, in-
cluding MultiWOZ2.0 (Budzianowski et al., 2018),
MultiWOZ2.1 (Eric et al., 2020), and KVRET (Eric
et al., 2017). We also demonstrate the advantages
of our approach in low-resource scenarios. All
code and parameters will be made public.

Our primary contributions are summarized be-
low:

• A novel, model-independent, dual learning
technique intended for low-resource end-to-
end TOD systems is presented that can be
incorporated directly into the training of any
TOD system.

• To address the issue of spurious correlations
impacting the generalization of models, a
paradigm of paraphrase-enhanced multijugate
dual learning is presented.

• We empirically evaluate the technique on sev-
eral datasets, achieving competitive results
without introducing extra model parameters
or further pre-training and state-of-the-art re-
sults in low-resource circumstances.

2 Related Work

2.1 Task-Oriented Dialogue Systems
TOD aims to complete user-specific goals via mul-
tiple turns of dialogue. Prior work focused mainly
on TOD subtasks based on the pipeline paradigm
(Gao et al., 2018), but it was prone to error propaga-
tion between modules. Therefore, recent research
has attempted to model dialogue tasks from an end-
to-end generation approach. DAMD (Zhang et al.,
2020a) generates the different outputs of a conver-
sation process via multiple decoders and expands
multiple dialogue actions dependent on the dia-
logue state. A portion of the study (Hosseini-Asl
et al., 2020; Yang et al., 2020; Peng et al., 2021)
models the individual dialogue tasks in the TOD
as cascading generation tasks using GPT2 (Rad-
ford et al., 2019) of the decoder architecture as
the backbone network. Multi-task approaches (Lin
et al., 2020; Su et al., 2022; Lee, 2021) utilizing
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I would like to find a cheap place to stay that 

has 4 stars and has free parking.

Context Ct
1

I would like to find a cheap place to stay that 

has 4 stars and has free parking.

Context Ct
1

Is there any cheap place to stay with 4 stars 

and free parking ?

Context Ct
2

Is there any cheap place to stay with 4 stars 

and free parking ?

Context Ct
2

I am looking for a reasonably priced place 

that is 4 stars and has free parking.

Context Ct
3

I am looking for a reasonably priced place 

that is 4 stars and has free parking.

Context Ct
3

MDTOD

I have found 8 places that match, would you 

like me to book one of them for you ?

Response Rt
1

I have found 8 places that match, would you 

like me to book one of them for you ?

Response Rt
1

There are 8 places that meet your 

requirements. should I book one for you?

Response Rt
2

There are 8 places that meet your 

requirements. should I book one for you?

Response Rt
2

Would you like me to book one of the 8 

places that match what you want?

Response Rt
3

Would you like me to book one of the 8 

places that match what you want?

Response Rt
3

I would like to find a cheap place to stay that has 4 

stars and has free parking.

Original Context Ct

I would like to find a cheap place to stay that has 4 

stars and has free parking.

Original Context Ct

I have found eight places that match, would you like 

me to book one of them for you ?

Original Response Rt

I have found eight places that match, would you like 

me to book one of them for you ?

Original Response Rt

Determistic Dialogue State St

Belief States:

Query Database

Off-the-Shelf ParaphraserOff-the-Shelf ParaphraserDatabase Results

Price Internet Parking

Cheap ✔ ✔

Cheap ✔

……

Database Results

Price Internet Parking

Cheap ✔ ✔

Cheap ✔

……

Constrained Decoding

to

I would like to find a cheap place with

have

stay

price

parking

MDL between Contexts and ResponsesMDL between Contexts and Responses

MDTOD

Off-the-Shelf ParaphraserOff-the-Shelf Paraphraser

Constrained Decoding

that

I have found eight places to

for

has

match

will

Match # : 8

Price: cheap

Parking: Yes

WIFI: None

Area: None

Name: None

Star 4

log𝑃𝜃(𝑆𝑡|𝐶𝑡 ;𝑓𝑐𝑏)(𝐶𝑡|𝑆𝑡 ;𝑓𝑏𝑐) 
log𝑃𝜃(𝑅𝑡|𝐶𝑡;𝑓𝑐𝑟)(𝐶𝑡|𝑅𝑡 ;𝑓𝑟𝑐) 

𝐶𝑡 ∼ 𝒫𝜙(𝐶𝑡 ,𝑆𝑡) 

Figure 2: The overall structure of multijugate dual learning. To get paraphrase-enhanced multiple contexts C̃t

and responses R̃t, the contexts and responses in each dialogue turn will be paraphrased based on deterministic
dialogue states using an off-the-shelf paraphrase model. Then, the multijugate dual learning is performed between
the paraphrase-enhanced contexts C̃t and dialogue states and between the paraphrase-enhanced responses R̃t and
dialogue states, respectively.

encoder-decoder architectures such as T5 (Raffel
et al., 2020) or BART (Lewis et al., 2020) exist
for modeling dialogue sub-tasks as sequence-to-
sequence generating tasks.

Although the methods mentioned above use a
uniform end-to-end approach to model TOD, none
performs well in low-resource scenarios. To this
end, we devise a rephrase-enhanced multijugate
dual learning to exploit the entity alignment infor-
mation more adequately and to obtain more robust
performance.

2.2 Dual Learning for Generation

Dual learning aims to utilize the paired structure of
data to acquire effective feedback or regularization
information, thus enhancing model training perfor-
mance. Dual learning was initially introduced in
unsupervised machine translation (He et al., 2016)
and combined with reinforcement learning to opti-
mize two agents iteratively. DSL (Xia et al., 2017)
then extended dual learning to supervised settings
to take advantage of pairwise relationships of par-
allel corpora. Similar work (Guo et al., 2020) em-
ploys cycle training to enable unsupervised mutual
generation of structured graphs and text. MPDL
(Li et al., 2021) expands the duality in dialogue
tasks to stylized dialogue generation without the
parallel corpus. A portion of the work (Sun et al.,

2022; Chen et al., 2020) integrates the idea of du-
ality into the dialogue state tracking. Some of the
work (Zhang et al., 2018; Yang et al., 2018; Cui
et al., 2019) introduces dual learning in dialogue
generation to enhance responses’ diversity, person-
ality, or coherence. However, each method men-
tioned above requires multiple models or combines
reinforcement learning and dual modeling, consid-
erably increasing the task’s complexity and training
difficulty.

In contrast to previous work, our proposed mul-
tijugate dual learning objectives share the same
model parameters. It does not require modifi-
cations to the original training objectives of the
maximum likelihood estimation, making training
more straightforward and more readily applicable
to other tasks.

3 Methodology

3.1 End-to-End Task-Oriented Dialogue
System

Typically, end-to-end TOD systems consist of sub-
tasks such as dialogue state prediction and response
generation (Lee, 2021). End-to-end TOD systems
typically model the several subtasks of the dialogue
process as sequence generation tasks to facilitate
the unification of model structure, and training ob-
jectives (Hosseini-Asl et al., 2020). Denote the
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TOD dataset as DTOD = {Diali,DB}Ni=1, where
DB is the database. In a multi-turn dialogue Diali,
where the user utterance in the t-th turn is Ut, and
the system response is Rt, the dialogue history or
dialogue context can be expressed as follows:

Ct = [U0, R0, · · · , Ut−1, Rt−1, Ut]. (1)

After that, the model generates the dialogue state
Bt based on the previous dialogue context Ct:

LB =

N∑

i=1

Ti∑

t=1

− logPθ(Bt|Ct), (2)

where N represents the total number of sessions in
the dataset, Ti symbolizes the total number of turns
per session and θ denotes an arbitrary generation
model. The system then searches the database with
the criterion Bt and retrieves the database result
Dt. Then, the TOD system generate the response
Rt based on the context Ut, dialogue state Bt and
database query result Dt for each round:

LR =

N∑

i=1

Ti∑

t=1

− logPθ(Rt|Ct, Bt, Dt). (3)

Finally, a human-readable response text contain-
ing the entity is obtained by combining the belief
state and the search results from the database.

3.2 Multijugate Dual Learning
This section describes how to design dual learning
objectives in the training process of TOD. Also, we
expound how to construct multijugate dual learn-
ing by paraphrasing user utterances and system
responses with representational diversity based on
deterministic dialogue states.

3.2.1 Dual Learning in TOD
We define the deterministic dialogue state St =
[Bt;Dt] consisting of two informational compo-
nents: the belief state Bt and the database query
results Dt.

As illustrated in Figure 2, dialogue states can
be viewed as information with a unique manifesta-
tion of determinism (Zhang et al., 2020a) without
regard to the order of dialogue actions. Utilizing
dialogue state as a constraint, the natural language
of context and response could be viewed as data
with different representations of uncertainty. There-
fore, we designed the dual task in TOD to learn

the mapping relationship between the utterance of
linguistic forms and dialogue state representation.

Let fcb : Ct 7−→ Bt denote the forward learning
objective of generating belief states according to
the context referred to by Eq.2, and fbc : Bt 7−→
Ct denote the reverse learning objective of recon-
structing the context according to the belief states,
then the dual learning task between user utterance
and dialogue state is defined as maximizing the
following logarithmic probability:

log
∑

i∈N

∑

t∈Ti

Pθ(S
i
t |Ci

t ; fcb)(C
i
t |Si

t ; fbc). (4)

Similarly, let fcr : Ct 7−→ Rt, frc : Rt 7−→ Ct

denote the dual learning task between the dialogue
context Ct and the system response Rt:

log
∑

i∈N

∑

t∈Ti

Pθ(R
i
t|Ci

t ; fcr)(C
i
t |Ri

t; frc). (5)

Accordingly, the loss function of the total dual
learning objective is the sum of the above two com-
ponents:

LDual = E
i∼N
t∼Ti

−(logPθ(S
i
t , R

i
t|Ci

t ; fcr, fcb)

+ logPθ(C
i
t |Si

t ; fbc) + logPθ(C
i
t |Ri

t; frc)). (6)

Furthermore, the two dual learning objectives
share a set of model parameters in a multi-task
paradigm, thus ensuring knowledge transfer be-
tween the dual tasks.

3.2.2 Construction of Multijugate Relations
Dual learning enhances data usage efficiency by
acquiring additional entity alignment information
between heterogeneous data, but it does not lessen
the effect of spurious correlations on model gener-
alization. Leveraging the deterministic properties
of dialogue states and the uncertainty of linguis-
tic representations, we expand the original one-to-
one dual learning to multijugate dual learning by
paraphrases. Theoretically, several semantically
identical but inconsistently expressed contexts or
system responses exist for a deterministic dialogue
state. Consequently, given (St, Ct) or (St, Rt), we
rephrase the context Ct and the response Rt re-
stricted by the entities in dialogue state St with the
following constraint generation method:

11040



C̃t ∼ P(Ct, St), R̃t ∼ P(St, Rt). (7)

Specifically, we utilize an off-the-shelf para-
phrasing model with the dialogue context Ct as
the model input. Also the value in the dialogue
state St will be treated as a constraint to limit the
decoding. Then, beam search is employed in gener-
ation to obtain K different contexts C̃t or responses
R̃t as the result of paraphrase generation.

Moreover, since the context Ct of the cur-
rent turn depends on the dialogue history
(· · · , Ct−1, St−1, Rt−1) of the previous turn,
rewriting the context or responses of each turn re-
sults in a combinatorial explosion. Therefore, a
heuristic was adopted whereby the dialogue con-
text Ct and system response Rt would only be
rewritten once every dialogue turns. The method
for producing the final paraphrase is:

C̃ij
t ∼

N∑

i=1

Ti∑

t=1

M∑

j=1

P(Cij
t , Sij

t ), (8)

R̃ij
t ∼

N∑

i=1

Ti∑

t=1

M∑

j=1

P(Sij
t , Rij

t ), (9)

where M represents the number of single samples
to be rewritten. In practice, as the proportion of
training data increases, the number of M decreases.
In addition, paraphrasing was preferred over word
substitution or addition/deletion-based techniques
(Wei and Zou, 2019) because word substitution is
based on a particular probability of word-level al-
terations, preventing the modification of phrases
with false correlation. Moreover, section 4.4.3 ap-
proved paraphrasing produces more diverse and
high-quality augmented content, alleviating the risk
of spurious relevance more effectively.

3.2.3 Multijugate Dual Learning for Training

By acquiring paraphrase-enhanced samples, the
original one-to-one dual learning can be augmented
with multijugate dual learning, allowing the model
to completely leverage the entity alignment infor-
mation between heterogeneous data while maintain-
ing appropriate generalization. The overall frame-
work of our method is illustrated in Figure 2. Con-
sequently, the final loss function for multijugate
dual learning of TOD is as follows:

L̃Dual = E
i∼N
t∼Ti
j∼M

−(logPθ(S
ij
t , Rij

t |Cij
t ; fcr, fcb)

+ logPθ(C
ij
t |Sij

t ; fbc)(C
ij
t |Rij

t ; frc)).
(10)

4 Experiments

In the context of an end-to-end dialogue sce-
nario, we examine the comprehensive performance
of multijugate dual learning on several dialogue
datasets, including performance on dialogue state
tracking and end-to-end task completion. In addi-
tion, evaluation studies were conducted in a sce-
nario with limited resources to assess how effec-
tively dual learning utilizes the knowledge con-
tained within the data. In addition, the impact of
several dual learning components and rewriting
procedures on the method’s overall performance is
investigated.

4.1 Datasets and Evaluation Metrics
MultiWOZ2.0 (Budzianowski et al., 2018), Mul-
tiWOZ2.1 (Eric et al., 2020), and KVRET (Eric
et al., 2017), three of the most extensively investi-
gated datasets in the task-oriented dialogue domain,
were analyzed. MultiWOZ2.0 is the first proposed
dialogues dataset across seven domains, and Multi-
WOZ2.1 is the version with several MultiWOZ2.0
annotation problems fixed. Following earlier re-
search, we simultaneously evaluate both datasets to
assess the robustness of the model against mislabel-
ing. KVRET is a multi-turn TOD dataset contain-
ing three domains: calendar scheduling, weather
query, and navigation. Detailed statistics of the
three datasets are illustrated in Table 7.

For the selection of metrics under the end-to-end
dialogue task, we use the standard and widely used
Inform, Success, BLEU, and Combined score,
where Inform measures whether the system’s re-
sponses refer to the entity requested by the user,
Success measures whether the system has an-
swered all of the user’s requests, BLEU measures
the quality of the model generation. The Combined
score indicates the overall performance of the task-
oriented system. It is calculated using the formula:
Combined Score = (Inform + Success) * 0.5
+ BLEU. For the dialogue state tracking task, the
Joint Goal Accuracy (JGA) is applied to quantify
the fraction of total turns where the model predicts
that all slots in one turn are correct.
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MultiWOZ 2.0

5% Training set 10% Training set 20% Training set

Model Inform Success BLEU Comb. Inform Success BLEU Comb. Inform Success BLEU Comb.

MD-Sequicity 49.40 19.70 10.30 44.85 58.10 34.70 11.40 57.80 64.40 42.10 13.00 66.25
DAMD 52.50 31.80 11.60 53.75 55.30 30.30 13.00 55.80 62.60 44.10 14.90 68.25
SOLOIST 69.30 52.30 11.80 72.60 69.90 51.90 14.60 75.50 74.00 60.10 15.25 82.29
MinTL 75.48 60.96 13.98 82.20 78.08 66.87 15.46 87.94 82.48 68.57 13.00 88.53
UBAR 73.04 60.28 16.03 82.89 79.20 68.70 16.09 90.04 82.50 66.60 17.72 92.26
T5-Base 77.80 63.30 14.56 84.94 81.00 67.00 15.17 89.17 84.20 72.70 17.71 96.16
BORT 69.80 45.90 11.00 68.90 74.50 60.60 15.50 83.10 82.10 65.60 14.30 88.10
PPTOD 79.86 63.48 14.89 86.55 84.42 68.36 15.57 91.96 84.94 71.70 17.01 95.32
MTTOD 82.00 64.00 14.48 87.49 82.10 71.10 16.21 92.81 89.50 78.50 15.53 99.53

MDTOD
85.65
(±2.35)

62.20
(±2.70)

15.24
(±1.04)

89.16
(±1.48)

86.30
(±0.90)

71.50
(±0.60)

14.47
(±1.19)

93.37
(±1.04)

90.25
(±0.55)

80.90
(±0.42)

16.40
(±1.15)

101.97
(±0.73)

Table 1: The performance of MDTOD is evaluated at 5%, 10%, and 20% of the data size. Comb. denotes Combined
Score.

4.2 Baselines

We did comparison experiments with the follow-
ing potent baselines. (1) DAMD (Zhang et al.,
2020a): addresses the one-to-many issue in dia-
logue by extending dialogue states to many sys-
tem actions. (2) SimpleTOD (Hosseini-Asl et al.,
2020): A language model serves as the foundation
for end-to-end TOD tasks by generating sequential
dialogue states, dialogue actions, and dialogue re-
sponses. (3) DoTS (Jeon and Lee, 2021): tackles
the problem of higher memory consumption owing
to lengthy conversation histories by reducing the
context and adding domain states as contexts. (4)
SOLOIST (Peng et al., 2021): further pre-training
on heterogeneous dialogue data and transfer learn-
ing for dialogue tasks downstream. (5) MinTL:
employs a copy method to carry over past dialogue
states and introduces Levenshtein belief spans to
generate a minimal amount of dialogue states effi-
ciently. (6) UBAR (Yang et al., 2020): considers
belief states, system actions, and system responses
as dialogue contexts, hence optimizing the utiliza-
tion of the dataset’s content. (7) PPTOD (Su et al.,
2022): A T5-based backbone network with addi-
tional pre-training on numerous dialogue datasets
and simultaneous multitasking of several dialogue
tasks with prompt learning. (8) MTTOD (Lee,
2021): Using T5 as the backbone model, two de-
coders were employed to create dialogue states and
system responses, and an additional span predic-
tion task was introduced on the encoder side. (9)
BORT (Sun et al., 2022): utilizing denoised re-
construction to recover noisy dialogue states and
system responses.

4.3 Overall Results

4.3.1 Performance in Low-resource Setting

MultiWOZ To investigate the generalizability of
multijugate dual learning with limited resources,
we assessed the model on the MultiWOZ2.0 dataset
for dialogue sizes of 5%, 10%, and 20%. As
shown in Table 1, MDTOD received the highest
combined score compared to baselines for all data
sizes. MDTOD obtains a 1.67-point improvement
in the combined score at 5% of the training data
compared to the previous best result. Our strat-
egy produces the highest results for Inform and
Success, which are task completion metrics, when
applied to 10% and 20% of the data, respectively.
In addition, our method obtains highly competi-
tive results compared to PPTOD with additional
dialogue data for pre-training and MTTOD with
50% more parameters. Thus, the results above im-
ply that paraphrasing augmented multijugate dual
learning that leverages implicit information embed-
ded within the data is more effective in settings
with limited resources.
KVRET We also evaluate the impact of multiju-
gate dual learning on the performance improvement
of TOD on the KVRET dataset. We use T5-base
as the backbone network, where T5+DL indicates
the addition of dual learning on T5 and MDTOD
indicates the combination of multijugate dual learn-
ing on T5. From the experimental results in Table
2, it can be concluded that after applying the dual
learning objective under the low resource setting,
the model achieves a significant improvement in
Success when given different proportions of train-
ing samples, indicating that the dual learning can
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KVRET

10% Training set 20% Training set 50% Training set

Inform Success BLEU Comb. Inform Success BLEU Comb. Inform Success BLEU Comb.

T5
75.82
(3.42)

18.30
(6.74)

10.51
(0.77)

57.57
(5.14)

80.25
(3.08)

50.81
(8.71)

15.72
(1.75)

81.25
(6.26)

83.42
(2.57)

70.45
(3.13)

17.26
(1.27)

94.20
(2.15)

T5+DL
73.82
(1.29)

33.11
(9.10)

11.55
(1.53)

65.02
(6.36)

82.25
(0.68)

59.58
(3.76)

16.18
(0.90)

87.09
(2.62)

81.07
(5.16)

74.05
(1.18)

18.59
(0.90)

96.15
(2.94)

MDTOD
78.89

(±0.94)
56.49

(±4.62)
14.60

(±0.99)
82.30

(±2.97)
78.71

(±3.36)
64.03

(±6.36)
16.57

(±0.64)
87.94

(±4.98)
84.15

(±1.97)
71.80

(±2.44)
19.06

(±0.79)
97.03

(±1.45)

Table 2: The performance is evaluated at 10%, 20%, and 50% of the data size. The numbers in parentheses indicate
the variance of the four runs.

Model
Training Set

1% 5% 10% 20%

SimpleTOD 7.91±1.07 16.14±1.48 22.37±1.17 31.22±2.32

MinTL 9.25±2.33 21.28±1.94 30.32±2.14 35.96±1.25

SOLOIST 13.21±1.97 26.53±1.62 32.42±1.13 38.68±0.98

PPTODbase 29.72±0.61 40.20±0.39 43.35±0.64 46.96±0.40

MDTOD 21.22±2.86 40.90±0.20 45.10±1.40 47.89±0.55

Table 3: DST evaluated at different proportions of low
resources. The results are the means and standard devia-
tions of the four runs.

further learn the alignment information between
entities and thus improve the success rate of the
task. Meanwhile, T5+DL achieves higher values on
BLEU with different proportions of training data,
indicating that the dual learning objective between
user utterance and system response is also benefi-
cial for improving the quality of text generation. In
addition, MDTOD with multijugate dual learning
achieves better results, indicating that controlled
rephrasing can further enhance the effect of dual
learning.

4.3.2 Dual Learning in Dialogue State
Tracking

To further investigate the effectiveness of the dual
learning task between user utterance and dialogue
state on the gain of TOD in multijugate dual
learning, we conducted experiments on the Mul-
tiWOZ2.0 dataset for dialogue state tracking in
low-resource scenarios. We set four different quan-
titative training sizes of 1%, 5%, 10% and 20% to
represent different degrees of low-resource scenar-
ios.

We can infer from the experimental results in
Table 3 that MDTOD had the greatest accuracy
at three different magnitudes, 5%, 10%, and 20%.
MDTOD is lower than PPTOD at 1% magnitude

MultiWOZ 2.0

Model Inform Success BLEU Comb.

Full 85.27 71.07 15.26 93.43
-w/o Para 85.12 70.93 15.09 93.12 (↓0.31)
-w/o DU-DL 85.23 71.23 13.48 91.71 (↓1.72)
-w/o RU-DL 84.70 70.70 13.86 91.56 (↓1.87)
-w/o Both-DL 83.20 70.80 14.42 91.41 (↓2.02)

Table 4: Different setting of multijugate dual learning.

due to that PPTOD performs further pre-training on
a large amount of additional dialogue data and thus
can achieve relatively better results in extremely
low-resource scenarios. Conversely, MDTOD does
not perform any additional pre-training, but still
achieves the highest accuracy in the case of the
other three magnitudes of data, indicating that mul-
tijugate dual learning between user utterances and
dialogue states is an important component that
makes the overall approach effective.

4.4 Analysis
4.4.1 Dismantling multijugate dual learning
To investigate the effect of different dual learning
components and paraphrase augmentation on the
proposed technique, we conducted ablation experi-
ments by omitting various components using a 10%
data size setting. In Table 4, Para represents the
approach of paraphrase augmentation, DU-DL rep-
resents dual learning between context and dialogue
state, and RU-DL indicates dual learning between
context and system response.

As shown in Table 4, the model’s performance
decreases slightly when only dual learning is re-
tained and the paraphrase enhancement is removed,
indicating that multijugate dual learning can par-
tially mitigate the overfitting problem caused by
pairwise learning and thereby improve the model’s
generalization capability. Among the various dual
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Domains X/schedule →schedule X/weather →weather

Para. Num Goal Score BLEU Goal Score BLEU

0 25.841.63 10.590.05 10.882.01 5.800.68
1 26.261.17 10.010.50 13.403.59 5.020.05
2 26.700.72 11.301.05 15.092.29 5.880.37

Table 5: The outcomes of the cross-domain evaluation.
X/∗ → ∗ denotes that the ∗ domain is excluded from
the training set and only the ∗ domain is tested.

learning components, removing dual learning be-
tween context and system responses resulted in a
1.87-point performance decrease, indicating that
fully exploiting the implicit alignment information
between context and system responses was more
effective at enhancing the model’s overall perfor-
mance. Additionally, deleting both dual learning
components resulted in a 2.02 points decrease in
the combined score, demonstrating that both dual
learning objectives are effective for this strategy.

4.4.2 Mitigating Spurious Correlation for
Generalization

This section explores the generalizability of dual
learning across domains when different numbers
of paraphrases are tested, i.e., on a domain that
does not appear in the training process, to exam-
ine the effect of rephrasing enhanced multijugate
dual learning for mitigating spurious correlations
of entities and improving generalization. In the
In-Car dataset, we explore the ability of MDTOD
to generalize to both the scheduling and weather
domains separately.

The Goal Score is calculated as (inform +
success) * 0.5 to signify task accomplishment.
As indicated in Table 5, the model exhibits some
improvement in task completion rate and text gen-
eration performance in both new domains when us-
ing rephrased augmented multijugate dual learning.
Further, when the number of paraphrases is 2, a
boost of 4.21 points is obtained on the Goal Score
compared to no additional rephrasing mechanism.
This improvement indicates that the multiple conju-
gations further alleviate the shallow spurious corre-
lations among entities captured by the model, thus
improving the task completion rate.

4.4.3 Effect of Different Paraphrases
To investigate the impact of various rephrasing
techniques on the construction of multijugate dual
learning, we examined the impact of easy data aug-
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Figure 3: To investigate the impact of various rephrasing
strategies on multijugate dual learning.

mentation (EDA) (Wei and Zou, 2019), synonym
replacement (SYN), and paraphrasing (PARA) to
generate augmented data with limited resources.
As demonstrated in the upper part of Figure 3, both
PARA and EDA demonstrate minor improvements
as the number of augmented data increases, with
PARA exceeding EDA. The results indicate that
PARA generates higher-quality augmented data,
whereas SYN increases noise.

The results in Figure 3 indicate that increasing
the number of PARA leads to an increase in the
completion rate of dialogue goals. In contrast,
EDA and SYN provide a minor boost or decrease
in the model’s performance. This analysis reveals
that a rephrasing strategy enables better discourse
rewriting under dialogue state constraints, allevi-
ating the spurious correlation issue and enhancing
the model’s generalizability.

5 Conclusion

We propose a novel multijugate dual learning for
task-oriented dialogues in low-resource scenarios.
Exploiting the duality between deterministic dia-
logue states and uncertain utterances enables the
entity alignment information in heterogeneous data
to be fully exploited. Meanwhile, paraphrase-
enhanced multijugate dual learning alleviates the
spurious correlation of shallow pattern statistics.
Experiments on several TOD datasets show that
the proposed method achieves state-of-the-art re-
sults in both end-to-end response generation and
dialogue state tracking in low-resource scenarios.
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Limitations

Multijugate dual learning improves the model’s per-
formance in TOD tasks in low-resource scenarios,
but the introduction of the dual training objects
increases the required graphics memory and train-
ing steps. In addition, the rephrasing mechanism
necessitates an additional paraphraser to rewrite
the training samples; hence, the number of train-
ing samples increases according to the number of
paraphrases. Despite this, we find that the higher
training cost associated with multijugate dual learn-
ing is preferable to employing a large quantity of
dialogue data for further pre-training or manually
labeling data.

Considered from a different angle, the scenario
described above presents possibilities for future re-
search, such as the development of higher-quality
rephrasing algorithms to filter the augmented text.
In the meantime, multijugate dual learning is a
learning objective between structured and unstruc-
tured texts. Therefore it may be extended to any
task involving heterogeneous data, such as genera-
tive information extraction, and data-to-set genera-
tion.
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Parameters MultiWOZ2.0 MultiWOZ2.1 KVRET

Optimizer AdamW AdamW AdamW
LR Scheduler Linear Linear Linear
LR {2e-4,4e-4, 6e-4, 8e-4} {6e-4, 8e-4}
Warmup ratio 0.2 0.2 {0.2, 0.3, 0.4}
Epoch 10 10 6
Top-p 0.7 0.7 0.7
Input Length 512 512 512
Output Length 200 200 200

Table 6: Hyper-parameters used for MultiWOZ2.0, Mul-
tiWOZ2.1 and In-Car.

Metric MWOZ2.0 MWOZ2.1 KVRET

Train 8438 8438 2425
Dev 1000 1000 302
Test 1000 1000 304
Avg. #turns per dialog 13.46 13.46 5.25
Avg. #tokens per turn 13.13 13.13 8.02

Table 7: Statistics of evaluated datasets.

A Implementation Details

A.1 Setup for Experiments

All of our experiments utilize Huggingface’s
checkpoints. The backbone network of the
end-to-end dialogue model is T5-base. For
the generation of paraphrases, we adopt
tuner007/pegasus_paraphrase1 directly
and construct multiple paraphrases with beam
search in decoding. The AdamW optimizer
was applied to train the dialogue model and
adjusted using linear scheduling with a warmup
technique. For the entire dataset in MultiWOZ,
we trained 10 epochs with a batch size of 3.
Training epochs were relatively increased in the
scenario with limited resources. All trials were
executed on NVIDIA GeForce RTX 3090 GPU
(24G) or NVIDIA A800 (80G). Without additional
specifications, the average of three runs with
different random seeds was taken as the final result
for all experiments.

B Experiments with Full Training Data

B.1 End-to-End Evaluation

Table 9 demonstrates that, given the entire dataset,
our proposed technique beats the comparable base-
lines on both datasets. The combined score on Mlu-
tiWOZ2.1 has increased by 1.48 points compared
to the previous highest result. Notably, our ap-
proach does not use more dialogue data for further
pre-training, nor does it introduce additional param-

1https://huggingface.co/tuner007/pegasus_
paraphrase.

Generation-based Methods

Joint Goal Accuracy

Model 2.0 2.1

TRADE (Wu et al., 2019) 48.62 46.00
COMER (Ren et al., 2019) 48.79 -
DSTQA (Zhou and Small, 2019) 51.44 51.17
SOM-DST (Kim et al., 2020) 51.38 52.57
dual-DST (Chen et al., 2020) - 49.88
T5-Base (Raffel et al., 2020) 52.16 52.08
SimpleTOD† (Hosseini-Asl et al., 2020) 51.37 50.14
SOLOIST† (Peng et al., 2021) 53.20 53.36
PPTOD† (Su et al., 2022) 53.57 51.68
MTTOD (Lee, 2021) 53.56 53.44
BORT (Sun et al., 2022) 54.00 -

MDTOD 54.41 53.85

Table 8: Results of the performance comparison be-
tween MDTOD and other generative models, using Mul-
tiWOZ 2.0 and 2.1 datasets, for the dialogue state track-
ing. †: The results provided in the publications of these
approaches could not be reproduced in MultiWOZ2.1 or
with an unfair evaluation script, so we corrected these
results based on their open source code.

eters or use a more powerful pre-training model for
dialogue. Despite this, Dual-Dialog earns the high-
est results, proving that dual learning can more
thoroughly exploit the information included in the
original data and enhance the performance of task-
oriented dialogue systems despite the vast amount
of data. Our proposed strategy likewise achieves
the greatest BLEU on MultiWOZ2.0, showing that
the quality of the model’s generated responses has
been substantially enhanced.

B.2 Dialogue State Tracking

To further investigate the influence of bipartite mod-
eling between uncertain user utterances and deter-
ministic belief states in dual learning on TOD sys-
tems, we compared MDTOD with different generat-
ing paradigm baselines while performing the belief
state tracking task. According to Table 8, MD-
TOD obtained up-to-date results for both datasets
in the belief state tracking challenge. On Multi-
WOZ 2.0 and 2.1, our suggested technique achieves
a 0.41 JGA improvement above the previous high-
est BORT and MTTOD. Dual learning between
dialogue states and user utterances can learn en-
tity alignment information in the data, resulting in
improved performance in belief state tracking.

C Case Analysis

We present partial selections of paraphrases in Ta-
ble 10 to demonstrate the effect of the rephraser.
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MultiWOZ 2.0 MultiWOZ 2.1

Model Inform Success BLEU Comb. Inform Success BLEU Comb.

DAMD (Zhang et al., 2020a) 76.33 60.40 16.60 84.97 - - - -
SimpleTOD (Hosseini-Asl et al., 2020) 84.40 70.10 15.01 92.26 85.00 70.50 15.23 92.98
DoTS (Jeon and Lee, 2021) 86.59 74.14 15.06 95.43 86.65 74.18 15.90 96.32
SOLOIST (Peng et al., 2021) 85.50 72.90 16.54 95.74 - - - -
MinTL (Lin et al., 2020) 84.88 74.91 17.89 97.79 - - - -
UBAR† (Yang et al., 2020) 85.10 71.02 16.21 94.27 86.20 70.32 16.48 94.74
PPTOD (Su et al., 2022) 89.20 79.40 18.62 102.92 87.09 79.08 19.17 102.26
GALAXY (w/o pretrain) (He et al., 2022) 93.10 81.00 18.44 105.49 93.50 81.70 18.32 105.92
MTTOD‡ (Lee, 2021) 91.80 83.80 19.56 107.36 90.40 81.70 20.15 106.20

MDTOD 92.70 85.00 19.72 108.57 92.70 84.60 19.03 107.68

Table 9: Full dataset comparison results between MDTOD and baselines under end-to-end settings. †: the results in
(Su et al., 2022) are utilized. ‡: reproduced results operating the author’s open-source code.

As shown in the first example, when the constraints
are set to the entities "hail" and "los angeles", the
rephraser still produces paraphrases that are fluent
and satisfy the constraints.

In addition, we illustrate a sample of the dialog
generated by MDTOD in Table 11 . The dialogue
begins with the user seeking an Indian restaurant in
the center of town, and the model correctly extracts
the values of the slots "food" and "area". When the
conversation proceeds to turn 2, MDTOD gener-
ates more belief states than oracle’s belief states,
but the model generates the correct results. The rea-
son is that there are some labeling errors in Multi-
WOZ2.0, while MDTOD can still generate correct
belief states, which shows the robustness of MD-
TOD. When the conversation progressed to turn
5, MDTOD still predicted the correct belief state
despite the user changing the reservation time from
13:30 to 12:30, indicating that the model under-
stood the semantic meaning of the current input
sentences rather than simply repeating the belief
state from the previous turn.
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Examples

Constraints [weather] [value_weather_attribute] hail [value_location] los angeles

Original Utterance is there going to be hail in los angeles this weekend ?
Original Response on Sunday hail is predicted to fall in san mateo
Paraphrased Utterance will hail hit los angeles this weekend?
Paraphrased Response on sunday hail is foreshadow to fall in san mateo

Constraints [schedule] [value_event] dentist appointment

Original Utterance give me the date and time of my dentist appointment
Original Response your dentist appointment is at [value_time] on [value_date] .
Paraphrased Utterance tell me the date and time of the dentist appointment
Paraphrased Response your tooth doctor appointment is at [value_time] on [value_date] .

Constraints [schedule] [value_party] martha [value_event] dinner [value_time] 11am

Original Utterance schedule dinner with Martha later this week at 11am.
Original Response what day of the week do you want the reminder set for?
Paraphrased Utterance plan a dinner with Martha later this week at 11 am.
Paraphrased Response what day of the workweek do you want the reminder set for?

Table 10: A partial sample of the rephrased user utterances and system responses generated by paraphraser, where
the constraints are marked in green.
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SNG0586 Dialogue

Turn 0

User Utterance hi, i am looking for a restaurant in the centre of town serving north indian food .
Oracle Belief State [restaurant] {food : north indian, area : centre}
Generated Belief State [restaurant] {food : north indian, area : centre}

Oracle Reference we don’t have any specific restaurants in that category. let’s try something else ?

Delexicalized Response
i am sorry , there are no restaurants serving [value_food] food in the centre .
would you like to try a different cuisine ?

Lexicalized Response
i am sorry , there are no restaurants serving north indian food in the centre .
would you like to try a different cuisine ?

Turn 1

User Utterance that ’s too bad . how about chinese ?
Oracle Belief State [restaurant] {food : chinese, area : centre}
Generated Belief State [restaurant] {food : chinese, area : centre}

Oracle Reference okay sure what do you have ?

Delexicalized Response
there are [value_choice] [value_food] restaurants in the [value_area] . do you
have a price range preference ?

Lexicalized Response there are 3 chinese restaurants in the centre . do you have a price range preference ?

Turn 2

User Utterance
okay when you find something i would like to make a reservation for 2 people
on a sunday at 13:30 .

Oracle Belief State [restaurant] {food : chinese, area : centre}
Generated Belief State [restaurant] {food : chinese, area : centre, time : 13:30, day : sunday, people : 2}

Oracle Reference do you have a price range in mind ?

Delexicalized Response
i was able to book you at [value_name] . your reference number is
[value_reference] . is there anything else i can help you with ?

Lexicalized Response
i was able to book you at charlie chan . your reference number is 4wngilmf .
is there anything else i can help you with ?

Turn 3

User Utterance i don’t mind about the price range .
Oracle Belief State [restaurant] {food : chinese, area : centre}
Generated Belief State [restaurant] {food : chinese, area : centre, time : 13:30, day : sunday, people : 2}

Oracle Reference
okay , how about lan hong house ? it is a chinese restsurant in the centre area
and is in the moderate price range . will that work for you ?

Delexicalized Response i would recommend [value_name] .
Lexicalized Response i would recommend lan hong house .

Turn 4

User Utterance that ’s fine . can you try booking it ?
Oracle Belief State [restaurant] {food : chinese, area : centre, time : 13:30, day : sunday, people : 2}
Generated Belief State [restaurant] {food : chinese, area : centre, time : 13:30, day : sunday, people : 2}

Oracle Reference
i am sorry , but i was n’t able to book the restaurant for that date and time .
would you like to try a different time ?

Delexicalized Response
booking was successful . the table will be reserved for 15 minutes . reference
number is : [value_reference] . anything else i can help with ?

Lexicalized Response
booking was successful . the table will be reserved for 15 minutes . reference
number is : f1ntkwzo . anything else i can help with ?

Turn 5

User Utterance how about 12:30 ?

Oracle Belief State
[restaurant] {food : chinese, area : centre, name : lan hong house, time : 12:30,
day : sunday, people : 2}

Generated Belief State [restaurant] {food : chinese, area : centre, time : 12:30, day : sunday, people : 2}

Oracle Reference
you are booked for 12:30 on sunday for 2 people . your reference number is
f1ntkwzo . is there something else i can help you with ?

Delexicalized Response
booking was successful . the table will be reserved for 15 minutes . reference
number is : [value_reference] . anything else i can help with ?

Lexicalized Response
booking was successful . the table will be reserved for 15 minutes . reference
number is : f1ntkwzo . anything else i can help with ?

Turn 6

User Utterance thanks so much . have a nice day . bye .

Oracle Belief State
[restaurant] {food : chinese, area : centre, name : lan hong house, time : 12:30,
day : sunday, people : 2}

Generated Belief State [restaurant] {food : chinese, area : centre, time : 12:30, day : sunday, people : 2}

Oracle Reference thank you , if you need anything else let me know . good bye .
Delexicalized Response thank you for using our system !
Lexicalized Response thank you for using our system !

Table 11: A dialogue sample generated by MDTOD on MultiWOZ 2.0.
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