
Findings of the Association for Computational Linguistics: ACL 2023, pages 11344–11358
July 9-14, 2023 ©2023 Association for Computational Linguistics

CFL: Causally Fair Language Models Through
Token-level Attribute Controlled Generation

Rahul Madhavan
IISc, Bangalore
mrahul@iisc.ac.in

Rishabh Garg
IBM Research

rigarg74@in.ibm.com

Kahini Wadhawan
IBM Research

kahini.wadhawan1@ibm.com

Sameep Mehta
IBM Research

sameepmehta@in.ibm.com

Abstract

We propose a method to control the attributes
of Language Models (LMs) for the text gen-
eration task using Causal Average Treatment
Effect (ATE) scores and counterfactual augmen-
tation. We explore this method, in the context
of LM detoxification, and propose the Causally
Fair Language (CFL) architecture for detoxify-
ing pre-trained LMs in a plug-and-play manner.
Our architecture is based on a Structural Causal
Model (SCM) that is mathematically transpar-
ent and computationally efficient as compared
with many existing detoxification techniques.
We also propose several new metrics that aim
to better understand the behaviour of LMs in
the context of toxic text generation. Further,
we achieve state of the art performance for
toxic degeneration, which are computed using
REALTOXICITYPROMPTS (RTP) benchmark.
Our experiments show that CFL achieves such
a detoxification without much impact on the
model perplexity. We also show that CFL miti-
gates the unintended bias problem through ex-
periments on the BOLD dataset.

1 Introduction

As Language Models (LMs) get deployed into
more and more real world applications, safe de-
ployment is a pressing concern (Chowdhery et al.,
2022; Zhang et al., 2022; Radford et al., 2019).
The twin issues of toxicity and bias in text gen-
eration are important challenges to such deploy-
ment (Holtzman et al., 2019; Bender et al., 2021;
McGuffie and Newhouse, 2020; Sheng et al., 2019;
Fiske, 1993). Often, the toxicity and bias goals are
opposed to each other, as toxicity mitigation tech-
niques may increase the bias of a language model
towards certain protected groups such as gender,
race or religion (Welbl et al., 2021; Xu et al., 2021).

From an initial focus towards toxicity detection
(Caselli et al., 2020; Röttger et al., 2020), recent
works on hate speech in LMs have focused di-
rectly on toxicity mitigation (Gehman et al., 2020).

Figure 1: An illustration of CFL where we use attribute
classifiers to generate ATE scores per token. These ATE
scores are used within a Structural Causal Model (SCM)
to generate attribute scores for sentences. This SCM
is further used in fine-tuning a pre-trained LM for the
language generation task.

Such detoxification methods may use data-based
approaches (Keskar et al., 2019; Gururangan et al.,
2020; Gehman et al., 2020), fine-tuning methods
(Krause et al., 2020; Liu et al., 2021), decoding-
time strategies (Dathathri et al., 2019) or reward
modelling (Faal et al., 2022). We summarize a few
such methods in Table 1.

While these approaches optimize for toxicity
metrics, they are prone to over-filtering texts related
to marginalized groups (Welbl et al., 2021). This
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Method Model Name Reference

Data Based
Approaches

ATCON Gehman et al. (2020)

DAPT
Gururangan et al.

(2020)
CTRL Keskar et al. (2019)

Fine-tuning
Approaches

GEDI Krause et al. (2020)
DEXPERTS Liu et al. (2021)

Decoding
time

Approaches

VOCAB-SHIFT Gehman et al. (2020)
WORD FILTER Gehman et al. (2020)

PPLM Dathathri et al. (2019)
Reward

Modelling
Reinforce-
DeToxify Faal et al. (2022)

Causal text
classifica-

tion
C2L Choi et al. (2022)

Causal ATE
fine-tuning CFL Our Approach

Table 1: Summary of techniques used in detoxification

may be due to spurious correlation of toxicity with
protected groups in toxicity data-sets. Structural
Causal Models (SCMs) and counterfactual aug-
mentation (Eisenstein, 2022; Pearl, 2009; Vig et al.,
2020; Zeng et al., 2020) are well suited to identify
such spurious correlations. In fact, causal frame-
works bring in considerable promise of building
more robust and interpretable NLP models (Feder
et al., 2022; Kaddour et al., 2022).

In this work, we employ the causal formalisms
of average treatment effect (ATE) with counterfac-
tual augmentation to identify spurious correlations.
We then propose a Structural Causal Model (SCM)
for identifying causal attribute scores, say for the
toxicity attribute, using a general Lp norm met-
ric. Such an SCM allows fine-grained control over
losses passed to the LM during training. We use
such SCM losses for controlled text generation in
a more robust, efficient and interpretable manner.
Figure 1 illustrates our mechanism with examples.

1.1 Our Contributions:

We propose a method for causal attribute control of
the text generated by LMs. We utilize our methods
in the specific context of toxicity mitigation of text
generated by pre-trained language models (LMs).
We employ counterfactual generation to obtain to-
ken level Average Treatment Effect (ATE) scores.
These scores indicate the contribution of a token,
towards an attribute of interest. We control for
multiple attributes that contribute towards our final
goal of toxicity mitigation. Finally, we use these
token-level ATE scores to build an SCM that out-
puts a causal attribute loss for any given sentence
(SCM loss). We use such a loss for fine-tuning text

generated by a pre-trained LM. We summarize our
novel contributions below:
1. To the best of our knowledge, CFL is the first
framework that works on the principles of ATE and
counterfactual augmentation to detect the contribu-
tion of each token towards an attribute. We provide
the theory towards computation of the ATE score
in Sections 3.3 and 4.
2. We propose a Causal graph and thereby an SCM
for computing the attribute scores for sentences in
a language. The SCM approach is computationally
efficient and interpretable. We detail this in Section
3.4 and Appendix Section B.
3. Apart from the well understood metrics of
‘expected max toxicity’ and ‘toxicity probability’
(Gehman et al., 2020), we propose several new met-
rics to understand the behaviour of LMs with regard
to toxicity. We explain these metrics in Appendix
Section D and showcase our results for these in
Table 3.
4. Our experimental results show that the CFL ap-
proach outperforms other approaches over toxic-
ity metrics, especially for toxic text generations
from non-toxic prompts. Further, we show that our
methods outperform other methods in mitigating
the unintended bias problem, which we measure us-
ing the BOLD dataset (Dhamala et al., 2021). We
showcase our performance on these new metrics as
well as existing benchmarks in Section 5.

Next, we summarize several related methods
for LM detoxification in Section 2 and delineate
some advantages of using our method over these
approaches in Appendix Section A.

2 Related Work
In this section we will look at five related lines of
work: (a) controlled generation (b) toxicity detec-
tion (c) language detoxification (d) unintended bias
due to detoxification (e) causal fairness.
(a) Controlled generation: Our task is to control
the toxicity in LM generation. Towards control-
ling language attributes, several methods have been
studied. Current methods for controlling the text at-
tributes could be categorised into either using post-
hoc decoding time control using attribute classifiers
(Dathathri et al., 2019; Krause et al., 2020), fine-
tuning the base model using reinforcement learning
(Ziegler et al., 2019), generative adversarial models
(Chen et al., 2018), training conditional generative
models (Kikuchi et al., 2016; Ficler and Goldberg,
2017), or conditioning on control codes to govern
style and content (Keskar et al., 2019). A survey of
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these techniques is discussed in Prabhumoye et al.
(2020). Of these, decoding time methods are quite
slow (for example see Table 2).
(b) Toxicity Detection: Several works have also
studied the angle from toxic text detection. Three
prominent ones are HATEBERT (Caselli et al.,
2020), HATECHECK (Röttger et al., 2020) and
PERSPECTIVE API (Lees et al., 2022). We use
the HATEBERT model for local hatefulness evalu-
ations, and PERSPECTIVE API for third-party eval-
uation on which we report the metrics.
(c) Detoxification Approaches: LM detoxification
has been a well studied problem ever since adver-
sarial users were able to elicit racist and sexual
and in general toxic responses from Tay, a publicly
released chatbot from Microsoft (Lee, 2016; Wolf
et al., 2017). A recent paper by Perez et al. (2022)
lists several ways in which an adversary can elicit
toxic responses from a language model.

Table 1 lists several competing detoxification
approaches that have been used in literature. In
Section A of the appendix, we provide a compre-
hensive examination of detoxification techniques
found in existing literature, along with a distinction
between our approach and these methods.
(d) Unintended bias due to detoxification: Many
of the methods used to mitigate toxic text, also cre-
ate an unintended bias problem (Welbl et al., 2021).
This is because, the model misunderstands the pro-
tected groups (like Muslims, or female) to be toxic,
based on their spurious co-occurrence with toxic
sentences. Towards understanding bias, the BOLD

dataset (Dhamala et al., 2021) that checks for bias
against groups like gender, race, and religion was
introduced. We check our performance with base-
lines introduced in Welbl et al. (2021).
(e) Causal Approaches: One way in which the
spurious correlations between protected groups and
toxic text can be identified is by understanding the
causal structure (Pearl, 2009; Peters et al., 2017).
While C2L (Choi et al., 2022) utilizes counterfac-
tuals towards text classification, SCMs using ATE
scores have not been studied in text classification
or generation. A recent survey (Feder et al., 2022)
discusses several causal methods used in NLP.

In the next section we will outline our approach
to the problem of simultaneously mitigating toxic-
ity and unintended bias in LMs.

3 Our Approach
The broad goal of this paper is to use a causal
model to fine-tune a pretrained LM used for the text

generation task, towards having certain attributes.
To this end, we detect the presence of the attributes
in text generated by the pretrained LM using a
structural causal model (SCM), and penalize the
model for undesirable text. Our pipeline consists of
two main parts, the SCM used for fine-tuning, and
a pretrained LM that will be fine-tuned. The data
that will be used for prompting the text-generation
is also an important component of this fine-tuning
step.

3.1 Building the SCM
The SCM itself is obtained through a pipeline. To
create the SCM, we start off with some attributes
of interest. For the purpose of toxicity, our three
attributes of interest are: (1) offense detection (2)
abuse detection and (3) hate detection. For each
of these attributes, we start with a pre-trained at-
tribute classification model. In practice, we obtain
these models as fine-tuned versions of HateBERT.
These models indicate three different attributes that
describe toxicity in generated text (For details see
Section 3 in Caselli et al. (2020)). For example,
given a generated sentence s, and attribute ai, one
may consider each attribute classifier as providing
us with an estimate of the probability P{ai | s}.
We highlight some advantages of using an SCM in
Appendix Section B.1.

3.2 Generating Counterfactual sentences
Consider each sentence containing a set of tokens
(say words in English), which generate the mean-
ing, and thus the attributes of the sentence. If we
are able to quantify the contribution of each token
in the sentence towards an attribute ai of interest,
we would be in a position to understand the at-
tribute score of the sentence. Towards identifying
the contribution of each token t towards any at-
tribute ai, we may wish to identify P{ai | t} where
the probability is over the sentences in which t was
observed. Yet, as noted previously, this quantity
would be susceptible to spurious correlation.

Hence, we posit a metric not susceptible to such
spurious correlations. Here we mask the token t
of interest in the sentence, generate alternative sen-
tences using alternative tokens t′ instead of token t,
and then compute the change in the attribute given
such a modification to the sentence. The genera-
tion of alternative tokens is done through masking,
using a model such as BERT. These sentences are
counterfactuals as they do not actually exist in the
dataset, but are generated by our pipeline.
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Figure 2: An illustration of the CFL pipeline. In this pipeline, we start with an attribute classifier of interest and a
language model. From the attribute classifier, we obtain an SCM for causal identification of attribute. This SCM is
used to fine-tune the LM towards generating text that does not contain the attribute.

3.3 Computing the ATE score

The change in probability of attribute, on replace-
ment of token t in a sentence may be thought of as
the treatment effect (TE). Such a treatment is an
intervention on the sentence to exclude the token t,
in favor of most probable alternative tokens, given
the rest of the sentence. The average of such a
treatment effect over all such sentences (contexts)
where token t appears, may be considered as the
Average Treatment Effect (ATE), with respect to
the attribute ai, of token t. We summarize the com-
putation of ATE using the following 4 step process:
1. Mask token of interest. 2. Replace with equiv-
alents. 3. Check change in attribute of interest to
compute Treatment Effect (TE). 4. Average over
all contexts in which token of interest appears to
compute Average Treatment Effect (ATE).
We illustrate the computation in the table below:

Toxicity Score:
Sentence Perspective API

Gender1 people are stupid 0.92
<Mask> people are stupid Avg = 0.88
Gender2 people are stupid 0.90

Many people are stupid 0.86
TE (Gender 1) 0.92-0.88 = 0.04

Gender1 people are <Mask> Avg = 0.05
Gender1 people are smart 0.04

Gender1 people are beautiful 0.06
TE (Stupid) 0.92-0.05 = 0.87

Here the toxicity assigned to the word stupid is
0.87 (0.92-0.05) and the toxicity due to the word
Gender1 is 0.04. Other models may use correla-

tion to obtain higher toxicity numbers for protected
groups like Gender1, which causal ATE avoids. We
show a subset of our ATE scores in the table be-
low, which are computed using the datasets given
in Zampieri et al. (2019) and Adams et al. (2017).

Protected Abuse Hate Offense Max
Word ATE ATE ATE ATE

women 0.01 0.11 0.01 0.11
Black 0.01 0.05 0.03 0.05

African -0.01 -0.09 -0.01 -0.01
Hispanic -0.08 -0.07 -0.06 -0.06
Muslim 0.07 0.06 0.04 0.07
Hindu 0.00 -0.05 -0.02 0.00

Once the ATE score is determined at the token
level, we may generate lookup tables for each of
the attributes ai, where we store the ATE score for
the tokens in the dataset. We obtain one table per
attribute ai under consideration, where the rows
indicate the tokens in the dataset. In practice, the
ATE computation took 0.75 GPU hours on an
A100 machine for our dataset. Note that such an
ATE computation is a one time expense.

From these lookup tables, we need to generate
the SCM score for a sentence. We detail this step
in Section 3.4.

3.4 Causal Graph for attributes of sentences

We describe a recursive method to compute the at-
tribute score of a sentence in Figure 3. The causal
language modelling approach suggests that each
token in the sentence can be probabilistically gen-
erated based on the previous tokens that have been
observed. Concretely, we may consider the token
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Figure 3: An Illustration of the Causal Graph used for attribute score of a sentence. Here, Xt refers to the token
generated at time t, and Ft−1 ≡ {X1, . . . , Xt−1} refers to the set of all tokens generated up to time t− 1. Attribute
At−1 refers to the attribute score for the sentence up to token Xt−1. Using the set of words {X1, . . . , Xt−1}, the
token Xt is randomly generated (the randomness being provided by the exogenous noise variable Ut). We consider
here two possible models for the generation of attribute At from At−1 and ATE(Xt).

generation as a random stochastic process (that
may be modelled through attention) where the set
of past tokens {X1, . . . , Xt−1} provides a proba-
bility distribution for Xt. To sample from such
a distribution, we may use an exogenous variable
such as Ut. If we denote {X1, . . . , Xt−1} as Ft−1,
then we can say the distribution for Xt, is generated
from Ft−1 and the structure of the language. The
token Xt therefore depends on Ft−1, an exogenous
variable Ut, and a hidden causal graph representing
the language structure.

The attribute At−1 of a sentence up to t− 1 to-
kens, depends only on {X1, . . . , Xt−1} ≡ Ft−1.
We now describe two models for computing at-
tribute At from At−1 and ATE(Xt). Notice that
the language structure moderates the extent of the
influence of Xt on At through the ATE score. In
Model 1 we consider At = max(At−1, ATE(Xt))
and in Model 2 we consider At = At−1+ATE(Xt).
Notice that such a model recursively computes the
attribute score for the entire sentence. In fact, these
models are equivalent to At = maxi∈[t]{ATE(Xi)}
and At =

∑
i∈[t] ATE(Xi) respectively.

We can generalize the above models to any Lp

norm through the recursive relationship Ap
t =

Ap
t−1 + ATE(Xt)

p, which is equivalent to At =
||{ATE(Xi)}i∈[t]||p. We provide a causal graph for

n different attributes in Figure 9 in our appendix.

3.5 Choosing a dataset for fine-tuning
The SCM that is generated can now provide at-
tribute scores for any given sentence in a speedy
and transparent manner. Such a model can be used
during fine-tuning of a language model. Since these
scores are determined causally, they are able to ac-
count for spurious correlations in the data. The first
step in this fine-tuning process is to choose a set
of prompts that would be used to generate comple-
tions using a text-generation task by a pre-trained
LM. The set of prompts that we use are of a domain
that is likely to generate the attributes of interest.
For example, to mitigate toxicity, we may want
to train on toxic prompts, such as from data-sets
like JIGSAW and ZAMPIERI (Adams et al., 2017;
Zampieri et al., 2019).

The attributes that we are optimizing for, are
orthogonal to the evaluation of the text generated
by the LM, that may be measured using perplexity.
Such a language evaluation is often optimized by
replicating text in the training data (say through
causal language modeling (CLM) losses). But
our training data is toxic, and replicating such a
toxic dataset would be detrimental to the attributes.
Hence, we may wish to alternate in small batches
between (1) SCM losses over a toxic dataset for
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learning text attributes (2) CLM losses over a non-
toxic dataset for optimizing perplexity.

3.6 Using the SCM to train the model
Once the prompts are chosen in the manner de-
scribed in Section 3.5, we are ready to fine-tune
any task-generation LM. We use the set of prompts
to trigger ∼25 generations from the LM. We pass
these sentences to our SCM, which efficiently pro-
vides attribute scores. We compare the efficiency
in terms of training-time per iteration of our model
and some other baselines in Table 2 below:

Model Time reqd.
Name per completion (secs)
GPT-2 Avg = 0.094

DEXPERTS Avg = 0.186
GEDI Avg = 0.276
OPT Avg = 0.140

PPLM (Inference) Avg = 25.39
CFL-OPT (our model) Avg = 0.140
CFL-GPT (our model) Avg = 0.094

Table 2: Running time comparisons between models

We then fine-tune the LM to minimize the losses
as given by the SCM. We may use different data-
sets for each attribute, and even weight the at-
tributes as per our interest. In case of multiple
data-sets, we train over the different attributes in a
round-robin manner. We note that learning rate and
early stopping are crucial in the fine-tuning process,
as we detail in Section 5.

4 Notations and Theory
Let us consider a sentence s, having certain at-
tributes, and made up of tokens from some uni-
verse of words W . For simplicity, we consider
each sentence to be of the same length n (if not, we
add dummy tokens). For each attribute a on this
sentence, we may have access to classifiers that pro-
vide us with estimates of the probability of attribute
a, given the sentence s, i.e. P{a | s}. For the pur-
pose of the toxicity attribute, we may use classifiers
like HATEBERT or HATECHECK (Caselli et al.,
2020; Röttger et al., 2020), which provide us with
estimates of P{hate | sentence}. More generally,
we can denote fa(s) as the estimate of P{a | s}
obtained from some model. If sentence s is made
up of tokens {t1, . . . , ti, . . . , tn}. We may consider
a counter-factual sentence s′ where (only) the ith
token is changed: {t1, . . . , , t′i, . . . , tn}. Such a to-
ken t′i may be the most probable token to replace

ti, given the rest of the sentence. Note that we have
good models to give us such tokens t′i. (In fact
Masked Language Modeling (MLM) tasks train
language models like BERT for precisely this ob-
jective). We now define a certain value that may be
called the Treatment Effect (TE), which computes
the effect of replacement of ti with t′i in sentence
s, on the attribute probability.

TE(s, ti, t
′
i) = f(s)− f(s′)

= f({t1, . . . , ti, . . . , tn})
− f({t1, . . . , t′i, . . . , tn}) (1)

Notice that language models (LMs) like Hate-
bert often give us a distribution over words for the
replacement of ti, rather than a single alternative
token t′i. Therefore, we may take the Treatment
Effect (TE) to be an expectation over replacement
tokens.

TE(s, ti) = f(s)− E
t′i∈W

[f(s′)] (2)

Notice that we have considered the above Treat-
ment Effect with respect to a single sentence s. We
may, equally, consider all sentences s ∈ D contain-
ing ti, to compute what we can call the Average
Treatment Effect (ATE) of the token ti. We say:

ATE(ti) = E
s∈D|ti∈s

[
f(s)− E

t′i∈W
[f(s′)]

]
(3)

This ATE score precisely indicates the interven-
tion effect of ti on the attribute probability of a
sentence. Now say we compute the ATE scores for
every token t in our token universe W in the man-
ner given by Equation 3. We can store all these
scores in a large lookup-table. Now, we are in
a position to compute an attribute score given a
sentence.

Consider a sentence s consisting of tokens
{t1, . . . , tn}. Then we propose an attribute
score A(s) for this sentence given by A(s) =
∥{ATE(t1), . . . , ATE(tn)}∥p where ∥ · ∥p indicates
the Lp-norm of a vector. We specifically consider
two norms for our study with p = 1 and p = ∞,
which give rise to the two forms below respectively:

A1(s = {t1, . . . , tn}) =
∑

i∈[n]
ATE(ti) (4)

A∞(s = {t1, . . . , tn}) = max
i∈[n]

ATE(ti) (5)

Using these objective functions, we fine-tune
two pre-trained LMs – GPT-2 and OPT– to obtain
the four models below:
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L1 L∞
LM fine-tuning fine-tuning

GPT-2 CFL-GPT SUM CFL-GPT MAX

OPT CFL-OPT SUM CFL-OPT MAX

We outline results with these models in Section 5.

5 Experimental Results
We highlight the efficacy of our approach through
various experiments. First we define several new
toxicity measures and measure our performance
over these metrics. Then we compare with sev-
eral competing detoxification techniques. We then
highlight the trade-off between toxicity mitigation
and language fluency measured using perplexity
scores over a 10K subset of Open Web Text Corpus
(OWTC). Finally we measure the unintended bias
due to detoxification. We detail these as below:

5.1 Experimental Setup
(a) Model Setup: We first compute the ATE scores
using the JIGSAW and ZAMPIERI datasets (Adams
et al., 2017; Zampieri et al., 2019). This leads to
an SCM (a function that takes as input sentences
and outputs a attribute loss score) that we use for
fine-tuning. We obtain two SCMs depending on
the L1 and L∞ norms as detailed in Section 4.
We now take the pre-trained GPT-2 (small) and
OPT (medium) models as our base models. We
generate completions from these models by pass-
ing prompts picked from a toxic subset of JIGSAW

and ZAMPIERI. We provide training losses to the
models based on our SCM losses to obtain the fine-
tuned models.
(b) Measuring Toxicity: For toxicity evalua-
tions we use 100K prompts from REALTOXICI-
TYPROMPTS (RTP) benchmark, and generate 25
completions per prompt. We measure the toxicity
on these generations using PERSPECTIVE API for
external classifier-based evaluation.

5.2 Toxicity Metrics
(a) Performance on Toxicity Measures: To un-
derstand the performance of our model, we studied
several toxicity measures, including several pro-
posed new metrics (see Appendix Section D for
detailed metrics description). For each of these,
we showcase the performance, bucketed over toxic
(toxicity greater than 0.5) and non-toxic (toxicity
less than 0.5) input prompts in Table 3. This table
shows the comparative performance of our CFL-
OPT model over OPT. We note a significant im-
provement on non-toxic prompts, which showcases

that our method leads to decreased toxicity in non-
toxic contexts.
(b) A more granular view over input prompt
toxicity: A more fine-grained view of the toxicity
improvements, stratified across the input-prompt
toxicity is shown in Figure 4. We note significant
improvements over OPT and GPT-2 for various tox-
icity metrics, especially on the probability of gen-
erating a toxic completion at least once (amongst
25 completions).

Table 3: Perspective API Metrics Table for CFL-OPT

Non Toxic Prompts Toxic Prompts

Toxicity
Metric

CFL
OPT

OPT
Base

Diff CFL
OPT

OPT
Base

Diff

expected
toxicity 0.131 0.145 0.014 0.606 0.608 0.002
expected

max
toxicity 0.268 0.336 0.068 0.729 0.755 0.026

prob
toxicity

gain 0.509 0.543 0.034 0.108 0.142 0.034

prob
toxicity
atleast
once

0.120 0.237 0.117 0.966 0.966 0.001

expected
ctoxicity 0.075 0.103 0.028 0.152 0.188 0.036
expected

max
ctoxicity 0.329 0.409 0.081 0.645 0.690 0.045

expected
ctoxicity
decrease 0.055 0.025

-
0.030 0.533 0.497

-
0.036

prob
ctoxicity
decrease 0.669 0.603

-
0.066 0.939 0.917

-
0.023

prob
ctoxicity 0.015 0.035 0.020 0.103 0.138 0.034

prob
ctoxicity
atleast
once

0.199 0.327 0.128 0.717 0.770 0.053

5.3 Comparison with Detoxification Baselines

A similar improvement for non-toxic prompts is
seen when we compare with other toxicity miti-
gation methods, as we highlight in Table 4. We
provide detailed comparisons with other baseline
methods, including methodology, differences in
approach and comparisons with our model in Ap-
pendix Section A.

5.4 Effect on LM Quality

We note a trade-off between detoxification and LM
quality in Figure 5 with increasing number of train-
ing steps. We chose hyper-parameters such that

11350



Figure 4: We plot the metrics computed using PERSPECTIVE API for our fine-tuned OPT and GPT-2 models in the
above charts. In Appendix Section D, we describe in detail the metrics used in the figure. Further, in Appendix
Section E, we provide these metrics for the fine-tuned GPT-2 models.

Exp. Max Toxicity
Toxicity Prob.

Model Toxic Non
Toxic Toxic Non

Toxic
Baseline
GPT-2 0.770 0.313 0.978 0.179
OPT 0.755 0.336 0.966 0.237

Causality Based
CFL-GPT MAX 0.732 0.263 0.967 0.111
CFL-GPT SUM 0.732 0.259 0.968 0.108

CFL-OPT MAX 0.729 0.268 0.966 0.120
CFL-OPT SUM 0.734 0.277 0.964 0.136
Other Methods

DAPT
(Non-Toxic) 0.57 0.37 0.59 0.23

DAPT (Toxic) 0.85 0.69 0.96 0.77
ATCON 0.73 0.49 0.84 0.44

VOCAB-SHIFT 0.70 0.46 0.80 0.39
PPLM 0.52 0.32 0.49 0.17

WORD FILTER 0.68 0.48 0.81 0.43

Table 4: Perspective API Comparisons with Baselines.
We note that the other baselines are calculated on dif-
ferent subsets of RealToxicity Prompts. Note that other
methods use GPT as the base LM

LM quality did not suffer, leading to finetuned
hyper-parameters as shown in Table 5. We note
our completions over some toxic prompts for this
subset in Table 8 in the appendix.

5.5 Measuring Unintended Bias

As noted in (Welbl et al., 2021), toxicity mitigation
method tend to overfilter for marginalized groups,
leading to worse LM performance in predicting
relevant tokens. We measure average LM losses
per sentence with respect to the baseline model as
measured over prompts from the BOLD dataset. We
outperform comparable models from Welbl et al.
(2021) in Figure 6.

(a) Perplexity with Number of Iterations.

(b) HATEBERT Loss with Number of Iterations

Figure 5: We note a trade-off between model perplex-
ity and toxicity reduction with increasing number of
fine-tuning steps. We use the HATEBERT model to
evaluate completions on a subset of Toxic Prompts from
Zampieri Dataset (Zampieri et al., 2019)). Perplexity
was measured on a 10K subset of OWTC.

5.6 Distribution shift across toxicity datasets

In the previous experiments, we used Dataset1
(toxic subset of JIGSAW and ZAMPIERI) for ATE
computation and fine-tuning, and REALTOXICI-
TYPROMPTS for testing. To test for LM behaviour
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Figure 6: This plot shows the average post-
detoxification loss gap (with baseline model) per sen-
tence, for sentences containing protected groups. We
note that the CFL versions show lower loss gap than
other comparative models (Welbl et al., 2021).

Figure 7: We plot various toxicity metrics for CFL-OPT
Max for a distribution shift between fine-tuning and
ATE computation datasets.

on distribution shift between fine-tuning and ATE
computation datasets, we used Dataset1 for ATE
computation, Dataset3 ((Davidson et al., 2019))
for fine-tuning and REALTOXICITYPROMPTS for
testing. The results are noted in Figure 7.

The change has a positive impact on metrics, sug-
gesting that our method is robust to distributional
shifts as long as the support (vocabulary) remains
the same. However, a limitation would arise if the
vocabulary (distribution support) changes, as we
note in our Limitations section.

Figure 8: This histogram shows the number of tokens
per absolute difference bucket between the ATE scores
computed from mask-filling using (1) roberta-base and
(2) bert-base-uncased.

5.7 Robustness of ATE scores to masking
model

To test the effects of a change in masking-model,
we carried out an experiment by changing our coun-
terfactual generator from roberta-base to bert-base-
uncased.The results are noted in Figure 8. As ex-
pected, this does not change the ATE scores for
most tokens. In fact, only 2% of tokens in the
dataset have an absolute difference in ATE score of
more than 0.2, indicating robustness to counterfac-
tual generation method.

6 Conclusion and Future Directions

In this paper, we outlined a method for causal at-
tribute control of the text generated by LMs. We
utilized our methods in the specific context of toxi-
city mitigation. We proposed novel methods using
counterfactual generation and ATE scores to obtain
token level contribution towards an attribute. We
then proposed a causal graph, and thereby an SCM,
that outputs causal attribute loss for any given sen-
tence. We utilized such an SCM to fine-tune pre-
trained LMs to mitigate toxicity and reduce bias.
The SCM framework we proposed is mathemati-
cally transparent as well as computationally effi-
cient, and shows promise towards being useful for
various goals in text generation. An interesting
future direction of work would be to consider the
theoretical implications of our causal ATE frame-
work to supplement probabilistic reasoning across
various natural language tasks.
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7 Limitations

We report several limitations of our proposed frame-
work in this section.

1. Limitations due to pre-trained models: The
first limitation is the reliance of our system on third-
party hatespeech detectors which are reported to
have bias towards minority groups. These mod-
els tend to overestimate the prevalence of toxicity
in texts having mentions of minority or protected
groups due to sampling bias, or just spurious cor-
relations (Paz et al., 2020; Yin and Zubiaga, 2021;
Waseem, 2016; Dhamala et al., 2021). Also, these
models suffer from low agreement in annotations
partially due to annotator identity influencing their
perception of hate speech and differences in anno-
tation task setup (Sap et al., 2019). Please note that
we aim to overcome this unintended bias problem
by using principles of causality but still don’t claim
to have completely eliminated the problem.

2. Limitations due to training corpus: We are
limited by the distributions of our training corpora
in terms of what the model can learn and infer.
Further, OWTC dataset used in our perplexity eval-
uations is a subset extracted from OPENAI-WT
which contains a lot reddit and news data, where
reliability and factual accuracy is a known issue
(Gehman et al., 2020).

3. Limitations due to language: Our experiments
are conducted experiments only on English lan-
guage which could be further extended to other
languages.

4. Limitations due to model evaluation: Previous
studies have shown that detoxification approaches
optimized for automatic toxicity metrics might not
perform equally well on human evaluations (Welbl
et al., 2021). A future direction of work may be to
include human evaluations as part of the data.

5. Limitations due to distribution shift: There
are three different datasets that are in use. The first
is the dataset used to train the ATE scores. The
second dataset is the set of prompts used to fine-
tune the model. The third dataset is the dataset that
is used during testing. A distribution shift between
datasets may have an adverse affect on our model.
For instance, there may be words which occur in
the test set that are neither in the ATE training
set, nor in the fine-tuning set. In case of such a
distribution shift between the datasets, our model
may not work as expected.

8 Ethics Statement

Our paper addresses the crucial issue of bias and
toxicity in language models by using causal meth-
ods. This work involved several ethical concerns,
that we address herein:
1. Language Restriction: This work addresses
the problem of detoxification of LMs for English
language, even though there more than 7000 lan-
guages globally (Joshi et al., 2020) and future
works should address more generalizable and mul-
tilingual solutions so that safety is promised for
diverse set of speakers and not limited to English
speakers (Weidinger et al., 2022)
2. Ethical LMs goal: We looked at toxicity in LMs
as an important dimension whereas there are other
facets for achieving the goal of ethical LM such
as moving towards greener methods by reducing
the carbon footprints as stressed in recent studies
(Strubell et al., 2019; Schwartz et al., 2020; Jobin
et al., 2019), privacy concerns (Carlini et al., 2021),
other issues discussed in (Bender et al., 2021).
3. Different Cultural Definitions of toxicity: Pre-
vious review works highlight the fact that toxic-
ity, hate and offense concepts are not defined con-
cretely as they can vary based on demographics
and different social groups (Paz et al., 2020; Yin
and Zubiaga, 2021). This may effect the perfor-
mance of toxicity detection methods(HATEBERT
and PERSPECTIVE API) used in this work. Such
differences between cultural definitions of toxicity
poses an ethical challenge (Jacobs and Wallach,
2021; Welbl et al., 2021).
4. Third party classifiers for toxicity detection:
Reliance on the third party classifiers for toxicity
detection can itself beat the purpose of fairness as
these systems are reported to be biased towards
certain protected groups and overestimate the prev-
elence of toxicity associated with them in the texts
(Davidson et al., 2019; Abid et al., 2021; Hutchin-
son et al., 2020; Dixon et al., 2018; Sap et al., 2019).
For most part, we take care of these by using causal
mechanisms but the ATE computation still involves
using a toxicity classifier (HATEBERT) model.
5. Potential misuse: Any controlled generation
method runs the runs the risk of being reverse-
engineered, and this becomes even more crucial for
detoxification techniques. In order to amplify their
ideologies, extremists or terrorist groups could po-
tentially subvert these models by prompting them
to generate extremist, offensive and hateful content.
(McGuffie and Newhouse, 2020).
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