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Abstract
A recent family of techniques, dubbed
lightweight fine-tuning methods, facilitates
parameter-efficient transfer by updating only a
small set of additional parameters while keep-
ing the parameters of the original model frozen.
While proven to be an effective approach, there
are no existing studies on if and how such
knowledge of the downstream fine-tuning ap-
proach calls for complementary measures af-
ter pre-training and before fine-tuning. In this
work, we show that taking the ultimate choice
of fine-tuning into consideration boosts the per-
formance of parameter-efficient fine-tuning. By
relying on optimization-based meta-learning
using MAML with certain modifications for
our distinct purpose, we prime the pre-trained
model specifically for parameter-efficient fine-
tuning, resulting in gains of up to 4.96 points
on cross-lingual NER fine-tuning. Our abla-
tion settings and analyses further reveal that the
specific approach we take to meta-learning is
crucial for the attained gains.1

1 Introduction

The pre-training → fine-tuning paradigm is the
dominant practice in natural language processing,
owing to state-of-the-art performance on a wide
variety of tasks (Qiu et al., 2020). The impres-
sive effectiveness of this approach does not come
at a low price. It requires iterative adjustment of
anywhere between millions (Devlin et al., 2019) to
staggering billions of parameters (Chowdhery et al.,
2022). With this many parameters, fine-tuning all
parameters, as is common, becomes exceedingly
computationally expensive: where many models
need to be fine-tuned, serving a separate copy of
all a model’s parameters for each instance is costly
in terms of storage.

Recent works on parameter-efficient (PE)2 fine-
1Our code is available at https://github.com/

MGheini/meta-learning-for-peft.
2We use descriptors “parameter-efficient” and

“lightweight” interchangeably.

tuning address this issue by introducing methods
that alternatively rely on only changing a tiny set
of extra parameters (Houlsby et al., 2019; Li and
Liang, 2021; Hambardzumyan et al., 2021; Lester
et al., 2021; Hu et al., 2022; He et al., 2022) or a
small fraction of the existing model’s parameters
(Gheini et al., 2021; Ben Zaken et al., 2022). These
methods have been shown to be competitive with
full fine-tuning despite modifying only as little as
0.01% of all the parameters (Liu et al., 2022).

With this shift towards lightweight fine-tuning,
we ask if the pre-training needs to be comple-
mented in any way as well. Ought we further
modify the pre-trained model, knowing that we
are going to opt for PE fine-tuning? Specifically,
can we extend pre-training in a way that leads to
parameter initializations that better suit PE fine-
tuning than the initializations coming outright from
the pre-trained language model (PLM) and used by
full fine-tuning?

In this work, we show that, in fact, we can use
optimization-based meta-learning to further mod-
ify the parameters from a PLM so that they are
more beneficial for PE fine-tuning and result in im-
proved performance on the target task after transfer.
We term this step, which sits between conventional
pre-training and fine-tuning, “priming.” Specifi-
cally, as we describe in §3.2, we tweak the popular
meta-learning approach MAML (Finn et al., 2017)
for priming and crucially simulate the actual PE
fine-tuning procedure in the inner loop of the algo-
rithm. This means that instead of including all the
parameters in the inner loop gradient update, we
only consider those that will be updated by the PE
fine-tuning method. Thus, during the meta-gradient
update in the outer loop of the algorithm, this in-
formation about the ultimate fine-tuning approach
will be incorporated into the pre-trained values.

We choose cross-lingual transfer for named en-
tity recognition (NER) as the testbed to show the
effectiveness of priming stage. We show that prim-
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ing a PLM boosts the performance of cross-lingual
PE fine-tuning for NER by up to 4.96 F1 points. We
provide the details of our lightweight fine-tuning
setup in §4. Our ablation study in §5.1 reveals
that simulating the fine-tuning procedure is indis-
pensable to the observed improvements: it is not
meta-learning in general, but how we formulate the
meta-learning setup that leads to observed gains.

Our contributions are: 1) We propose a meta-
learning based mechanism termed “priming” to
further update the parameters of a PLM in a way
that improves the final PE transfer performance;
2) We show the effectiveness of priming for cross-
lingual transfer for NER as an exhibit; 3) We justify
and shed more light on the importance of the de-
sign elements in the priming algorithm through an
ablation analysis.

2 Meta-Learning Background

The meta-learning problem can be viewed as ac-
quiring meta-parameters θ using meta-training data
Dmeta-train such that θ, when used for adaptation,
improves performance on a new task with training
data Dtrain (Finn, 2019). Optimization-based meta-
learning algorithms formulate adaptation as an op-
timization procedure during which task parameters
ϕ are obtained by fine-tuning meta-parameters θ:

ϕ = θ − α∇θL(θ,Dtrain) (1)

where L is the task-dependent loss function.
Under this model of adaptation, meta-learning

becomes a search for meta-parameters θ such that
when used as initialization, optimal ϕ may be found
via fine-tuning over many tasks. During meta-
training, a “task” is modeled as a tuple of a train-
ing (support) set Dtr and a testing (query) set Dts.
Hence, Dmeta-train = {(Dtr

1 ,Dts
1 ), · · · , (Dtr

n,Dts
n)}.

Specifically, MAML (Finn et al., 2017), which we
take inspiration from, moves towards solution θ⋆

for meta-parameters θ through a bi-level optimiza-
tion procedure:

θ⋆ = argmin
θ

∑

(Dtr
i ,Dts

i )
∈Dmeta-train

L(
inner optimization loop︷ ︸︸ ︷
θ − α∇θL(θ,Dtr

i ),Dts
i )

︸ ︷︷ ︸
outer optimization loop

(2)
where the inner loop takes gradient steps with re-
spect to θ using the support set of each task to
obtain task parameters ϕi for each one. The outer
loop optimization process then takes meta-gradient

steps with respect to θ by evaluating post-inner-
update performance on the query set of each task,
modifying θ to be a better initialization.

3 Priming for Parameter-Efficient
Fine-Tuning through Meta-Learning

3.1 Problem Formulation

Provided with a PLM parameterized by parame-
ters θp, and a dataset D for a target task, conven-
tional fine-tuning practice adds a task-specific head
parameterized by parameters θh (initialized ran-
domly) to the PLM and updates all parameters
θp ∪ θh. To avoid such expensive updates with
all parameters, PE fine-tuning designates an addi-
tional set of parameters (initialized randomly) as
θa as the only parameters to be updated along θh
while keeping θp frozen. Note that θa is deliber-
ately added in such a way that |θh|+ |θa| ≪ |θp|.

With this alteration, perhaps prior to fine-tuning,
θp can first be further updated to reach θ⋆p, which,
if transferred specifically under the parameter-
efficient setting, results in better performance. We
call this extra step between pre-training and fine-
tuning and the problem of finding such parameters
“priming.” As an additional benefit, during priming
we can also learn parameters θ⋆a to be used instead
of random initializations θa. Priming does not take
away the benefits of PE fine-tuning: ultimately fine-
tuning still relies on changing (and hence storing)
the same number of parameters that would change
without priming (|θh| + |θ⋆a|); it just starts from
more suitable initializations θ⋆p and θ⋆a.

3.2 Priming Algorithm

We model priming as an optimization-based meta-
learning problem. However, we refrain from di-
rectly applying MAML to it. This is due to the key
observation that under PE fine-tuning, the adap-
tation procedure, as shown in Equation 1, has
changed: only a subset of parameters are updated
during adaptation. Hence, it should be properly
simulated in the inner loop in Equation 2. So dur-
ing priming, we only include θa and θh in the inner
loop, mimicking PE fine-tuning and do not include
θp. θp and θa then receive the meta-gradients in the
outer loop and change accordingly.

Algorithm 1 outlines the adaptations used for
priming. The inner loop (lines 3-8) simulates ex-
actly how we are going to ultimately fine-tune in
a lightweight fashion by only updating θa and θh.
The statement marked as red and without a line
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Algorithm 1 Priming for Lightweight Fine-Tuning (PE FT)

Require: model fθ=θp∪θh∪θa : pre-trained params θp, task head params θh, and PE FT params θa
Require: Dmeta-train = {(Dtr

1 ,Dts
1 ), · · · , (Dtr

n,Dts
n)}

Require: L = {L1, ...,Lt}: set of loss functions corresponding to all potential different tasks
Require: α, β: learning rates
Require: S: number of inner gradient steps

1: while not converged do
2: Sample a batch of tasks T
3: for all Ti ∈ T do
4: θi = θ

5: for s← 1, . . . , S do
6: θia = θia − α∇θia

LTi(fθi ,Dtr
Ti); θ

i
h = θih − α∇θih

LTi(fθi ,Dtr
Ti)

θip = θip − α∇θip
LTi(fθi ,Dtr

Ti) ▷ In MAML, but not here as we are simulating PE FT.
7: end for
8: end for
9: Meta-gradient steps θa = θa − β∇θaΣTiLTi(fθi ,Dts

Ti);
θp = θp − β∇θpΣTiLTi(fθi ,Dts

Ti)
10: θh = θ1h
11: end while
12: return θp, θa

number, which additionally updates pre-trained pa-
rameters θp, would be executed by MAML. But we
crucially omit it in our proposed priming algorithm.
At the end of the outer loop (line 9), we take meta-
gradient steps with respect to the parameters the
initializations of which we are trying to enhance,
θa and θp. As θh will be initialized from scratch for
each new task at the time of fine-tuning, we do not
compute meta-gradients for it, and simply assign it
to one of the calculated sets in the inner loop, e.g.,
the first set corresponding to the first task in the
sampled batch of tasks (θh = θ1h on line 10).

4 Experimental Setup

While our proposed priming algorithm is model-
agnostic, we need a concrete PE fine-tuning and
meta-training setup for empirical evaluation.

For lightweight fine-tuning, we choose adapters
(Houlsby et al., 2019). In our experiments, we
add a single adapter after the last layer of the pre-
trained Transformer. Our model then computes the
logits for input as: h(g(f(x; θp); θa); θh), where
f is the pre-trained model, g is the single adapter
layer at the top, and h is the task-specific head.

As a testbed, we experiment with cross-lingual
NER. For this case, we can design the priming
(meta-learning) and fine-tuning stages as such:
Meta-Learning: Using one or more source lan-

guages, we construct the meta dataset and run prim-
ing. Per our problem formulation, θp and θa are
shared among languages, but each source language
l has a separate head, parameterized by θhl

.
Fine-Tuning: For each desired target language, we
use the pre-trained and adapter parameter initial-
izations acquired during meta-learning along with
randomly initialized new head parameters as the
model’s starting point. We then fine-tune only the
adapter parameters and the head parameters. In our
single adapter layer setup, this means only updating
fewer than 0.4% of all the parameters.

4.1 Data Details

We use the WikiAnn multilingual NER dataset (Pan
et al., 2017), which is available from the Datasets
Python library (Lhoest et al., 2021). The train, vali-
dation, and test splits, as provided by Rahimi et al.
(2019), range from 100 to 20k instances. In our ex-
periments, we use the English and Spanish sets as
source languages, each with 20k instances during
the priming stage. At fine-tuning, we evaluate the
quality of transfer for six target languages: Hindi
(5k instances), Afrikaans (5k), Azerbaijani (10k),
Lithuanian (10k), Estonian (15k), and Dutch (20k).
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Hindi Afrikaans Azerbaijani Lithuanian Estonian Dutch
W

ith
ou

t
Pr

im
in

g 1/Full FT (100%) 86.73 91.29 87.70 89.43 90.88 91.47
2/HT (3e-3%) 72.71 79.11 74.24 78.34 81.23 78.90
3/AT (0.4%) 77.76 84.10 81.08 83.00 85.13 83.89

W
ith

Pr
im

in
g 4/Meta Priming→ AT 81.30 87.76 82.98 86.03 86.73 88.85

5/FT Priming→ AT 80.34 87.70 81.74 85.84 86.43 88.61
6/MP [MAML Loop]→ AT 80.15 86.10 81.54 85.66 86.06 88.15
7/MP [1 Inner Step]→ AT 80.54 86.48 80.74 84.87 86.43 88.72

Table 1: Entity-level micro F1 under each of the fine-tuning settings for NER across six languages. Bold numbers
indicate top-scoring methods in each category. Percentages next to each setting are the fraction of parameters that
are updated (all AT settings have the same percentage). Priming as described in this work is most effective in
improving PE fine-tuning performance and closing the gap with Full FT. All priming experiments are run twice
(including the priming stage), and we report the average score over two runs.

4.2 Implementation Details

We use mBERTBASE as the PLM. The meta-
gradient in the outer loop relies on second-order
gradients, which are expensive to compute. Thus,
following Finn et al. (2017), we use a first-order
approximation in our implementation. For the in-
ner loop, we take five steps of stochastic gradient
descent with a learning rate of 0.03. For the outer
loop, we use the AdamW optimizer (Loshchilov
and Hutter, 2019) with a learning rate of 5e-5 and
a linear learning rate scheduler. We provide addi-
tional details on implementation and frameworks
used in Appendix B.

4.3 Baselines and Method Evaluation Settings

To assess the effectiveness of priming, we run two
categories of experiments as listed in Table 1. The
setting numbers in the table match those used below
(e.g., 1/Full FT↔ 1/Full fine-tuning baseline).

The first category includes no priming:
1/Full fine-tuning baseline corresponds to fine-
tuning θp ∪ θh, where θh is initialized randomly. It
provides an upper bound for PE fine-tuning, and
notably is not parameter-efficient.
2/Head tuning (HT) baseline corresponds to freez-
ing θp (treating the PLM as a feature extractor) and
fine-tuning θh, where θh is initialized randomly. It
provides a lower bound for PE fine-tuning.
3/Adapter tuning (AT) baseline corresponds to
fine-tuning θa∪θh. It is the baseline PE fine-tuning,
and we investigate if priming improves upon it.

We also experiment with a second category,
which incorporates priming:
4/Adapter tuning after priming as proposed cor-
responds to fine-tuning θa ∪ θh where θp (frozen)
and θa are acquired through priming, and θh is ini-

tialized randomly. Compared to the adapter tuning
baseline (3), it measures how much priming can
improve PE fine-tuning.
5/Adapter tuning after priming through fine-
tuning is the same as setting 4 except that in-
stead of priming as proposed, we simply fine-tune
θp ∪ θa ∪ θh on the same data that would have con-
structed the meta dataset before proceeding with
PE fine-tuning just as in setting 4. This is to illus-
trate that mere exposure to data during priming is
not enough, and treating it as an optimization-based
meta-learning problem is beneficial.

Additionally, we have two ablation settings to
study the effect of simulating PE fine-tuning in the
inner loop and the number of inner steps in priming
algorithm, which we will discuss in §5.1 and §5.2.

5 Results and Analysis

Per Table 1, among all PE fine-tuning settings with-
out any priming and those with priming, 4/Meta
Priming → AT, which is the materialization of
our priming algorithm, is the best-performing. In
comparison with baseline PE fine-tuning (3/AT),
our approach results in gains of up to 4.96 points,
indicating that priming with the knowledge of the
ultimate transfer process is substantially helpful.
Additionally, the approach results in gains of up to
1.24 points compared to fine-tuning-based priming
(5/FT Priming→ AT), signifying that it is not just
a matter of exposure to more data, but a matter of
appropriately using the extra exposure to simulate
the eventual fine-tuning approach.

5.1 Ablation 1: Substitute MAML Inner Loop

To highlight the importance of the change we intro-
duce in MAML, we run the ablation setting 6/MP
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Figure 1: Comparison between different priming strategies for downstream full fine-tuning. In this case, as opposed
to parameter-efficient fine-tuning, it is usually beneficial to use full fine-tuning in the inner loop.

[MAML Loop]→ AT (MP stands for Meta Prim-
ing). This is essentially 4/Meta Priming → AT
where we update all parameters, and not only those
involved in PE fine-tuning, in the inner loop. It
can be observed across the board that, in fact, sim-
ulating the downstream PE fine-tuning setting is
essential for superior performance.

We can also generalize the question at the core
of this work: Can we expect gains by using
optimization-based meta-learning and simulating
the eventual transfer method, whatever it might be?

To determine the answer, we repeat the settings
in this section (4/Meta Priming→ AT and 6/MP
[MAML Loop]→ AT), but replace adapter tun-
ing (AT) with full fine-tuning. As shown in Fig-
ure 1, in most cases, matching downstream full
fine-tuning with a parameter-dense MAML inner
loop (green bar in the middle in each series) is supe-
rior to mixing it with PE optimization in the inner
loop. We hypothesize that the discrepancy in the
case of Lithuanian and Estonian is due to the fact
that full fine-tuning is powerful, and potentially
more robust to heterogeneous priming conditions.

5.2 Ablation 2: Number of Inner Steps

We find that under first-order MAML, the num-
ber of inner steps is critical for reaching better ini-
tialization. The ablation setting 7/MP [1 Inner
Step]→ AT, which is identical to 4/Meta Prim-
ing→ AT with only one inner step, highlights this.
4/Meta Priming → AT with five inner steps, al-
ways performs better.

To provide an intuition as to why that is, a visu-
alization of how parameters receive updates under
first-order MAML by Wild (2020) is provided in
Figure 2. Meta-parameters θ are updated in the
direction of the gradient of the query set loss cal-
culated at the value reached at the end of the inner
loop. Hence, the fewer the number of inner steps,

Figure 2: First-order approximation of meta-gradient
update. Illustration courtesy of Wild (2020). After three
steps of inner updates (θ →→→ ϕ), θ is updated by the
gradient of the query set loss evaluated at ϕ (the green
dashed arrow).

the more the updates will be similar to those under
regular fine-tuning (in the limit of zero inner steps,
it will be equivalent to conventional fine-tuning).
So additional inner steps are beneficial.

6 Conclusion

We propose to add “priming” between the con-
ventional pre-training and parameter-efficient fine-
tuning to incorporate awareness of the transfer pro-
cedure in the PLM. We model this as optimization-
based meta-learning, which integrates such knowl-
edge by updating pre-trained parameters under PE
fine-tuning simulation. We show the effectiveness
of priming in improving baseline PE fine-tuning
on cross-lingual transfer for NER. Further analysis
reveals that our decisions to 1) model priming with
meta-learning instead of simple fine-tuning and
2) simulate the actual PE fine-tuning in the meta-
learning instead of using it unadjusted contribute
to the effectiveness of priming.
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Limitations

We would like to acknowledge three categories of
limitation that we recognize in this work:

• We evaluate the effectiveness of priming in a
setting where the tasks used during the prim-
ing stage and the fine-tuning stage offer no
additional disparity besides being different in
language, i.e., they are all NER tasks coming
from the same domain. While this degree of
variation is consistent with the application of
meta-learning in other modalities, e.g., vision
(Finn et al., 2017), whether or not the gains we
report here remain at the same strength when
we introduce diverse tasks during priming and
fine-tuning still needs to be tested. Examples
of such diversity include strong domain shift
or using one task, e.g., POS, for priming and
another, e.g., NER, during fine-tuning.

• It’s not clear how the size of the pre-trained
model affects the necessity of priming. Prim-
ing might consistently result in gains, or its
benefits might fade away with larger PLMs
encoding stronger language capabilities. This
also needs to be evaluated.

• Finally, our work does not implement higher-
order gradient calculation and does not evalu-
ate and discuss the potential additional gains
that might come as a result. That opportunity
can be further explored as well.
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A Related Work

Our work takes inspiration from and can be con-
textualized within both the existing lightweight
fine-tuning literature and meta-training literature.
Lightweight fine-tuning methods are a response to
the ever-growing size of the PLMs, which makes
full fine-tuning prohibitively expensive. Recently,
different flavors of PE fine-tuning have been ex-
plored. One category includes methods that add
and solely update a new set of parameters; like
adapters (Houlsby et al., 2019), prefix tuning (Li
and Liang, 2021), and LoRA (Hu et al., 2022), to
name a few. Another category of methods does not
add any additional parameters and instead relies on
updating a small subset of existing parameters of
the pre-trained model; for instance, BitFit (Ben Za-
ken et al., 2022) and exclusive cross-attention fine-
tuning (Gheini et al., 2021).

Despite the rich literature on different parameter-
efficient transfer approaches, to the best of our
knowledge, no existing study investigates whether
in response pre-training practices need to be up-
dated in any way. In this work, we attempt to
address that void. He et al. (2022) provide a uni-
fied framework within which several flavors of
lightweight fine-tuning can be interpreted. There-
fore we, while studying an adapter-based approach
in this work, expect priming to be fundamentally
applicable and useful to other flavors too.

We are also inspired by the body of work
that takes advantage of optimization-based meta-
learning to come by initializations that would be
better suited for a specific objective. Xia et al.
(2021) use meta-learning to learn representation
transformations that transform representations of
a high-resource language in a way that they be-
come more beneficial for effective transfer to low-
resource languages. Nooralahzadeh et al. (2020)
effectively use meta-learning to leverage training
data for zero-shot and few-shot cross-lingual trans-
fer on Question Answering and Natural Language
Inference. Javed and White (2019) use a meta-
objective to optimize representations for continual
learning.

Perhaps closest in spirit to our objective and try-
ing to bring these two lines of work together, Min
et al. (2022) offer a meta-learning-like solution to
“learn to learn in context”: using our terminology,
while we address priming for PE fine-tuning, they
address priming for in-context learning (Brown
et al., 2020). In-context learning is a few-shot

learning technique with no additional training re-
quired, where an LM is used to label new instances
after conditioning on only a few supervised exam-
ples. Min et al. (2022) propose to better prepare
the model for such an inference process on a new
unseen task by including a tuning stage where the
model is trained to do the same on simulated in-
put sequences from a set of available tasks. The
extra training stage that they include can be seen
as equivalent to our priming stage, where in both
cases, the goal is to prepare the model for what is
subsequently coming.

B Additional Implementation Details

Our implementation is based off of the Transform-
ers (Wolf et al., 2020) and Lightning (Falcon and
The PyTorch Lightning team, 2019) libraries. For
our pre-trained model, we use multilingual BERT
(mBERT, bert-base-multilingual-cased)
(Devlin et al., 2019). For the adapter layer, we set
the bottleneck dimension as 64 in our experiments.

Our experiments (both priming and fine-tuning
stages) are each run on one NVIDIA Quadro RTX
8000 GPU, taking a maximum of twelve hours.

C Licenses of Artifacts Used

We use the following artifacts in compliance with
their terms of use:

• WikiAnn dataset by Pan et al. (2017) with
splits as provided by Rahimi et al. (2019) un-
der Apache License 2.0

• Transformers (Wolf et al., 2020) under
Apache License 2.0

• Lightning (Falcon and The PyTorch Lightning
team, 2019) under Apache License 2.0
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