Abstract

Language models (LMs) often generate incoherent outputs: they refer to events and entity states that are incompatible with the state of the world described in inputs. We introduce SITUATIONSUPERVISION, a family of approaches for improving coherence in LMs by training them to construct and condition on explicit representations of entities and their states. SITUATIONSUPERVISION has two components: an auxiliary situation modeling task that trains models to predict entity state representations in context, and a latent state inference procedure that imputes these states from partially annotated training data. In both cases, it requires only a small number of state annotations to produce substantial coherence improvements (up to an 16% reduction in errors), showing that standard LMs can be efficiently adapted to explicitly model language and aspects of its meaning.\footnote{Work complete while MN was at MIT.}

1 Introduction

Recent years have seen dramatic improvements in the quality of text generated by neural language models (LMs; Brown et al., 2020; Raffel et al., 2020). Nevertheless, even the best LMs still suffer from failures of semantic coherence. Samples from LMs refer to entities that have not yet been mentioned, assert contradictory facts, or describe impossible sequences of events (Marcus and Davis, 2020). This paper introduces SITUATIONSUPERVISION, a family of methods for efficiently mitigating incoherent language generation. SITUATIONSUPERVISION adapts pre-trained LMs to explicitly model the situations they describe by tracking the properties and relations of entities in generated text. The core of this approach is an auxiliary situation modeling task that trains LMs to predict textual representations of entity state jointly with target text. Unlike prior work in state tracking focused predominantly on reasoning (where the end task is to answer questions about the state, or to solve math or coding problems), we focus on using state tracking to improve language generation.

For most generation tasks, state information is not readily available: it must be manually annotated...
and is costly to collect. Thus, to make auxiliary situation modeling for generation practical, we additionally introduce a semi-supervised procedure for inferring entity states in unannotated text, making it possible to apply SituationSupervision very small number of initial annotations.

Modern LMs can be specialized to new tasks in a variety of ways, including fine-tuning their parameters and modifying their prompts. We develop versions of SituationSupervision suitable for both adaptation methods. For fine-tuned models, we introduce an auxiliary state prediction loss that encourages models’ hidden representations to encode state variables. For prompted models, we introduce a scratchpad approach that instructs models to generate explicit textual descriptions of world states prior to generating output text. Both approaches ultimately yield ordinary LMs, compatible with standard pre-training and decoding procedures.

We evaluate SituationSupervision on two challenging text generation tasks: the TextWorld (TW) task of generating acceptable next actions in a text-adventure game (Côté et al., 2018), and the TRIP task of evaluating commonsense physical plausibility of short (5-sentence) stories (Storks et al., 2021). In experiments on fine-tuned BART LMs (Lewis et al., 2020), applying SituationSupervision with 500 seed annotations reduces coherence errors by 5% on TW and 15% on TRIP. In experiments on prompted GPT-3 models (Brown et al., 2020), 12 seed annotations reduce coherence errors by 9% on TW and 20 seed annotations reduce errors by 16% on TRIP. In both cases, it is far more sample-efficient to annotate entity states in existing training samples than to augment training data with additional text-only samples: in fine-tuned models, SituationSupervision with 500 state annotations performs comparably to training on 9000 more text-only sentences, while in prompted models, devoting a fixed token budget to state annotations rather than additional text samples yields a coherence improvement of up to 10%.

Additional experiments characterize the ingredients of a good situation representation, showing that training LMs to predict causally relevant state variables is essential for good performance. Because the latent state inference objective favors representations that improve LM predictions, SituationSupervision discovers these variables automatically, sometimes improving on human-designed state representations. In summary:

1. We show that training LMs to build explicit representations of entity state (via auxiliary losses or scratchpad-based prompting) improves coherence in text generation tasks.

2. We describe new algorithms for semi-supervised learning of state representations, enabling auxiliary supervision and scratchpad techniques to be applied with extremely small numbers of annotations.

Our results show that, even when LMs struggle to generate coherent continuations of input text, only a small amount of supervision is needed to train them to explicitly represent the situations that their inputs describe. Once predicted, these representations in turn confer large improvements in LM coherence itself.

2 Background and Preliminaries

A language model (LM) encodes a distribution \( p(T' \mid T) \) over texts \( T' \) given contexts \( T \) (Fig. 1). Today, most LMs are implemented as deep neural networks trained on massive text corpora (Brown et al., 2020). Sampling from them produces naturalistic text that often resembles human-generated language. However, LM generation is prone to several failure modes, including generation of text that is incoherent, untruthful, or unreliable (Zhou et al., 2021; Maynez et al., 2020; Martin et al., 2019). Past work has shown that some of these behaviors stem from models’ failure to build good representations, both of entities’ default properties (Onoe et al., 2021) and state changes in context (Zellers et al., 2021). Humans’ ability to avoid these failure modes, and to generate truthful and coherent text, is generally understood to rest upon explicit mental representations of the situations that language communicates. The nature and structure of these representations remains an ongoing topic of research in linguistics and cognitive science, but existing theories broadly agree that language users maintain explicit beliefs about the properties of and relations among entities mentioned in a discourse, updating these beliefs in response to new observations or new information conveyed in language (e.g. Kratzer, 2007; Zwaan and Pecher, 2012).

These representational theories suggest that language models \( p(T' \mid T) \) may also benefit from explicit modeling of situation state. Given an input text \( T \), we wish to first represent the situation \( S \) described by \( T \) before predicting a next sentence.
Inspired by models of situation semantics in the linguistics literature (Barwise and Perry, 1981, *inter alia*) we propose to model situations as sets of propositions $s_i$ that are known or inferable about entities in a discourse.\(^2\) Examples, with propositions expressed as sentences in natural language, are shown in Fig. 1(b) and Fig. 2.

Having inferred $S$ from $T$, we may then condition on it when sampling $T'$ from $p(T' \mid S, T)$. Past work has proposed a number of language generation models that explicitly model the state of the world, primarily by developing specialized prediction architectures that maintain internal state representations (Henaff et al., 2016; Gupta and Durrett, 2019) or interact with outside simulation engines (Liu et al., 2022). While effective, these approaches come at a cost—requiring complex training data (Mishra et al., 2018), limiting models to narrow, pre-defined domains, and generally precluding the large-scale (text-only) pretraining responsible for many of the greatest successes of current LMs. The main question this paper seeks to answer is whether the benefits of explicit world modeling may be obtained entirely within the language modeling paradigm itself, without specialized model architectures or large amounts of specialized supervision.

We do so by adapting pre-trained LMs to better represent situations $S$. There are two standard frameworks for LM adaptation. In smaller models, which are generally adapted by fine-tuning of model parameters, we develop auxiliary loss functions that encourage models’ hidden states to contain the information required to generate textual descriptions of state.\(^3\) In larger models, which can also be prompted by prepending a task description or set of examples to the input context, we develop prompts that induce models to generate textual state descriptions in LM output itself. Our research builds on a large body of work that uses auxiliary prediction tasks to shape model representations, notably work using “scaffold” decoders to shape model representations of syntax (Swayamdipta et al., 2018; Wilcox et al., 2019), and “scratchpad” or “chain-of-thought” approaches to perform intermediate computations in models’

\(^2\)This approach to modeling contrasts with approaches that implicitly or explicitly represent the complete set of possible worlds consistent with a text.

\(^3\) Concurrent work by Richardson et al. (2022) also introduces a fine-tuning objective aimed at improving state representations, but focuses on state-tracking tasks rather than generation, and only examines a fully supervised setting.

output spaces (Camburu et al., 2018; Nye et al., 2021; Wei et al., 2022). In §3, we show how to adapt both techniques for a new class of text generation problems.

Adapting LMs with auxiliary prediction tasks requires a source of data for auxiliary supervision. This kind of supervision is uniquely difficult to obtain for generation tasks. But the probabilistic framing described above makes it natural to formulate language modeling with explicit situations as a latent variable problem. At training time, we may use context $T$ and targets $T'$ to guide inference of the unknown $S$ from which $T'$ was predicted. Once inferred, these states supervise the representation-building model that predicts $S$ from $T$ alone. As above, a great deal of past work has focused on treating string-valued prompts or plans as latent variables (Sharma et al., 2021; Zelikman et al., 2022; Sun et al., 2022). In §4, we generalize these methods to support multi-step text generation, and show that inferred states can be used to supervise small models as well as prompt large ones.

3 Auxiliary Situation Modeling

We begin by assuming access to a pre-trained LM and two sources of supervision: a dataset $X_U$ of text examples of the form $(T, T')$, and a smaller dataset $X_A$ of examples $(T, S, T')$ annotated with textual situation descriptions $S$. Our full training data $X$ is thus $X_U \cup X_A$. As depicted in Fig. 2, we take these situation descriptions to consist of declarative sentences about the properties and relations of entities that are relevant to the text being generated. In this section, we describe two auxiliary prediction schemes that use these annotations to improve the LM’s ability to model the conditional text distribution $p(T' \mid T)$.

3.1 Situation Modeling for Fine-tuning

Our first approach uses a auxiliary decoding loss that encourages context representations to directly encode entity state information. We focus on encoder–decoder models consisting of an encoder $\mathcal{E}$ and a decoder $\mathcal{D}$, with $\mathcal{D}(\mathcal{E}(T))$ producing as output a probability distribution over next sentences $T'$. In standard training, parameters of $\mathcal{E}$ and $\mathcal{D}$ are chosen to maximize:

$$\mathcal{L}(T'|T) = \log p(T'|T) = \log \mathcal{D}(T' \mid \mathcal{E}(T))$$

(1)

To improve state representations, we add an auxiliary loss. This takes the form of an auxiliary
Decoder $D_{S|T}$ (distinct from the original decoder $D$) which is trained to predict state representations $S$ from the encoded context $E(T)$. We define:

$$\mathcal{L}(S|T) = \log p(S|T) = \log D_{S|T}(S|E(T))$$  (2)

and train parameters of the encoder $(\theta_E)$ and both decoders $(\theta_D, \theta_{D_{S|T}})$ to maximize:

$$\arg \max_{\theta_E, \theta_D, \theta_{D_{S|T}}} \sum_{T, T'} \mathcal{L}(T'|T) + \sum_{T, S \in \mathcal{X}_A} \mathcal{L}(S|T)$$  (3)

Intuitively, to minimize this objective, the output of $E(T)$ must encode information about the latent situation $S$. Once encoded, this information is accessible to the original LM text decoder $D$. Eq. (3) is a straightforward application of standard multi-task training approaches for deep networks; however, to the best of our knowledge it has not previously been used for state prediction tasks or shown to improve LMs’ factual coherence.

### 3.2 Situation Prediction for Prompting

The approach described above is general. But in LMs with very large numbers of parameters, it might be costly to apply (or we may risk over-fitting if the fine-tuning dataset is too small). Thus, the second approach we describe is based on prompting models to construct better state representations.

We build on the observation in recent work that prompts can induce models to build better task representations by writing these representations to output: generating, then conditioning on, textual encodings of useful intermediate variables.

To induce language models to output textual situation descriptions, we construct prompts with three components: a task description $D$, a set of task demonstrations (“training set”) $\mathcal{X}$, and an input context $T_{\text{pred}}$. The training set can include both unannotated and annotated examples: unannotated examples are sequences $T_i, T_i'$, while annotated examples are sequences $T_i, S_i, T_i'$. Formally, we construct a prompt string:

$$P = [D \cdot P_A \cdot P_U \cdot T_{\text{pred}}], \quad \text{where:}$$

$$P_A = [T_0 \cdot S_i \cdot T_i' \cdots S_n \cdot T_n']_x \quad \forall x \in \mathcal{X}_A$$

$$P_U = [T_0' \cdot T_i' \cdots T_n']_x \quad \forall x \in \mathcal{X}$$  (4)

with $\cdot$ denoting string concatenation. To enable the model to predict annotations and text directly, each $S$ is prefixed with an appropriate control token.
that informs the model that a situation description string will come next. When predicting (or scoring) a sentence \( T'_{\text{pred}} \) in context, we first prompt the model to generate a situation representation \( S_{\text{pred}} \), then score \( T'_{\text{pred}} \) conditional on \( T_{\text{pred}}, S_{\text{pred}} \), and the entire preceding context. The bottom portion of Fig. 2 shows a concrete example from the TRIP domain. As above, this approach to prompting is closely related to existing “scratchpad” and “chain-of-thought” methods used for question answering and formal reasoning tasks; our auxiliary situation modeling approach applies this form of structured prompting to multi-sentence, open-ended text generation problems.

4 Latent State Inference

The methods described in §3 applied situation supervision only to examples for which a ground-truth state annotation was provided. For these methods to be effective, enough state annotations must be available to provide a useful training signal in the auxiliary loss or to specify the auxiliary prediction task for the prompted model. But such state annotations are in general both hard to collect and hard to design.

In this section we describe how to obtain them automatically, without the need for large amounts of annotation. Below, we re-formulate the two approaches in §3 as latent variable models that can infer and condition on state representations even for unannotated training documents. Intuitively, this inference problem is easier at training time than prediction time: knowing what text followed a context constrains the possible situations the context could describe. Most work on semi-supervised inference of auxiliary prediction targets has focused on automatic optimization of prompts and reasoning chains (Zelikman et al., 2022; Sun et al., 2022). To the best of our knowledge, inferred latent variables have not been used to train auxiliary decoders or to design intermediate state representation for multi-step text generation. The techniques described below are quite general, and might be productively employed beyond the generation applications we describe here.

4.1 Latent State Inference for Fine-Tuning

Intuitively, a good situation representation is one that is both predictable from context, and useful for predicting subsequent text. To guide inference of entity states for auxiliary prediction, we introduce another encoder-decoder into the model of §3.1: one which attempts to predict \( T' \) from \( S \). This model now has two pathways for predicting \( T' \): one that uses encoder representations to predict it directly from \( T \), and another which generates textual situation descriptions \( S \) from decoder representations, then uses these to predict \( T' \). We train this model’s parameters and infer situation description that maximize probability of next sentences under both pathways, using information from both \( T \) and \( T' \) to infer situations \( S \), then using these to supervise the encoder.

Formally, we optimize the complete likelihood:

\[
\arg \max_{\Theta, S} \sum_{T,T'} \mathcal{L}(T'|T) \\
+ \sum_{T,T',S} (\mathcal{L}(S|T) + \mathcal{L}(T'|S,T)) \\
+ \sum_{T,T',S} \mathcal{L}(\hat{S}|T) + \mathcal{L}(T'|\hat{S},T) .
\]  

Eq. (5) extends auxiliary fine-tuning by concurrently training an encoder-decoder \( M_{T'|S,T} \) to model \( p(T'|S,T) \). We initialize \( \theta_{\mathcal{E}}, \theta_{\mathcal{D}}, \theta_{p_S|T} \) using Eq. (3), and \( \theta_{T'|S} \) by fine-tuning to convergence on \( \mathcal{X}_A \). We then perform coordinate ascent (“hard EM”) by alternating between:

1. E-step: Set \( \hat{S} \approx \arg \max_S p(S|T)p(T'|S) \) for \( \mathcal{X}_U \) by sampling from \( p(S|T) \), then reranking according to \( p(S|T)p(T'|S) \).

2. M-step: Using the new \( \hat{S} \), train \( \Theta \) to maximize Eq. (5). Rather than training to convergence, we perform SGD on Eq. (5) for five epochs.

As in auxiliary fine-tuning, \( \mathcal{E} \) is shared the \( p(T'|T) \) and \( p(S|T) \). Information about inferred descriptions shapes text generation via the auxiliary decoding objective.

4.2 Latent State Inference for Prompting

Work on few-shot prompting consistently finds benefits from adding extra examples to prompts (Brown et al., 2020). As in §4.1, we produce extra examples for a seed prompt by finding situation descriptions \( S \) that are predictable from \( T \) and improve prediction of \( T' \) on unannotated examples. We may do so using a very similar procedure to the one in §4.1: now we choose prompts (but not
model parameters) to maximize:
\[
\arg \max \hat{S} \sum_{T, T' \in \mathcal{X}_U} p(\hat{S} | T) p(T' | T, S) \tag{6}
\]
then add these newly annotated examples to the prompt (which we may do during both training and evaluation). Algorithmically, we iterate incrementally over unannotated examples \(\mathcal{X}_A\):

1. E-step: set \(\hat{S} \approx \arg \max_S p(S | T) p(T' | S)\) for each context-sentence pair \((T, T')\) in \(\mathcal{X}_U\) by prompting the LM with \([D \cdot \mathcal{P}_A \cdot T]\), then reranking the candidate states according to
\[
p(S | [D \cdot \mathcal{P}_A \cdot T]) p(T' | [D \cdot \mathcal{P}_A \cdot T \cdot S]). \tag{7}
\]
2. M-step: add \([T, \hat{S}, T']\) to \(\mathcal{P}_A\) in Eq. (4).

Once all examples in \(\mathcal{X}_U\) have been annotated and added to \(\mathcal{P}_A\), we prompt with auxiliary supervision for each context in the evaluation set using \(\mathcal{P} = [D \cdot \mathcal{P}_A \cdot T_{pred}]\).

5 Experimental Setup

Datasets We evaluate \textsc{situation} supervision on English language modeling datasets. \textsc{TW} is a set of 1368 transcripts (992 train / 376 evaluation) derived from TextWorld (Côté et al., 2018). We generate a set of textual game transcripts where players navigate through a house, unlocking doors and containers to hunt for a target object. The LM is trained on these transcripts to generate next actions. As state supervision, we use the set of state variables (given as entity-centric facts) that are known and relevant in the current context (see §7.1 for more details). \textsc{TRIP} (Storks et al., 2021) is a set of 1643 plausible and implausible five-sentence stories (1169 train / 474 evaluation) which require physical commonsense reasoning to disambiguate. Models are trained to generate judgments of whether or not a given sentence is acceptable in a context. The state is given by a set of attributes for each entity, which is updated after each sentence.\(^4\)

Each passage \(x \in \mathcal{X}\) comprises a sequence of chunks \(T_0', T_1', \cdots, T_n'\). In \textsc{TW}, each chunk consists of a textual action description followed by a game response. In \textsc{TRIP}, each chunk is a single sentence from the story followed by a plausibility judgment. We test coherence of generating each \(T'\) from its context \(T\). For the annotated passages in \(\mathcal{X}_A\), each context \(T\) is annotated with corresponding state information \(S\). Thus, passages in \(\mathcal{X}_A\) can be broken down into \((T, T')\) pairs, while passages in \(\mathcal{X}_A\) can be broken down into \((T, S, T')\) triples.

Models For fine-tuning experiments, we use BART-base (Lewis et al., 2020) as the language model and fine-tune it using the AdamW optimizer with learning rate 1e-5, stopping once validation accuracy has stopped improving for 10 epochs. For prompting experiments, we use the GPT3 da-\textsc{vinci-002} model (Brown et al., 2020).\(^5\)

Metrics To evaluate models on \textsc{TW}, we sample next actions from the LM and compute the fraction of these that are semantically coherent using the \textsc{TW} simulator.\(^6\) For \textsc{TRIP}, we evaluate every story pair by training models to predict the string OK or Not OK after each sentence depending on whether it is semantically acceptable within a given context. The \textsc{TRIP} dataset contains human semantic acceptability judgments for each sentence of each stories; we evaluate the accuracy with which models predict these acceptability judgments (labeling a story as unacceptable if any sentence is predicted to be unacceptable).

For \textsc{TW}, we report sentence-wise metrics: we measure the fraction of next sentences which are generated to be coherent within the context. In \textsc{TRIP}, we report passage-wise metrics: we measure the percent of complete passages for which every sentence of the passage is labelled accurately.

As baselines in each domain, we compare to ordinary fine-tuning and prompting. As far as we are aware, no prior work in these domains focus on evaluating generation coherence or accuracy.\(^7\)

---

\(^4\)See Appendix A for state representation details.

\(^5\)Further details can be found in Appendix C.

\(^6\)The simulator also returns game responses after each action (e.g. You entered the kitchen in response to > go west). Game response coherence results can be found in Appendix B.1. Because coherence evaluation is less well-defined for game responses, we do not report results in the main paper.

\(^7\)In Appendix B.2, we also evaluate generation diversity amongst these actions using recall against the full set of ground-truth possible next actions.

\(^8\)For \textsc{TRIP}, most prior work uses the evaluation procedure from Storks et al. (2021), which are focused not on evaluating acceptabilities of incrementally-generated stories, but instead on post-hoc commonsense reasoning. For \textsc{TW}, prior work uses a much richer supervisory signal (environment reward) to select optimal actions towards a goal, rather than modeling the full set of plausible next actions (Ammanabrolu et al., 2021).
Table 1: BART fine-tuning results on TW and TRIP, where $|\mathcal{X}|$ is the number of training examples, and $|\mathcal{X}_A|$ is the total amount of state supervision. We report results for standard LM training, SITUATIONSUPERVISION with only auxiliary situation modeling, and SITUATIONSUPERVISION with both auxiliary modeling and the latent state inference. The table shows and standard errors over 8 random seeds. Training with any state supervision helps over training with no state supervision. With a comparable amount of state supervision, latent inference sometimes gives further improvements. \(^*\)Latent inference unable to improve beyond base auxiliary situation modeling checkpoint.

| $|\mathcal{X}|$ | $|\mathcal{X}_A|$ | Method      | Coherence   | Accuracy  |
|----------------|-----------------|-------------|-------------|-----------|
| 1k             | 0               | Fine-tuning | 79.4\%±2.4\%| 36.5\%±3.5\%|
| 1k             | 500             | SITSUP     | 80.5\%±1.8\%| 43.6\%±1.0\%|
| TW             | 1k 500          | SITSUP + Latent | 83.4\%±1.4\%| 43.6\%±1.0\%* |
| 1k             | 1k              | SITSUP     | 81.5\%±1.5\%| 43.0\%±1.7\% |
| 10k            | 0               | Fine-tuning | 83.6\%±2.5\%| 43.0\%±1.7\% |

Table 2: GPT3 prompting results on TW and TRIP, using text-only querying. SITUATIONSUPERVISION with only the auxiliary situation modeling component, and SITUATIONSUPERVISION with both the auxiliary situation modeling and the latent situation prediction components. Prompting with any state supervision helps over prompting with no state supervision. With a comparable amount of ground-truth state supervision, latent inference significantly improves over only auxiliary situation modeling.

| $|\mathcal{X}|$ | $|\mathcal{X}_A|$ | Method      | Coherence   | Accuracy  |
|----------------|-----------------|-------------|-------------|-----------|
| TW             | 25 0            | Text prompting | 67.4\%     | 59.5\%    |
| 25 12          | SITSUP         | 68.5\%     |
| 25 12          | SITSUP + Latent | 75.6\%     |
| 25 25          | SITSUP         | 73.9\%     |

TRIP

| 80 0          | Text prompting | 59.5\%    |
| 80 20         | SITSUP         | 58.2\%    |
| 80 20         | SITSUP + Latent | 67.1\%    |
| 80 80         | SITSUP         | 70.7\%    |

6 Experiments

6.1 Fine-Tuning

Our experiments use 1000 training examples, varying the fraction of these examples for which we provide state annotations ($|\mathcal{X}_A| = \{0, 500, 1000\}$). For each choice of $|\mathcal{X}_A|$, we repeat experiments across 8 random seeds, training on a different set of 1000 examples for each seed. We compare models trained using ordinary language modeling techniques, Eq. (3), and Eq. (5). We evaluate using metrics described in §5.

Results Evaluation results are shown in Table 1. In TW, using auxiliary supervision and latent state inference, SITUATIONSUPERVISION with 500 state annotations improves generation coherence by ~ 4\% over a text-only baseline, giving comparable improvements to training on 9,000 more text-only examples. Results in Appendix B.2 show that these improvements come at no cost to generation diversity. In fact, the latent procedure with 500 seed states is able to outperform full auxiliary supervision — possibly because latent state inference is able automatically discover usable state representations, which are more useful for prediction than human-authored ones. In TRIP, SITUATIONSUPERVISION with 500 seed states improves accuracy by ~ 7\% over a text-only baseline. Note in this case that the latent inference procedure was unable to improve beyond auxiliary training. However, even adding in the remaining 500 ground-truth state annotations does not improve the LM, indicating that perhaps the 500 seed states were sufficient for the LM to learn everything it can from state supervision.

6.2 Prompting

In TW, we used 25 sentences (3 stories) in $\mathcal{P}$. In TRIP, we used 80 sentences (16 stories) in $\mathcal{P}$. When evaluating latent supervision, we held out state annotations on 13 sentences (2 stories) in TW, and 60 sentences (12 stories) in TRIP. We run each prompting experiment once.

Results Results are reported in Table 2. Using SITUATIONSUPERVISION with auxiliary situation modeling where all passages are fully annotated with state (rows 4,8) dramatically improves performance compared to a text-only baseline (rows 1,5) in both domains. In TW, we see a ~ 6.5\% improvement in generation coherence,\(^9\) while in TRIP, we see a ~ 11\% improvement in accuracy of coherence judgments.

Next, we examine the setting where certain state annotations are missing from the prompt, compar-
The chest is open. The chest is empty. The chest is in the attic. You have the old key. You are in the kitchen. The old key matches the red door. The red door is locked. The living room is south of the kitchen. The sofa is in the living room. The sofa is in the living room.

Context $T$

Latent state $S$

Known state

Causally relevant state

> go west
You enter the kitchen.
> unlock the red door with the old key

Next sent. $T'$

Table 3: Using different subsets of the state as auxiliary supervision for TW fine-tuning yields varying amounts of coherence improvements. We report averages and standard errors over 4 random seeds. Design of situation representations is consequential: using only the known and causally relevant portions of the state (relevant known state) substantially outperforms using the full state.

<table>
<thead>
<tr>
<th>State Type</th>
<th>Coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>79.4%±2.4%</td>
</tr>
<tr>
<td>Full state</td>
<td>78.0%±1.7%</td>
</tr>
<tr>
<td>Full Known state</td>
<td>79.7%±1.5%</td>
</tr>
<tr>
<td>Relevant Known state</td>
<td>81.5%±1.5%</td>
</tr>
</tbody>
</table>

Figure 3: Different choices of situation representation. We find that ideal representations consist of the intersection between known state and causally relevant state (highlighted in gray). The known state consists of all facts deducible from the prior context $T$ (e.g. in TW, only facts about rooms or objects that the player has seen). The causally relevant state consists of all facts causally relevant to any plausible next sentence $T'$ (e.g. in TW, only facts about the currently accessible items, here the old key but not the chest).

7 Analysis

7.1 Choice of state is important

In this section, we explore the consequences of including/excluding various components of the state.

TW We begin by conducting experiments in TW. Because it is procedurally generated, the TW environment is able to provide detailed ground-truth state annotations for every entity that might be mentioned in text. All experiments described in §6 use situation representations that include only a subset of entities and properties: namely (1) only those that are already known (i.e. those have been asserted in the context), and (2) only those that are causally relevant (i.e. those that, if changed, would induce a different distribution over next sentences). See Fig. 3 for examples.

We train with auxiliary supervision using the three different choices of state: the full state, the known state (facts that satisfy condition (1)), and the relevant known state (facts that satisfy both conditions (1) and (2)). Results are shown in Table 3. We find that the training with the full state is not significantly better than simply training on text only, and perhaps slightly worse. Training on the subset of known facts outperforms training with the full state, and training on the intersection of known state and causally relevant state is even better.

TRIP Using the principles deduced from the previous experiments in TW (the optimal state should be both known from prior context and causally relevant to the next sentence), we optimize the design of TRIP state annotations. 10 We used these state annotations for all experiments described above. In this section, we demonstrate that this outperforms using the original annotations provided in the dataset. Specifically, we sample 12 training examples to include in the prompt, 11 and compare text-only prompting against SITUATIONSUPERVISION with the original states (Orig) and SITUATIONSUPERVISION with handcrafted states (Ours). Results are reported in Table 4. By using our handcrafted states, we were able to achieve a much higher accuracy than using the original states.

---

10 See Appendix A for details.
11 In previous sections we used 16 samples. However, because the original states were much longer than our states, we were only able to fit 12 candidates in context using the original state annotations.
Table 4: Using different types of state annotations for TRIP when prompting GPT3 yields various amounts of performance improvements. We compare SITUATION-SUPERVISION using TRIP’s original state annotations (Orig) against SITUATION-SUPERVISION using our own handcrafted state annotations (Ours). Note that using the original state annotation is only able to improve 3.6% over a text-only baseline, while using our state annotations improves 8.8%.

<table>
<thead>
<tr>
<th>State Type</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig</td>
<td>62.8%</td>
</tr>
<tr>
<td>Ours</td>
<td>68.1%</td>
</tr>
</tbody>
</table>

Table 5: Ablating state reranking with \( p(T' \mid S) \) when inferring the optimal latent state for prompting. In both TW and TRIP, SITUATION-SUPERVISION works better when we sample multiple states from \( p(S \mid T) \) and rerank according to \( p(T' \mid S) \), than when we simply take the greedy optimal state from \( p(S \mid T) \).

<table>
<thead>
<tr>
<th>State Type</th>
<th>TW</th>
<th>TRIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SITUATION-SUPERVISION</td>
<td>75.6%</td>
<td>67.1%</td>
</tr>
<tr>
<td>without state reranking</td>
<td>72.4%</td>
<td>65.8%</td>
</tr>
</tbody>
</table>

7.2 Explicit state inference outperforms greedy next state prediction

A simplification of our latent state inference procedure for prompting simply asks GPT3 to greedily generate the most likely state according to prior context (i.e., \( \arg \max_S p(S \mid T) \)), without considering \( p(T' \mid S) \) (as in chain-of-thought approaches; Wei et al., 2022). We compare our currently latent state procedure against this greedy state generation baseline in Table 5. We find that it indeed helps to consider \( p(T' \mid S) \) when generating states, improving next sentence coherence by 3.2% in TW and next sentence accuracy by 1.3% in TRIP.

7.3 For a fixed context window budget, including more state annotations outperforms including more text samples

Because the limiting factor in many current few-shot prompting methods is context window size rather than annotation effort, we study whether it is more token-efficient to include additional state annotations or additional text examples in the prompt. We compute the number of tokens in prompts annotated with state (\( \mathcal{P}_A \)), then formulate a text-only prompt (\( \mathcal{P}_T \)) by stripping the state annotations from \( \mathcal{P}_A \), then appending randomly-selected text-only samples from the remaining training data until the number of tokens in the new prompt is equal (or nearly equal) to the number of tokens in \( \mathcal{P}_A \).

We prompt the LM using either text-only prompting conditioned on \( \mathcal{P}_T \), or auxiliary prompting conditioned on \( \mathcal{P}_A \). The results are shown in Table 6. (Due to limitations in annotation budget, for TW in this experiment, we report coherence of the greedily-generated next actions rather than sampling 5 actions.) We see that under a fixed context token budget, in both domains, it is more helpful to supplement existing examples with their state annotations rather than insert additional text-only examples into the context window.

<table>
<thead>
<tr>
<th># toks</th>
<th>TW</th>
<th>TRIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherence</td>
<td>56.7%*</td>
<td>65.0%*</td>
</tr>
<tr>
<td>Accuracy</td>
<td>60.5%</td>
<td>70.7%</td>
</tr>
</tbody>
</table>

Table 6: When prompting with limited context-window size, supplementing existing prompt demonstrations with states is more token-efficient than providing more text-only training examples. *Coherences of greedy next generations are reported in this experiment for TW.

8 Conclusion

Effective generation of coherent text requires reasoning about the world that text describes. In this work, we use entity states as auxiliary supervision to improve LMs ability to perform this reasoning under both fine-tuning and prompting. We find that when either annotation budget (for fine-tuning) or context window size (for prompting) are limited, it is more sample- and token-efficient to increase the amount of state supervision rather than text-only supervision. However, since state annotations are harder to collect, we introduce latent supervision algorithms for sample-efficiently improving LM generation coherence, and demonstrate improvements in two domains. Our results point to a potentially broad role for semantic supervision in LM training and prompting—even small amounts can yield large coherence improvements. This work more generally suggests that semantic state reasoning is still challenging for even modern large language models, and but can be improved without fundamental changes to the architecture of existing LMs.
9 Limitations
The main limitation of SITUATION SUPERVISION is that situation annotations can often be expensive to curate and difficult to design (though we outline some general principles for their design in §7). Furthermore, we conducted experiments on only two datasets in this paper. Future work could explore a wider genre of texts, more domains, and more languages.

10 Impact Statement
This work introduces ways of using state supervision for improving the coherence of language model generations. This can be used to reduce the incidence of false or misleading generations from language models. Furthermore, we found that we can bootstrap starting from small amounts of seed state supervision to achieve large coherence gains, meaning the method can be used with relative ease without the need for extensive annotation. However, the methods described in this paper can also be used maliciously to improve the coherence of automatically-generated misinformation, hate speech, or other harmful content.

References


Gary Marcus and Ernest Davis. 2020. Gpt-3, bloviator: Openai’s language generator has no idea what it’s talking about. [Online; posted 22-August-2020].


A Constructing the State

In each domain, the state is a collection of facts (attributes and/or relations) about each entity. It is updated each time there is a new action, instruction, or sentence. We convert the state to natural language to take advantage of existing linguistic understanding in pre-trained models. Future work can examine the effect of using non-natural-language forms of state.

Below, we discuss the details of this conversion from the available state annotations in each domains.

TW In TW, the simulator gives us the full state, or the full set of facts describing the state of the world after executing each agent action. Facts are either entity properties (e.g. locked(door)), or relations between two entities (e.g. is-in(key, chest)). However, since the agent has not explored the full state at the start of each game, at each step, we compute a subset of the facts that the agent knows about. We call this the known state. We further restrict this subset to only facts that are causally relevant to any possible next action that the agent can take, such that all possible next actions can be inferred from just this set. We call this the relevant known state.

We compute both these sets heuristically: the known state consists of all facts about any currently or previously accessible entities that the agent has encountered. For the relevant known state, we discard facts about previously accessible entities and keep only facts about currently accessible entities. Specifically, the relevant known state consists of facts about: 1. player location, 2. all currently accessible items (i.e. in the current room or in the inventory), 3. which doorways are accessible from the current room and/or which rooms neighbor the current room.

We convert collections of facts to natural language following the same procedure as Li et al. (2021). Specifically, propositions $p(o)$ are converted to “the $\{o\}$ is $\{p\}”$, while relations $r(o_1, o_2)$ are converted to “the $\{o_1\}$ is $\{r\} \{o_2\}”$.

TRIP In TRIP, we write out seed states for 16 stories, consisting of facts known to hold true after each sentence of the story — then use GPT3 to automatically infer states for the remaining stories in the training data. We aim to construct the state in TRIP to capture the spirit of the relevant known state in TW (which we know from §7.1 to be the optimal state supervision), whereby we only include facts both known from the prior context and potentially causally relevant to the next sentence. However, though capturing known facts is straightforward, because TRIP is a real dataset consisting of open-ended text, the set of plausible next generations is open-ended, meaning that the full set of causally relevant known facts cannot be always be anticipated ahead of time. Instead, we use the ground-truth acceptable completion as a minimal guarantee — we aim to include facts informative for generating at least the single ground-truth next sentence in the acceptable story (which isn’t always straightforwardly derived from the known facts).

One example is as follows:

- $T = \text{Tom packed his gloves in his suitcase.}$
  $
  \text{Tom checked his suitcase in at the airport.}$

- $S = \text{Tom’s gloves are in the suitcase.}$
  $
  \text{The suitcase is checked in at the airport. Tom does not have his suitcase. Tom does not have his gloves.}$

- $T’ = \text{Tom boarded the plane without his gloves.}$

Note that while Tom does not have his gloves is technically inferable from Tom’s gloves are in the suitcase. The suitcase is checked in at the airport, including this fact explicitly in $S$ reinforces the causal link between the next sentence $T’$ and $S$.

For the analysis in §7.1, we compare against a stringified version of the originally-provided states. In the original dataset, each sentence of a story is annotated with the state changes applied to each of the (up to 15) attributes of that entity. The state annotations take the form of (entity, attribute, value) triples. Each entity attribute is associated with a value indicating the direction of change for that attribute. For example, (shirt, cleanliness, true → false) indicates the shirt became dirty.

Because there are a finite set of (15) attributes and (8) values, we enumerate rules for converting all (attribute, value) pairs to natural language predicates VP. We then convert (entity, attribute, value) triples into “the $\{\text{entity}\} \{\text{VP}\}”.”
<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_4$</th>
<th>Method</th>
<th>Coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1k</td>
<td>0</td>
<td>Fine-tuning</td>
<td>40.0% ± 0.7%</td>
</tr>
<tr>
<td>1k</td>
<td>500</td>
<td>SITUATION</td>
<td>40.0% ± 0.8%</td>
</tr>
<tr>
<td>1k</td>
<td>500</td>
<td>SITUATION + Latent</td>
<td>40.0% ± 0.4%</td>
</tr>
<tr>
<td>1k</td>
<td>1k</td>
<td>SITUATION</td>
<td>42.9% ± 1.0%</td>
</tr>
</tbody>
</table>

Table 7: TW game response generation coherence. We evaluate BART fine-tuning with and without components of SITUATIONSUPERVISION.

### B Further TW Evaluations

#### B.1 Game Response Coherence for BART Fine-Tuning

The text of TW consists of alternating actions and game responses. For example:

> open door
You open the door
> go west
-= Kitchen =-
You arrive at a kitchen. You see a counter. On the counter is an old key. [...]

In this example, lines starting with > are actions and all other lines are game responses.

In §6, we only evaluated coherence of generating actions in TW. Here, we evaluate coherence of generating game responses as well. Due to quota restrictions, we evaluate game responses only for fine-tuning approaches and not prompting approaches.

Table 7 reports coherence results for game responses alone, and game responses and actions combined. Unlike the set of acceptable actions, the TW simulator does not provide us with a set of acceptable game responses. Instead, we can only compare the ground-truth game response from the simulator. This can result in over-penalization: when pieces of the underlying state are still unknown, the LM will be falsely penalized, despite generating a game response coherent with the prior context. Thus the numbers reported in Table 7 are simply a lower bound.

#### B.2 Generation Diversity

To measure the diversity of LM outputs, we use recall\(^\text{12}\) between the set of LM generations and the full set of ground-truth valid sentences. This latter set is provided to us by the TextWorld simulator. Note that this set is not entirely complete, as there will be generations that are consistent with the known facts from the prior context but contradict an unknown fact, and is consequently not accepted by the simulator. However, recall against the simulator-provided set of valid sentences remains a good heuristic for diversity.

We examine how training with SITUATIONSUPERVISION affects generation diversity. We use the same models and training/prompting setups as in §6 and evaluate the diversity among the generated samples, while using SITUATIONSUPERVISION with prompting actually increases diversity.

<table>
<thead>
<tr>
<th>Model</th>
<th>$X_1$</th>
<th>$X_4$</th>
<th>Method</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BART</td>
<td>1k</td>
<td>0</td>
<td>Fine-tuning</td>
<td>11.8% ± 0.3%</td>
</tr>
<tr>
<td></td>
<td>1k</td>
<td>500</td>
<td>SITUATION</td>
<td>11.8% ± 0.3%</td>
</tr>
<tr>
<td></td>
<td>1k</td>
<td>500</td>
<td>SITUATION + Latent</td>
<td>11.9% ± 0.2%</td>
</tr>
<tr>
<td></td>
<td>1k</td>
<td>1k</td>
<td>SITUATION</td>
<td>12.6% ± 0.4%</td>
</tr>
<tr>
<td>GPT3</td>
<td>25</td>
<td>0</td>
<td>Text prompting</td>
<td>33.3%</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>12</td>
<td>SITUATION</td>
<td>40.1%</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>12</td>
<td>SITUATION + Latent</td>
<td>42.1%</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>SITUATION</td>
<td>40.9%</td>
</tr>
</tbody>
</table>

Table 8: TW generation diversity for fine-tuning and prompting with and without components of SITUATIONSUPERVISION. We see that using SITUATIONSUPERVISION with fine-tuning does not harm the diversity of generated samples, while using SITUATIONSUPERVISION with prompting actually increases diversity.

### C Infrastructure and Reproducibility

We ran all fine-tuning experiments on a single 32GB NVIDIA Tesla V100 GPU. We use a BART-base model which has 6 Transformer layers each in its encoder and decoder, and 139M total parameters. Training time varies depending on domain and data size, but generally is not longer than a few hours. As a reference point: on 1000 TW examples, training takes ~1 hour for text-only training, ~1-2 hours for training with auxiliary state supervision, and ~1-3 hours for training with latent state supervision. For prompting results, we use OpenAI’s GPT3 text-davinci-002 model. For sampling next actions in TW, we use a generation temperature of 0.7. When judging acceptability of each

---

\(^{12}\)Because we sample at most 5 unique generations from the LM, there is a hard ceiling on maximum achievable “recall” in our case.
sentence in TRIP, we directly compare $p$(Not OK) against $p$(OK). When sampling states for latent state inference, to encourage diversity, we use a generation temperature of 0.9.

We used PyTorch (Paszke et al., 2019) and Huggingface Transformers (Wolf et al., 2020) for implementing and training BART-base models. We use OpenAI’s API$^{13}$ for querying GPT3.

$^{13}$https://beta.openai.com/
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