
Findings of the Association for Computational Linguistics: ACL 2023, pages 12881–12899
July 9-14, 2023 ©2023 Association for Computational Linguistics

Triplet-Free Knowledge-Guided Response Generation

Dongming Li1,2∗, Jianfeng Liu2, Baoyuan Wang2†
1 The Chinese University of Hong Kong, Shenzhen

2 Xiaobing.AI
dongmingli@link.cuhk.edu.cn

{liujianfeng, wangbaoyuan}@xiaobing.ai

Abstract

Generating vivid and informative responses
(e.g., comments for social posts and utterances
for dialogues) is challenging without giving
relevant knowledge. Prior works focus on con-
structing the “latent” knowledge first and then
learning how to “ground” it based on pseudo
(context, knowledge, response) triplets. How-
ever, the retrieval between real responses and
their latent knowledge is difficult in nature.
In this paper, instead of focusing on how to
ground knowledge given the responses, we
take a different perspective to optimize the fi-
nal responses for given guided knowledge di-
rectly. This allows us to re-formulate the en-
tire problem in a simplified yet more scalable
way. Specifically, we pretrain a response lan-
guage model (LM) to measure the relevance
and consistency between any context and re-
sponse, then use search engines to collect the
top-ranked passages to serve as the guiding
knowledge without explicitly optimizing the
“best” latent knowledge that corresponds to a
given response. The final response generation
model is trained through reinforcement learn-
ing by taking both the response LM prior and
knowledge-injection rate as rewards. For better
evaluations, we construct a new Chinese bench-
mark, “IceKC”, using fresh multimodal online
social posts. Both automatic evaluations and
human evaluations show our zero-resource ap-
proach performs significantly better than prior
works.1

1 Introduction

Response generation, including dialogue utterances
and post comments, is a testbed for machine intel-
ligence and has many applications. However, pre-
vious AI models tend to output generic and bland
responses as shown in (Li et al., 2016; Shao et al.,

∗Work done during an internship at Xiaobing.AI
†Corresponding Author

1Our code and IceKC dataset are publicly available at
https://github.com/dongmingli-Ben/triplet-free.

Figure 1: A graphical illustration of different zero-
resource approaches for generation with knowledge.
Triplet-based approach is highlighted in blue, which
retrieves the most likely knowledge for training. Our ap-
proach is highlighted in orange, which aims to generate
knowledge-guided responses directly.

2017), which led to a few recent works that lever-
age external knowledge to improve the generation
quality from both diversity and informativeness
perspectives (Zhou et al., 2018; Dziri et al., 2019;
Dinan et al., 2018; Moon et al., 2019; Wu et al.,
2019; Hayati et al., 2020; Liu et al., 2021b; Komeili
et al., 2022). Although impressive progress has
been made, major hurdles still exist. Constructing
a context-knowledge-response triplet dataset via
crowd-sourcing (i.e., Dinan et al. (2018); Komeili
et al. (2022)) for training purposes might be too
expensive to scale up, which also violates the main-
stream paradigm of large-scale self-supervised pre-
training (Radford et al., 2021; Jia et al., 2021). As
expected, prior works (Li et al., 2019b; Lian et al.,
2019; Zhao et al., 2020a; Lin et al., 2020) show
that models trained on such manually-constructed
triplets cannot be generalized to other languages
and unseen domains. More recently, zero-resource
methods (Li et al., 2020; Chen et al., 2021b; Liu
et al., 2021a) are proposed where knowledge-aware
generation is learned on such triplets with either
matched or inferred knowledge. However, one crit-
ical challenge is that given the response, their cor-
responding “knowledge” is extremely difficult to
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retrieve from a vast knowledge space, especially
when retrieving from Internet search results. As
shown in Figure 1, such constructed triplets are
very unreliable because the corresponding “knowl-
edge” is scattered over the Internet and the re-
trieval results are noisy where irrelevant sentences
can have high overlap with the response. Forc-
ing the generator to associate the response with
such pseudo knowledge is insensible. This raises
the question: can we relax the requirement of con-
structing such triplets for training purposes?

To mitigate those challenges, we introduce a
new training methodology that does not require
constructing any triplet. Our key idea is inspired
by a relaxed casual graphical model where the con-
ditional probability distribution (p(R|C,K)) of re-
sponse (R) given both context (C) and knowledge
(K) can be approximated by its lower-bound which
only contains two prior, p(R|C) and p(R|K).
More specifically, given a context, we use search
engines to sample a knowledge passage without
explicitly inferring or optimizing, then we use rein-
forcement learning to optimize the response genera-
tion model by jointly considering both prior models
as critics to provide reward signals. This allows
us to steer the focus from knowledge selection to
knowledge-guided generation, which therefore piv-
ots the optimization to explore how to generate
informative and engaging responses given both con-
text and knowledge. Without loss of generality, to
validate our idea, we leverage a pretrained response
language model for p(R|C) and a non-parametric
LM for p(R|K) in the current experiments, leav-
ing more advanced prior models for future work.
To further encourage more investigation from the
community, we construct a benchmark on Chinese
multi-modal knowledge-grounded social post com-
menting, called “IceKC”, that facilitates more faith-
ful evaluations. Extensive experiments show that
our approach performs significantly better than pre-
vious work under a zero-resource setting.

Our contributions are three-fold: (1) We pro-
pose a novel zero-resource training strategy for
knowledge-guided response generation without the
need to build triplets, which is model-agnostic
as well as more flexible and easy to scale. (2)
We construct a new benchmark from social media
posts, which can be used to more faithfully evalu-
ate knowledge-aware multimodal commenting sys-
tems. (3) Experiments show that our approach
generates significantly better responses than other

strong baselines.

2 Approach

Prior works all focus on constructing the “latent”
knowledge (K) first given both the context (C)
and response (R). However, as we argued before,
such triplet-based approaches are challenging due
to the difficulty in knowledge retrieval, which re-
sults in noisy triplets (C,K,R) and thus hurts the
training. In this paper, we take a triplet-free ap-
proach by directly feeding sampled knowledge (i.e.,
search engine) into the response generation model
p(R|C,K; θ), for any given context. As for a fixed
context and sampled knowledge pair (C,K), there
is no corresponding “ground-truth" response (R)
available to apply any supervised learning method.
We resolve such unpaired training by leveraging a
pretrained response language model that provides
distribution-level reward signals.

2.1 Triplet-free Knowledge-guided Learning

Mathematically, we achieve our triplet-free
knowledge-guided learning by optimizing the
lower-bound of p(R|C,K) inspired by the causal
graphical model (Hlaváčková-Schindler et al.,
2007; Tuan et al., 2020), where one can derive
the following inequalities:

p(R|C,K) > p(R|C); p(R|C,K) > p(R|K)

hence,

p(R|C,K) = p(R|C,K)α+1−α

> p(R|C)αp(R|K)1−α, α ∈ (0, 1)
(1)

By further taking the logarithm on both sides of
Equation 1, we can get

log p(R|C,K) > α log p(R|C)

+ (1− α) log p(R|K)

= rc(C,R) + rk(K,R)

(2)

where rc(C,R) defines as the reward that measures
how consistent and sensible R is for given C; while
rk(K,R) measures how much knowledge is in-
jected from K to R. In principle, they both can be
flexibly defined, such as pretrained language mod-
els (LM) or adversarial discriminative networks. In
our current implementation, we use a pretrained
LM to model rc(C,R) while using a simple non-
parametric LM to model rk(K,R), which will be
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Figure 2: An overview of our approach. The learning objective is to maximize the total reward obtained from two
critics: consistency reward from pretrained LM and knowledge injection reward from non-parametric knowledge
injection model

discussed in more detail later. Our entire learning
objective is simplified as:

max
θ

Ep(R|C,K;θ)[rc(C,R) + rk(K,R)] (3)

which is trained using two separately con-
structed corpus: context-response, denoted as
Dcr(Ci, Ri)

n
i=1 and context-knowledge, denoted

as Dck(Cj ,Kj)
m
j=1, where both n and m represent

the number of training samples.

Consistency Reward For the sake of optimiza-
tion efficiency, we first pre-train an LM on context-
response corpus Dcr with unlikelihood objective
(Welleck et al., 2019), i.e.

min
ϕ

E[− log p(R|C, ϕ) + LUL(R|C, ϕ)] (4)

where ϕ denotes the parameters of the LM, and
LUL denotes the token-level unlikelihood loss.
Once it is pretrained, one can easily use this prior
model to estimate p(R|C, ϕ). Because language
models generally favor short sentences over longer
sentences, we further add a length adjustment to
the LM to encourage the generation of relatively
long responses. Therefore,

rc(C,R) = log p(R|C, ϕ) + rl(R) (5)

rl(R) is defined as the length of the response under
some margin ml to control the extent of encourage-
ment for longer responses, i.e.

rl(R) = min(len(R),ml) (6)

Non-parametric Knowledge Injection Reward
Different from p(R|C), where context-response
corpus can be obtained relatively easily, natural
knowledge-response corpus is hard to obtain even
manually. One workaround is to design rk(K,R)
following simple heuristics, which is feasible be-
cause p(R|K) measures how likely the response
R is based on knowledge K, in other words, how
much of K is injected in R. In our current im-
plementation, following Li et al. (2020), we use
precision-based n-gram matching score BLEU-n
(Papineni et al., 2002) with knowledge margin mk

as rk(K,R), since it may not be wise to incorpo-
rate all available knowledge in K. Hence,

rk(K,R) = min(BLEU_2(K,R),mk) · α (7)

where α is a hyper-parameter to balance consis-
tency reward and knowledge injection reward. We
choose n = 2 based on the heuristics that phrases
usually consist of two Chinese characters or En-
glish words. Note that, although p(R|K) is not
restricted to n-gram-based methods, our empirical
experiments show that n-gram based score gives
surprisingly better results than embedding-based
methods such as BLEURT (Sellam et al., 2020),
possibly due to the inherent flaws in the soft align-
ment of embeddings. We leave further investiga-
tions in this direction as future work.

Soft Q-Learning Since Equation 3 is chal-
lenging to optimize due to the inherent non-
differentiable sampling in the process, we resort to
applying soft q-learning (Guo et al., 2021), which
turns out to work well compared with other RL
optimization methods. Specifically, we optimize
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the final knowledge-guided response generation
model p(R|C,K; θ) through Equation 3 over the
context-knowledge corpus Dck after we pretrained
p(R|C, ϕ). Figure 2 illustrates our approach.

2.2 Training Corpus Construction

We construct both Dcr and Dck by crawling from
the Chinese social post platform, Weibo; while
all the knowledge is obtained from search engine.
Raw post-comment (i.e., context-response) pairs
are cleaned under strict rules to remove noisy con-
tents for LM training. Dck is then constructed by
measuring the confidence of the retrieved results
and filtering noisy contents in retrieved passages.
Details on constructing post-comment corpus and
post-knowledge (i.e., context-knowledge) corpus
can be found in Appendix C and D, respectively.
We also construct a text-only English dataset from
the training set of Wizard of Wikipedia (Dinan
et al., 2018). We use a pretrained DialoGPT model
for the consistency reward and Dcr is not used. For
Dck, we use the dialogue and the candidate knowl-
edge sentences of the Wikipedia training set, as
the candidate knowledge sentences are retrieved
according to the dialogue history. Statistics of the
training corpus are in Table 9 in Appendix E.

3 IceKC

To evaluate models on Chinese multimodal social
post commenting, we construct a new benchmark
testset for evaluation purposes only. To ensure that
external knowledge is necessary to generate the
comment, we collect testcases from Weibo trend-
ing posts2 starting from February 2022 so that the
topics are fresh and not likely to overlap with train-
ing data collected previously. Annotators are in-
structed to choose a post in one of the trending
topics, use search engines to search for an appro-
priate knowledge sentence, and write a sensible
comment to the original post based on the infor-
mation in the knowledge sentence. Although we
focus on knowledge-aware comments generation in
this work, this benchmark testset can also be used
to evaluate other tasks, including query generation
and knowledge selection, as shown in Appendix A.

2Sina Weibo is the largest Chinese social platform for
individuals and trending posts are the posts that are most
frequently viewed and discussed by users on Weibo at a
specific time. History trending topics are obtained from
https://www.weibotop.cn/2.0/.

IceKC UTT. QUERY DOMAIN LEN.
TEXT IMAGE

Overall # 997 489 508 81 22.39
Factual # 556 294 262 58 22.08
Opinion # 441 195 246 44 22.77

Text-only # 347 347 0 52 23.72

Table 1: Statistics of our IceKC benchmark. UTT. de-
notes the number of comments; QUERY denotes the
number of queries, with TEXT and IMAGE indicating
text query or image query; DOMAIN denotes the number
of unique domains; and LEN. denotes the average length
of the comments.“Factual”, “Opinion”, and “Text-only”
denotes cases with factual knowledge, with opinion-like
knowledge, and without images respectively.

3.1 Post Selection
Annotators are shown a list of Weibo trending top-
ics, which are fresh and updated every second. To
stress the role of external knowledge, annotators
are instructed to select individuals’ posts where
the background information is not fully presented
in the post. Considering that most posts contain
some images along with text content, we instruct
annotators to select posts with/without images at a
balanced ratio so that the performance of models
on text-only posts and multimodal posts can both
be evaluated throughout.

3.2 Search Query
After choosing a post, annotators are instructed
to use search engines to obtain some background
knowledge. Specifically, different from previous
work (Zhou et al., 2018; Moghe et al., 2018; Di-
nan et al., 2018; Komeili et al., 2022), we also
consider the rich information conveyed in images.
Annotators can either use a text query or choose
an image as a query to retrieve relevant documents
via baidu search engine3 or baidu image search en-
gine4. To explore the effect of images, annotators
are encouraged to use images as queries to find rel-
evant documents. Annotators can try another query
if they do not find the retrieved result satisfactory.

3.3 Knowledge Selection and Comment
Generation

During benchmark construction, annotators can
click on any of the retrieved documents on the front
page to expand the document and choose a sentence
that they decide to be appropriate to write a com-
ment based on the sentence. Unlike previous work

3https://www.baidu.com/
4https://image.baidu.com/

12884

https://www.weibotop.cn/2.0/
https://www.baidu.com/
https://image.baidu.com/


focusing on factual knowledge only, such as using
Wikipedia as the only knowledge source (Dinan
et al., 2018; Li et al., 2020, 2022), we do not re-
strict the scope of knowledge. However, following
Moghe et al. (2018), we ask annotators to distin-
guish different types of knowledge by either fac-
tual (such as encyclopedia) or opinion-like (such as
movie reviews and comments) because we find that
different strategies work differently for different
types of knowledge. For instance, a retrieve-rerank-
rewrite (Cao et al., 2018; Wang et al., 2019) ap-
proach may perform better on opinion-like knowl-
edge. Annotators are encouraged to balance factual
and opinion-like knowledge so that models’ perfor-
mance can be evaluated on different types of knowl-
edge. To stress the role of images in commenting,
annotators are encouraged to write comments that
echo the post’s images whenever appropriate.

3.4 Statistics

The statistics of IceKC can be found in Table 1.
As far as we know, this is the first Chinese multi-
modal benchmark testset that is designed to evalu-
ate knowledge-aware commenting systems. Again,
note that this benchmark is only used for testing,
regardless of how the training set is constructed.

4 Experiment

4.1 Dataset

We evaluate our approach on both our Chinese
IceKC benchmark and two public knowledge-
grounded dialogue benchmarks, Wizard of
Wikipedia (WoW) (Dinan et al., 2018) and Wizard
of Internet (WizInt) (Komeili et al., 2022). Models
are provided with the complete dialogue history
and the golden knowledge sentence in evaluation.

WoW The WoW dataset contains dialogues be-
tween two participants where one of them, the wiz-
ard, is provided potentially relevant knowledge sen-
tences retrieved from Wikipedia passages. The
testset for evaluation is further divided into seen
and unseen according to whether the topic of the
testing dialogue has appeared in the training dia-
logues. We further remove a few turns where the
wizard chooses not to use any retrieved knowledge
sentences for response. After the removal, there
are 4087 turns and 4125 turns for model evaluation
in Test Seen and Test Unseen, respectively.

WizInt Similar to WoW, WizInt is constructed
with dialogues of a wizard and an apprentice. Dif-

ferent from WoW, the wizard produces internet
search queries, selects knowledge sentences across
the Internet which are appropriate, and gives a re-
sponse based on the knowledge sentence to the
apprentice. In evaluation, we use solely the test
set of the WizInt dataset, which has 1957 turns for
evaluation. However, because Internet-retrieved
contents are noisy, the golden knowledge sentences
are sometimes not accurately cut into sentences. To
avoid cases where useful information is scattered
among the long paragraph, we remove any turns
whose golden knowledge is more than 50 words
long. 1041 turns are available for evaluation after
all preprocessing.

4.2 Baselines

We report the performance of the following meth-
ods for comparison:

• BASE: The context-response LM trained for
consistency reward without using any knowl-
edge.

• ZRKGC (Li et al., 2020)5: A variational
method to learn the relation between response,
context, and knowledge from pseudo triplets
where pseudo knowledge is inferred from
pseudo knowledge pool constructed by n-
gram matching, with Unified pre-trained Lan-
guage Model (UniLM) (Dong et al., 2019).

• UKSDG (Chen et al., 2021b)6: An unsuper-
vised method that retrieves the most likely
knowledge from candidates first and leverages
knowledge distillation to alleviate the noisy
labeling problem.

• KAT-TSLF (Liu et al., 2021a)7: A three-
stage learning framework that retrieves
pseudo knowledge from an unlabeled knowl-
edge base and trains the model on such weakly
constructed triplets.

• OURS: Our proposed full method.

To shed light on whether zero-shot inference with
large-scale pretrained models is sufficient for the
task, we evaluated two large Chinese language
models, PANGU-α (Zeng et al., 2021) and EVA

(Zhou et al., 2021). Since PANGU-α and EVA only
support text input, we use the following prompt
to perform zero-shot inferences: “{post text}；根

5https://github.com/nlpxucan/ZRKGC
6https://github.com/ErenChan/UKSDG.
7https://github.com/neukg/KAT-TSLF.
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Model PARAM BL-1 BL-2 BL-3 BL-4 R-1 R-2 R-L F1 KF1

DIALOGPTb 335M 0.035 0.006 0.001 0.000 0.094 0.014 0.053 0.079 0.035

ZRKGC 154M 0.164 0.046 0.014 0.004 0.203 0.034 0.167 0.167 0.152
UKSDG 174M 0.164 0.090 0.056 0.038 0.327 0.155 0.184 0.299 0.425

KAT-TSLF 198M 0.156 0.073 0.040 0.025 0.294 0.114 0.167 0.264 0.416
OURS 220M 0.211 0.125 0.083 0.061 0.341 0.162 0.232 0.309 0.505

DIALOGPTft 335M 0.165 0.103 0.070 0.052 0.303 0.151 0.208 0.281 0.561
T5ft 220M 0.196 0.132 0.094 0.073 0.341 0.183 0.234 0.317 0.614

HUMAN - - - - - - - - - 0.384

Table 2: Evaluation results on WoW test seen. R-n denotes the ROUGE score using up to n-gram. DIALOGPTb

denotes the pretrained DIALOGPT model used for the consistency reward. ft denotes models finetuned on the
WoW train set.

Model PARAM BL-1 BL-2 BL-3 BL-4 R-L F1 KF1

BASE 119M 0.00 0.00 0.00 0.00 0.01 0.01 0

PANGU-α 2.6B 0.11 0.07 0.05 0.03 0.15 0.32 0.47
EVA 2.8B 0.04 0.01 0.00 0.00 0.06 0.09 0.00

ZRKGC 147M 0.15 0.06 0.02 0.01 0.14 0.17 0.14
OURS 119M 0.23 0.15 0.10 0.08 0.23 0.30 0.48

HUMAN - - - - - - - 0.40

Table 3: The performance on the text-only portion of our
IceKC benchmark. BL-n denotes the BLEU score using
up to n-gram and R-L denotes the ROUGE-L score. The
sizes of models are reported in PARAM.

据下面信息进行评论：{knowledge}；评论：”
(“{post text}; comment based on the following in-
formation: {knowledge}; comment:”), where {post
text} and {knowledge} denotes the text component
of posts and knowledge to be grounded on respec-
tively.

4.3 Metrics

For evaluation, following Dinan et al. (2018); Li
et al. (2020); Komeili et al. (2022), we adopt F1
score8. We also report the BLEU scores (Papineni
et al., 2002) up to 4 grams and ROUGE (Lin, 2004)
scores. To evaluate models’ ability to incorporate
knowledge into responses, following previous work
(Li et al., 2020; Komeili et al., 2022), we also report
the KF1 (knowledge F1) score, i.e., the uni-gram
F1 score using knowledge as reference. Although
in the ideal case, a high KF1 score indicates that the
model is capable of integrating knowledge into its
responses, we also report the KF1 score of humans
to serve as a base for comparison of the KF1 score.

8We implement F1 score based on https:
//github.com/facebookresearch/ParlAI/blob/main/
parlai/core/metrics.py

4.4 Implementation
To utilize the generalizability of pretrained lan-
guage models and make the reinforcement learn-
ing process smooth, we use BART base9 (Lewis
et al., 2020) for Chinese and T5 base10 (Raffel
et al., 2020) for English as the backbone of our
models. We set α to be 100 and 200 to balance the
scale of r(C,R) and r(K,R) for Chinese corpus
and English corpus, respectively. Following Guo
et al. (2021), we warm up the training of the gener-
ator using off-policy updates on real responses for
the first 20k steps and train the model using both
off-policy (and on-policy) updates for further steps.
To align the reward, we linearly transform it to be
centered around 0 and approximately bounded by
±50, employing two additional hyper-parameters.
We use 4 as the batch size and a learning rate of
1e-5 in our experiments. The experiments are con-
ducted on Nvidia V100 and A100 GPUs. For more
information on the model architecture for multi-
modal context and implementation, please refer to
Appendix B.

4.5 Results
We show the performance of different models on
our IceKC benchmark in Table 3. Since PANGU-α,
EVA, and ZRKGC are proposed for text-to-text
generation, for a fair comparison, we compare the
performance of the models on a subset of IceKC
whose posts contains only text. Evaluation results
on Wow and WizInt are in Table 2, 4, and 5. Results
on the full WizInt are provided in Appendix F for
reference. Human evaluation results are in Section
4.6. Here are some observations.

First, our higher score compared to the low
9https://huggingface.co/fnlp/

bart-base-chinese
10https://huggingface.co/t5-base
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Model PARAM BL-1 BL-2 BL-3 BL-4 R-1 R-2 R-L F1 KF1

DIALOGPTb 335M 0.035 0.005 0.001 0.000 0.099 0.014 0.055 0.083 0.039

ZRKGC 154M 0.166 0.044 0.014 0.004 0.204 0.032 0.167 0.166 0.153
UKSDG 174M 0.145 0.074 0.043 0.028 0.293 0.126 0.163 0.267 0.345

KAT-TSLF 198M 0.163 0.078 0.043 0.026 0.302 0.120 0.174 0.272 0.421
OURS 220M 0.213 0.124 0.083 0.061 0.341 0.160 0.232 0.310 0.494

DIALOGPTft 335M 0.177 0.103 0.070 0.051 0.301 0.149 0.209 0.283 0.568
T5ft 220M 0.199 0.134 0.098 0.074 0.341 0.184 0.237 0.318 0.610

HUMAN - - - - - - - - - 0.385

Table 4: Evaluation results of the WoW test unseen.

Model PARAM BL-1 BL-2 BL-3 BL-4 R-1 R-2 R-L F1 KF1

DIALOGPT 335M 0.025 0.004 0.001 0.000 0.069 0.009 0.038 0.057 0.021

ZRKGC 154M 0.116 0.028 0.008 0.002 0.142 0.020 0.125 0.117 0.105
UKSDG 174M 0.069 0.015 0.004 0.001 0.165 0.036 0.078 0.139 0.113

KAT-TSLF 198M 0.090 0.023 0.007 0.002 0.202 0.051 0.109 0.176 0.263
OURS 220M 0.116 0.036 0.013 0.005 0.219 0.059 0.124 0.191 0.275

DIALOGPTft 335M 0.105 0.039 0.015 0.006 0.226 0.069 0.121 0.203 0.507
T5ft 220M 0.099 0.045 0.018 0.009 0.231 0.086 0.128 0.210 0.353

HUMAN - - - - - - - - - 0.243

Table 5: Evaluation results on WizInt. ft denotes models finetuned on the WizInt train set.

zero-shot performance of large pretrained language
models indicates the necessity of explicitly inject-
ing knowledge into generation. While PANGU-α
achieves a slightly higher KF1 score, our approach
considers the consistency between context and re-
sponse, leading to higher scores when incorporat-
ing the same level of knowledge.

Second, our approach outperforms triplet-based
models in incorporating knowledge into responses,
as shown by the higher KF1 score of our model.
Triplet-based models struggle with knowledge
incorporation due to loosely associated pseudo
knowledge selected based on n-gram overlapping.
This often results in overlaps on non-important
characters rather than keywords or topic words,
even after strict processing. By optimizing the
lower bound instead of directly learning p(R|C,K)
using pseudo triplets, our approach overcomes
this issue and achieves higher scores in BLEU,
ROUGE, and F1. Furthermore, an interesting obser-
vation from Table 5 is that finetuned DIALOGPT
has a much higher KF1 score but a lower F1 score
compared to finetuned T5. This suggests that sim-
ply copying knowledge does not guarantee better
performance. Our approach achieves higher scores
by selectively incorporating knowledge based on
contextual constraints.

Third, the significant improvement of OURS over

Model IceKC BL-1 R-L F1 KF1

OURS
Overall

0.213 0.218 0.280 0.437
−I 0.209 0.216 0.277 0.439
HU. - - - 0.373

OURS
Factual

0.207 0.209 0.269 0.428
−I 0.203 0.208 0.266 0.429
HU. - - - 0.339

OURS
Opinion

0.221 0.230 0.293 0.448
−I 0.218 0.227 0.292 0.451
HU. - - - 0.417

Table 6: The performance of our model on our IceKC
benchmark under different settings. −I denotes the
scores of the model when the images in posts are not
fed to the model in inference. The KF1 score of human
is reported as HU. in the table.

the base DIALOGPT model with a smaller param-
eter size indicates that our training method, rather
than model size and initialization, is primarily re-
sponsible for the performance gain.

4.6 Discussions

Impact of Knowledge Type and Post Modality
To investigate the impact of different knowledge
types and the inclusion of images in the context, we
conducted ablation studies, as presented in Table
6. Our findings indicate that our model effectively
incorporates more knowledge into generated re-
sponses for opinion-like knowledge, as evidenced
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Figure 3: (a) Performance of models with different length margins; (b) Performance of models with different
knowledge margins. KF1 of human is shown in dotted line for reference.

by the higher KF1 score in that category. This
outcome is expected since opinion-like knowledge
consists of users’ opinions on events, which can be
relatively easily transformed into responses. The
effectiveness of knowledge incorporation is further
supported by the higher BLEU, ROUGE, and F1
scores obtained for opinion-like knowledge. Fur-
thermore, when comparing the scores of models
with and without using images in the posts, the
higher scores achieved by the model incorporating
images suggest that the visual modality enhances
the ability to provide comments. Although the
difference in scores is not substantial, this could
be attributed to the fact that the language model
trained for consistency reward may not be highly
sensitive to images.

Consistency Reward To examine the impact of
consistency reward, we vary the length adjustment
margin, where a larger margin implies a greater
influence of consistency reward on the model. The
results, depicted in Figure 3(a), demonstrate the
effectiveness of consistency reward. During our
experiments, we observed that a low length margin
led to an unstable learning process and resulted
in the generation of incoherent and nonsensical
comments. Conversely, a higher length margin,
associated with higher BLEU, ROUGE, and KF1
scores, indicates that an appropriate margin ensures
a more stable learning process. Under such condi-
tions, the model learns to selectively incorporate
knowledge more effectively.

Knowledge Reward To study the effect of
knowledge injection reward in learning, we vary
mk and report the performance of different models
in Figure 3(b). The increasing BLEU and ROUGE
scores as the knowledge injection reward margin
increases indicate that encouraging the model to
copy knowledge, at an appropriate level, can en-
hance performance. This observation suggests that
our models possess the ability to selectively incor-

Model CR KR FL

µ κ p µ κ p µ κ p

ZRKGC 1.1 0.7 0.00 0.6 0.5 0.00 1.3 0.8 0.00
UKSDG 1.4 0.6 0.67 0.8 0.4 0.00 1.8 0.7 0.01

KAT-TSLF 1.4 0.6 0.64 1.3 0.5 0.08 1.6 0.5 0.00
OURS 1.4 0.6 - 1.4 0.6 - 1.9 0.8 -

Table 7: Human evaluation results of WizInt samples.
The average score, Cohen’s Kappa statistic, and the
paired t-test p-values are denoted as “µ”, “κ”, and “p”.
The null hypothesis of each p-value is that the mean
scores of the corresponding model and OURS are the
same.

porate relevant and appropriate knowledge.

Human Evaluation We conducted a human eval-
uation to qualitatively analyze the performances.
To this end, we followed the methodology of Li
et al. (2020); Liu et al. (2021a) and randomly sam-
pled 100 turns of utterances from WizInt, including
the full dialogue history and golden knowledge.
The generated responses were then evaluated by
human judges on contextual relevance (CR), knowl-
edge relevance (KR), and fluency (FL). The evalu-
ation process was double-blind, and we recruited
two well-educated human evaluators who assigned
scores in the range of 0, 1, 2, with 0 representing
"bad," 1 representing "mediocre," and 2 represent-
ing "good." The results of the human evaluation are
presented in Table 7. We observed that responses
generated by our triplet-free approach were more
knowledge-rich while maintaining a similar level of
contextual relevance to the dialogue context. This
suggests that our approach enables selective inte-
gration of knowledge that aligns with contextual
constraints. For more detailed analysis, we provide
specific cases in Appendix G for reference.

5 Related Work

Generating vivid responses, such as comments
(Zheng et al., 2017; Qin et al., 2018; Li et al.,
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2019a; Yang et al., 2019) and dialogue utterances
(Huang et al., 2018), is known to be difficult for
neural models. To address the problem, previous
work attempts to use additional key phrases (Ni
and McAuley, 2018), user profiles (Zeng et al.,
2019), and images (Chen et al., 2021a) to serve as
an external knowledge to be grounded on. More
recently, unstructured documents (Moghe et al.,
2018; Zhou et al., 2018; Dinan et al., 2018), such
as those retrieved from the Internet (Komeili et al.,
2022), are prevalent, especially for open-domain
contexts. Generally, knowledge-grounded gener-
ation is decomposed into two tasks, knowledge
selection (Kim et al., 2020; Zhao et al., 2020b)
and knowledge-aware generation (Dinan et al.,
2018), and additional search query generation for
Internet-retrieved knowledge (Komeili et al., 2022).
Given knowledge-grounded datasets, supervised
approaches (Li et al., 2019b; Lin et al., 2020) have
been proposed for knowledge-aware generation.

Several unsupervised approaches (Lian et al.,
2019; Li et al., 2020; Chen et al., 2021b; Bai et al.,
2021; Liu et al., 2021a) have also been proposed.
They rely on retrieving a most likely knowledge
sentence for a specific response by either n-gram
matching or model inference and leverage such
weak triplets to train models. While triplets can
be relatively reliable on human-annotated datasets
such as WoW (Dinan et al., 2018), it is gener-
ally not feasible in Internet-retrieved documents
(Komeili et al., 2022) and leads to poor general-
ization (Chen et al., 2021b) to different domains.
Although some approaches (Li et al., 2020; Liu
et al., 2021a) build on unreliable automatically con-
structed triplets and are free from ill generation,
they still struggle to incorporate knowledge since
knowledge sentences are loosely associated with
responses in such triplets.

6 Conclusion

In our study, we examine the effectiveness of pre-
vious approaches in utilizing unstructured text for
knowledge-grounded response generation in a zero-
resource setting. Additionally, we propose a novel
approach to tackle this challenging task. Instead
of adopting a triplet-based approach, which fo-
cuses on identifying the specific knowledge under-
lying a response, we employ a triplet-free approach
that aims to generate coherent and knowledge-
able responses given appropriate knowledge. Fur-
thermore, we develop the first benchmark specifi-

cally designed for Chinese multimodal knowledge-
grounded commenting to evaluate the effectiveness
of our approach. Experimental results demonstrate
that optimizing the lower bound for p(R|C,K)
without relying on triplets as learning signals can
achieve superior performance compared to existing
triplet-based approaches.

7 Limitations

While we have demonstrated the promising poten-
tial of utilizing the lower bound as a substitute
for p(R|C,K) in knowledge-grounded generation
tasks, there are several limitations that need to be
acknowledged. First, the use of the language model
(LM) as learning signals can introduce flaws. The
model may exploit the LM’s weaknesses by gen-
erating comments with a high likelihood based on
the LM but are nonsensical in reality, resembling
adversarial samples. In our experiments, we ob-
served that generating adversarial text samples, un-
like vision models, proved challenging, and we did
not encounter completely nonsensical comments.
However, we did observe the model exploiting the
flaws in the LM, indicated by certain common pat-
terns in the generated comments. Second, there
are better alternatives to a hard knowledge injec-
tion reward, such as an n-gram matching-based
BLEU score used in this study. In some cases, a
knowledge-grounded comment may not have any
word overlaps with the knowledge instances, re-
sulting in a n-gram-based score of 0. Ideally, an
embedding-based soft knowledge reward would be
more desirable for this reason. However, in our
experiments, we found that the soft knowledge re-
ward based on methods like (Kusner et al., 2015;
Sellam et al., 2020) was easily exploitable, as the
model learned to echo keywords from the context
to achieve a high soft knowledge reward. Third,
our approach primarily focuses on scenarios where
well-constructed triplets are not readily available,
such as when retrieving information from the Inter-
net. However, in cases where pseudo knowledge
construction is highly accurate, such as applica-
tions with more limited scopes, our approach may
not outperform triplet-based approaches. Fourth, it
is important to note that our method could poten-
tially be used to generate offensive or prejudiced
texts. Addressing biases in generative models is a
longstanding issue, and it is not the main focus of
this work. However, the ethical implications can
be partially mitigated by integrating our approach
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with other debiasing technologies.

8 Ethical Consideration

In this work, we introduce IceKC, which aims to
facilitate Chinese multimodal knowledge-guided
evaluation for future research in knowledge-
powered generation. To ensure strict adherence to
ethical guidelines, we took several measures during
the construction of IceKC and the self-constructed
training datasets. All data used for training and test-
ing, including user posts, user comments, and In-
ternet search results, are publicly visible. However,
user information such as user ID, user name, age,
and geographical location is not collected. We also
implemented hate comment filtering using swear-
ing word lists.

Data Privacy The construction of the IceKC
benchmark underwent approval from an internal re-
view board. We carefully designed the construction
and release protocols to avoid any privacy viola-
tions of Weibo users. The posts collected from
historical trending posts are publicly available, but
user information is not included in the dataset. We
conducted a rigorous review process to remove any
user privacy information found within the posts,
such as email addresses and phone numbers. Ad-
ditionally, toxic and biased texts were eliminated
during the review process. To further protect data
privacy, IceKC is released under strict terms for
academic use only. Users acquiring the data must
agree to our requirements for academic use.

Annotators Annotators are Chinese undergradu-
ate students interning at our institution. They are
compensated with a monthly salary for their anno-
tation tasks, which include IceKC, as well as other
duties assigned by the institution. They are well-
informed about the ongoing research and under-
stand that the curated data will be used for research
purposes.
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A Additional Information on IceKC
Benchmark

A comparison between our IceKC benchmark and
other publicly available knowledge-grounded gen-
eration benchmarks is shown in Table 8.

B Model Architecture and
Implementation Details

To effectively incorporate both text and image in
the Chinese multimodal model, we draw inspira-
tion from SimVLM (Wang et al., 2021) and make a
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Dataset Domain Language Modal Session # Query
generation

Knowledge
selection

Knowledge-aware
generation

Overall
performance

Holl-e (Moghe et al., 2018) movie en text 908 × × × ✓
CMU_DoG (Zhou et al., 2018) movie en text 630 × × × ✓

WoW (Dinan et al., 2018) open-
domain en text 1,933 × ✓ ✓ ✓

WizInt (Komeili et al., 2022) open-
domain en text 503 ✓ ✓ ✓ ✓

IceKC open-
domain zh multi-

modal 997 ✓ ✓ ✓ ✓

Table 8: Comparison between our proposed benchmark and other existing datasets. The crosses and checkmarks
indicate whether the dataset can be used to evaluate a specific aspect of the model.

few modifications to accommodate multiple im-
ages in the post. Figure 4 illustrates the archi-
tecture of our model. In our approach, we first
transform images into patch embeddings and add
positional and image ID embeddings to differen-
tiate patch positions and different images. These
image embeddings are then concatenated with text
embeddings to represent the posts. Based on the
finding that 2D spatial positional encoding is not
more effective than simple 1D positional encod-
ing (Dosovitskiy et al., 2020), we utilize 1D po-
sitional encoding to encode both image and text
streams. It’s important to note that although the
LM and the generator share the same model ar-
chitecture, they have different inputs during train-
ing. The LM takes image features i1, ..., im and
text features t1, ..., tn as input, while the gener-
ator takes i1, ..., im, t1, ..., tn, e[SEP ], k1, ..., kl as
input, where e[SEP ] represents the embedding of
the [SEP] token.

In the multimodal IceKC test set, images are re-
sized to 224×224 pixels before being fed to the
models, and the patch size is set to 16×16. If a
post contains more than 9 images, we keep only the
first 9 due to the limited capacity of the BART base
model. Considering the potentially long sequence
of image patches, text tokens, and knowledge sen-
tence tokens, we truncate the sequence to 768 to-
kens to account for capacity limitations. During
generator training, we initialize the generator from
the LM to accelerate training speed and facilitate
the reinforcement learning process.

C Post Comment Corpus

We crawl a large number of posts and their cor-
responding comments from Weibo. Due to the
inherent noise in online posts and comments, we
perform extensive cleaning and filtering on the raw
post comment corpus to provide a cleaner corpus

for LM training.
Specifically, following DialoGPT (Zhang et al.,

2020), EVA (Zhou et al., 2021), and Pchatbot (Qian
et al., 2021), we apply the following procedure:
(1) Remove posts that has videos, urls or without
comments, or is a repost of some other posts; (2)
Remove posts that are votes or have other external
links; (3) Remove the reply part (e.g. “@xxx”) in
comments; (4) Remove posts that are too long (i.e.
more than 256 Chinese words, using jieba11 to per-
form Chinese word segmentation; (5) Normalize
duplicated characters to three times, for instance,
“哈哈哈哈哈哈” (“hahahahahaha”) to “哈哈哈”
(“hahaha”); (6) Reduce the times of duplication
of the comment under the same post to three; (8)
Remove urls in comments; (9) Reduce the times
of duplication of a comment in the whole dataset
to 10,000; (10) Remove comments that contain
90% of tri-grams that have been seen more than
1,000 times in the whole dataset; (11) Remove non-
Chinese comments; (12) Remove comments longer
than 50.

D Post Knowledge Corpus

To construct post knowledge pair corpus for model
training in the second stage, we first retrieve web
results using search engines and then perform ex-
tensive cleaning to remove irrelevant results in the
noisy online contents.

Knowledge Retriever To gather relevant knowl-
edge for each post, we employed both text and im-
age queries to search the Internet. The entire text
content of the post was used as the text query, while
all images served as image queries. For text search,
we utilized Baidu Search12, and for image search,
we relied on Baidu Image Search13. It’s worth not-

11https://github.com/fxsjy/jieba
12https://www.baidu.com/
13https://image.baidu.com/

12893

https://github.com/fxsjy/jieba
https://www.baidu.com/
https://image.baidu.com/


Figure 4: Illustration of the architecture of both our language model and the generator.

ing that Baidu Search truncates text queries longer
than 38 Chinese characters, but our dataset’s posts
typically do not exceed this threshold. To main-
tain quality, we only retrieved passages from the
first page of Baidu Search, considering that search
results on the internet tend to be noisy, and subse-
quent pages usually contain lower-quality content.
The retrieved passages were then filtered using spe-
cific rules to eliminate merchandise advertisements
and other noisy content such as online shopping
websites and online novel webpages. Finally, we
segmented all the retrieved passages into sentences
using HanLP14.

Semantic Reranking The retrieved sentences
from the knowledge retriever remain highly noisy,
even after rigorous filtering for advertisements.
This is primarily due to the fact that the relevant
information often constitutes only a small portion
of the original passage. To eliminate irrelevant
information within the retrieved sentences, we per-
form separate reranking for sentences obtained
from text and image queries. This reranking pro-
cess involves calculating the cosine similarity be-
tween the TFIDF (term frequency-inverse docu-
ment frequency) representations of the post text
and the retrieved sentences. Reranked knowledge
sentences from both text and images are then com-
pared to determine whether the post contains well-
known information that can be retrieved. If there is
significant semantic overlap between the reranked
knowledge sentences obtained from text and im-
ages, it suggests that the text and images contain

14https://github.com/hankcs/HanLP

salient information about well-known events. Em-
pirical findings indicate that the results retrieved
from image queries are considerably noisier com-
pared to those from text queries. This may be
attributed to the fact that ordinary images, such
as views of lesser-known mountains in unknown
cities, lack relevant knowledge backgrounds. To
address this, we assess the confidence of the re-
trieved results from both text and images and com-
bine them to obtain the final retrieved knowledge
instances. Specifically, if both the TFIDF rerank
score of knowledge instances from text and the
TFIDF rerank score of knowledge instances from
images exceed 0.3, it is likely that the post per-
tains to public events or known content. In such
cases, the top 10 knowledge instances based on
their scores are retained. Additionally, considering
that longer text queries tend to yield more accu-
rate results, we also preserve the retrieved results
if the text query exceeds 25 Chinese characters. To
eliminate low-relevance knowledge instances and
instances with high overlap with the post, possi-
bly because the knowledge instance was retrieved
from the same source as the post, we discard all
instances with scores lower than 0.2 or higher than
0.6, along with post text shorter than 15 Chinese
characters. Empirical observations reveal that, fol-
lowing the aforementioned processing steps, the
retrieved knowledge instances are typically related
to the context of the post and serve as an external
knowledge source.
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Language Corpus Context # Image # Response # Knowledge #

Chinese Dcr 875,844 1,658,933 51,305,187 -
Dck 61,758 145,657 3,025,778 333,991

English Dcr 147,116,725∗ - 147,116,725∗ -
Dck 77,518 - 77,518 77,518

Table 9: Statistics for training corpus. Numbers is obtained by counting the turns for English dialogues except that
numbers with ∗ represent the number of dialogues. Note that the knowledge and responses in context-response
corpus are not paired.

Model PARAM BL-1 BL-2 BL-3 BL-4 R-1 R-2 R-L F1 KF1

DIALOGPTb 335M 0.026 0.004 0.001 0.000 0.069 0.009 0.042 0.058 0.022

ZRKGC 154M 0.143 0.034 0.009 0.002 0.171 0.022 0.137 0.142 0.121
UKSDG 174M 0.071 0.015 0.004 0.001 0.164 0.033 0.080 0.138 0.099

KAT-TSLF 198M 0.090 0.023 0.007 0.002 0.195 0.046 0.095 0.169 0.221
OURS 220M 0.109 0.033 0.012 0.005 0.197 0.048 0.114 0.167 0.219

DIALOGPTft 335M 0.093 0.037 0.015 0.007 0.216 0.067 0.112 0.185 0.772
T5ft 220M 0.096 0.041 0.019 0.009 0.219 0.074 0.126 0.194 0.234

HUMAN - - - - - - - - - 0.194

Table 10: Evaluation results on the full WizInt testset.

E Training Corpus Statistics

Statistics of Dcr and Dck is shown in Table 9.

F Additional Evaluation Results

Evaluation results of the models on the full WizInt
test set is shown in Table 10.

G Cases

Example cases of different approaches on Chinese
multimodal posts are shown in Figure 5. Example
cases on English dialogues are at Table 11, 12, 13,
and 14.
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Figure 5: Cases in the benchmark and the generated comments from different models. The English translation of the
post, knowledge, and generated comments are provided under Chinese texts. HUMAN denotes the human written
golden comment. Knowledge injected in comments are highlighted.

Dialogue History

A: Flip flops are one of the oldest forms of footwear, we have evidence of them
going back to 4000 BCE
B: Hey that is pretty cool. I guess I am retro.
A: Flip flops became popular in America when soldiers returned home from WWII
wearing the Japanese version, zoris.
B: Neat I should call them zoris. I like that you can find them in all colors.
A: And the materials are usually rubber, foam, vinyl, or webbing, materials that
can survive getting wet.
B: I like that but they are really hard to walk in in the rain and when they are wet.
A: Yes, sometimes they get all squishy and uncomfortable feeling.
B: And I think I could turn an ankle yeah you have to start walking very slow its
awful.

Knowledge Foot doctors caution that if you plan on wearing flip-flops, shop for brands that
offer arch support, and don t wear them for long periods of time.

Ground Truth The typically flat bottom doesn’t offer much in the way of arch support, but some
brands make good arch support flip flops now.

DIALOGPTb A:
ZRKGC A: you don’t have to wear flip-flops.
UKSDG A: i’m not sure, but i know that foot doctors caution that are able to wear a flip

flops.
KAT-TLSF A: and if you’re wearing flip-flops, you can turn them.

OURS A: I don’t think you have to wear flip-flops, but I’d suggest you shop for brands
that offer arch support and don’ t wear them for long periods

Table 11: A case from WizInt test set. The response generated by the DIALOGPTb is empty with top-p decoding.
Appropriate knowledge incorporation is bold. Improper incorporated knowledge is highlighted in red.
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Dialogue History A: I trade on the Forex market on a daily basis
Knowledge Because of the worldwide reach of trade, commerce, and finance, forex markets

tend to be the largest and most liquid asset markets in the world.
Ground Truth Forex markets are generally have the most liquid assets and are the largest in

teh world.
DIALOGPTb B: I’m a trader, I’m just not very good at it.

ZRKGC B: i’ve been in the us for a year, and it is not sure that you know about this.
UKSDG B: that’s great! i’ve heard that the forex market is the second most populated major

city in the us.
KAT-TLSF B: forex is a global market. the forex is a global market. the forex is a global

market.
OURS B: I’m not a huge trader but I do know that the forex markets tend to be the

largest and most liquid asset markets in the world.

Table 12: Another case from WizInt test set where the dialogue history is short. Hallucinated knowledge in responses
is highlighted in blue.

Dialogue History A: Tango and cash is an action movie with lot’s of comedy
Knowledge R | 1h 44min | Action, Comedy, Crime | 22 December 1989 (USA)

Ground Truth It’s pretty good, a more mature comedy, definitely deserves it’s R rating.
DIALOGPTb B: It’s also a very underrated movie.

ZRKGC B: it’s the best action movie of all time.
UKSDG B: i love tango and cash!

KAT-TLSF B: tango and cash 1989 imdb r | 1h 44min action, comedy, crime
OURS B: I’m not sure about that, but I do know that the film was made in 1989

Table 13: A case from WizInt test set where the knowledge sentence is not a regular sentence.

Dialogue History

A: Danielle Steel is a great romance novelist. I really enjoyed No Greater Love.
B: No Greater Love is a great fictionalized telling of the sinking of the Titanic.
A: Yes you are right. It is so good. I also like to read Nora Roberts Irish series.
But Danielle is my favorite.
B: She has written over 179 books, and is the 4th bestselling author of all time,
that’s a huge accomplishment.
A: Have you read her works? I want to get her latest "Flying Angels" next.
B: With over 800 million copies of her books in circulation you think I would’ve
read one, but no, I have not.
A: Well you should when you can. LOL. I started reading her books in 1978.

Knowledge Going Home (1973) Hardcover Paperback Kindle
Ground Truth Going Home was her first book, it was published in 1973.
DIALOGPTb B: .com

ZRKGC B: i
UKSDG B: did you read her books?

KAT-TLSF B: i’m going to start a new kindle in the fall. i’m going to start a new kindle in the
fall. i’m going to start a new kindle in the fall.

OURS B: I’m not sure about you but I do know that I have a hardcover paperback
Kindle Kindle version of Going Home.

Table 14: Another case from WizInt test set where the knowledge sentence retrieved from Internet search is irregular.
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